VNIVERSITATG D VALENCIA

VNIVERSITAT [ 2
® VALENCIA [@V_] Facultat ¢e (iéncies [\/]Jatematiques

DEPARTAMENTO DE ESTADISTICA E INVESTIGACION OPERATIVA

PHD THESIS:

NESTING PROBLEMS: EXACT AND HEURISTIC
ALGORITHMS

A Thesis submitted by Antonio Martinez Sykora for the degree of Doctor of Philosophy in the
University of Valencia

Supervised by:
Ramén Alvarez-Valdés Olaguibel
José Manuel Tamarit Goerlich






To the women of my life: Natalia and Olaya...






ACKNOWLEDGEMENTS

This thesis would not have been possible without the generous support of Ramén Alvarez-Valdés Olaguibel
and Jose Manuel Tamarit Goerlich who strongly supported me.

Special appreciation to professor Enrique Benavent, who spent a lot of time to introduce me into the
Operational Research world.

I want to thank all the examiners, Enriqueta Vercher, José Fernando Oliveira, Maria Antonia Carravilla,
Fran Parrefio, Rubén Ruiz and Enrique Benavent for the great effort of reading the thesis carefully and their

for all the observations and corrections.

Many thanks to professors José Fernando Oliveira, Maria Anténia Carravilla and Anténio Miguel Gomes
for supervising me in my research internship in Porto.

Special thanks to Julia Bennell, who spent a lot of her valuable time supervising me in my research
internship in Southampton.

Special thanks to Jonathon Scandrett, who has corrected and improved the English redaction.
I warmly want to thank my family: Juan, Vera, Juanito and Verus.

Finally, very special thanks to Natalia and Olaya for their infinite patience.






Contents

1

3

Introduction to Nesting problems 11
1.1 Introduction . . . . . . . . . e e e 11
1.2 Types of Nesting Problems . . . . . . . . . . . ... e 12
1.3 GEOMELrYy OVEIVIEW . . . .« v v v v v et e e e e e e e e e e e e e 14
1.3.1  Pixel/Rastermethod . . . . . . . . . . ... 15
1.3.2  Trigonometry and D functions. . . . . . . . . . .. 17
1.3.3  Non-Fitpolygons . . . . . . . . . . . e 19
1.3.4 @functions . . . . . . . .. e e 23
1.4 Exactalgorithms . . . . . . . . . . . e 24
1.5 Heuristic algorithms . . . . . . . . . . . . . . e 24
1.6 Instances . . . . . . . .. 27
1.6.1 Instances for Nesting Problems . . . . . . . . . . . . .. ... 27
1.6.2  Smaller Nesting instances without rotation . . . . . . . . . ... ... ... .... 29

1.6.3 Instances for the two dimensional irregular bin packing problems with guillotine cuts 36

Mixed integer formulations for Nesting problems 43
2.1 Formulation GO (Gomes and Oliveira) . . . . . . . . . . . . .. .. v, 44
2.2 Formulation HS1 (Horizontal Slices 1) . . . . . . . . . . . .. ... .. .. .. ....... 45
22.1 Step l: Complexslices . . . . . .. ... ... ... 47
222 Step2: Closedslices . . . ... ... ... ... . . .. 47
2.2.3 Step 3: Horizontal slices . . . . . . . . ... ... ... ... ... ... .. ... . 49
2.2.4 Non-overlapping constraints . . . . . . . . . . . . ..o 50
2.2.5 Formulation HSI . . . . . . . . e e e e 50
2.3 Formulation HS2 (Horizontal Slices 2) . . . . . . . . . . . . . . . i 50
2.3.1 Relative positionof pieces . . . . . .. ... L oo 51
2.3.2 Lifted bound constraints . . . . . . . . . . ... ... 51
2.3.3 Formulation HS2 . . . . . . . . .. e 53
2.4 Avoiding duplicate solutions . . . . . .. ... oL 54
2.5 Computational results . . . . . . . . . . .. e 54
2.6 Lowerbounds . . . . . . . . . . e 56
Branch & Bound algorithms 57
3.1 Branching strategies . . . . . . . . . . . .o e e e e e e 58
3.1.1 The Fischetti and Luzzi strategy . . . . . . . . . . . .. ... ... .. ....... 58
3.1.2 Dynamic branching (DB) . . . . . . . . . . . e 59



3.1.3 Branchingon constraints (BC) . . . . . . . . . . . . 60

3.1.4 Computational results for the different branching strategies . . . . . . ... ... .. 61
3.2 Updating the bounds onthe pieces . . . . . . . . .. . .. ... 66
321 MethodI . . . .. .. e 66
322 MethodIl . . . . . . . o 68
3.3 Finding incompatible variables . . . . . . . ... ... 68
3.3.1 Incompatibility using the bounds on the pieces . . . . . .. ... ... ... .... 69
3.3.2 Incompatibility using the transitivity of the pieces . . . . . . .. ... .. ... ... 69

3.3.3 Computational results of the strategies for updating bounds and finding incompatible
variables . . . . L L L e 72
3.4 Results of the complete algorithm . . . . . . ... ... ... ... ... ........ 73
Valid Inequalities for the HS2 formulation 77
4.1 X-Yinequalities . . . . . . . . . e e e e e e e e e 78
4.1.1 Typel . . o o e e 78
412 Typell . . . o e 79
4.2 Impenetrability CONSIraintS . . . . . . . . . . . .. e e e e e e e 82
4.3 Cliguesand Covers . . . . . . . . . i i i i e e e 88
44 LU-coverinequalities . . . . . . . . . . . . L 97
4.5 Transitivity inequalities . . . . . . . . . . . L e e e e e 99
Separation algorithms 101
5.1 X-Yinequalities . . . . . . . . . . e e e e 101
5.1.1 Computational results . . . . . . . . . . ... 105
5.2 Impenetrability cONStraints . . . . . . . . . . . ..o e e e e e e e e 105
5.2.1 Computational results . . . . . . ... L L 106
5.3 Cliquesy Covers . . . . . . . o i v i i i i et e s e e e e e e e e e 106
5.3.1 Findingall the Cliques . . . . . . . . . . . .. .. . . 107
5.3.2 SClalgorithm . . . . . . . . . . . 108
5.33 SC2algorithm . . . . . . . . e 110
5.3.4 Computational results . . . . . . . . . ... 111
Constructive algorithms 113
6.1 Initialmodels . . . . . . . ... 114
6.2 Studying the initial number of pieces considered (7jp;) . . . . . . . . . ..o 118
6.3 Trunk inSErtion . . . . . . . . ... e e e e 121
6.4 Alternative objective functions . . . . . . . .. L. oL 124
6.5 Conclusions . . . . . . . .. e e 127
Different approaches to the Local Search 129
T 1 M-InSert . . . . . e e e e e e e e e e e e e 129
711 T-NSertion . . ... e e e e e 131
7.1.2 0 24InSertion . ... ..o L e e e e e e e e e e e 134
7130 3-nsertion . ... e e e e e 135
7.2 Compaction . . . . . . . . o v v i i e e e e e e e e e e e e e 136
7.3 1-Compaction . . . . . . . . . . i i e e e e e 136



7.3.1 [1-Compactioninonelevel . . . . .. ... ... ... ... ...
7.3.2 I-Compaction into tWo phases . . . . . . . . . . o v vt i i
7.4 Crossed objectives . . . . . . . . . e e e e e e

8 Iterated Greedy Algorithm

8.1 Introduction to the Iterated Greedy Algorithm . . . . . . .. . ... .. ... ... . ....
8.2 Destructive phase . . . . . . . . . . .. e e
8.3 Constructive phase . . . . . . . . L.
8.4 Localsearchprocedure . . . . . . . . . . . . . . . . .

8.4.1 I-insertionmodified . . . . .. ... ...

8.4.2 2-insertionmodified . . . .. ...
85 IGAlgorithm . . . . . .. . e
8.6 Computational results . . . . . . . . . . ..

9 Two dimensional irregular bin packing problems with guillotine cuts

0.1 Introduction . . . . . . . . . . . L e e e e e
0.2 LIerature reVIEW . . . . . . . v v v v e i e e e e e e e e e e e e e
9.3 Problemdescription . . . . . . . . ... e e e e
9.4 Mixed integer formulation for the insertion of one piece . . . . . . . . ... ... ... ...
0.5 Guillotinecutstructure . . . . . . . ... e e
9.6 Rotations and reflections . . . . . . . ... Lo
9.7 Constructive algorithm . . . . . . . . . . ...
9.8 Constructive algorithm with twophases . . . . . . . ... ... .. ... ... ......
9.9 Embedding an improvement procedure into the constructive algorithm . . . . . . .. .. ..
9.10 Computational eXperiments . . . . . . . . . . . .. ...
0.11 Conclusions . . . . . . . . e e e

10 Conclusions and future work

143
143
143
144
146
147
148
149
150

155
155
155
157
158
160
166
167
168
169
170
176

179



10



Chapter 1

Introduction to Nesting problems

1.1 Introduction

Nesting problems are two-dimensional cutting and packing problems involving irregular shapes. This thesis
is focused on real applications on Nesting problems such as the garment industry or the glass cutting. The
aim is to study different mathematical methodologies to obtain good lower bounds by exact procedures and
upper bounds by heuristic algorithms. The core of the thesis is a mathematical model, a Mixed Integer
Programming model, which is adapted in each one of the parts of the thesis.

This study has three main parts: first, an exact algorithm for Nesting problems when rotation for the
pieces is not allowed; second, an Iterated Greedy algorithm to deal with more complex Nesting problems
when pieces can rotate at several angles; third, a constructive algorithm to solve the two-dimensional irre-
gular bin packing problem with guillotine cuts. This thesis is organized as follows.

The first part is focused on developing exact algorithms. In Chapter 2 we present two Mixed Integer
Programming (MIP) models, based on the Fischetti and Luzzi MIP model [27]. We consider horizontal
lines in order to define the horizontal slices which are used to separate each pair of pieces. The second mo-
del, presented in Section 2.3, uses the structure of the horizontal slices in order to lift the bound constraints.
Section 2.5 shows that if we solve these formulations with CPLEX, we obtain better results than the formu-
lation proposed by Gomes and Oliveira [32]. The main objective is to design a Branch and Cut algorithm
based on the MIP, but first a Branch and Bound algorithm is developed in Chapter 3. Therefore, we study
different branching strategies and design an algorithm which updates the bounds on the coordinates of the
reference point of the pieces in order to find incompatible variables which are fixed to 0 in the current branch
of the tree. The resulting Branch and Bound produces an important improvement with respect to previous
algorithms and is able to solve to optimality problems with up to 16 pieces in a reasonable time.

In order to develop the Branch and Cut algorithm we have found several classes of valid inequalities.
Chapter 4 presents the different inequalities and in Chapter 5 we propose separation algorithms for some
of these inequalities. However, our computational experience shows that although the number of nodes is
reduced, the computational time increases considerably and the Branch and Cut algorithm becomes slower.

The second part is focused on building an Iterated Greedy algorithm for Nesting problems. In Chapter
6 a constructive algorithm based on the MIP model is proposed. We study different versions depending on
the objective function and the number of pieces which are going to be considered in the initial MIP. A new
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idea for the insertion is presented, trunk insertion, which allows certain movements of the pieces already
placed. Chapter 7 contains different movements for the local search based on the reinsertion of a given
number of pieces and compaction. In Chapter 8 we present a math-heuristic algorithm, which is an Iterated
Greedy algorithm because we iterate over the constructive algorithm using a destructive algorithm. We have
developed a local search based on the reinsertion of one and two pieces. In the constructive algorithm, for
the reinsertion of the pieces after the destruction of the solution and the local search movements, we use se-
veral parameters that change along the algorithm, depending on the time required to prove optimality in the
corresponding MIP models. That is, somehow we adjust the parameters, depending on the difficulty of the
current MIP model. The computational results show that this algorithm is competitive with other algorithms
and provides the best known results on several known instances.

The third part is included in Chapter 9. We present an efficient constructive algorithm for the two
dimensional irregular bin packing problem with guillotine cuts. This problem arises in the glass cutting
industry. We have used a similar MIP model with a new strategy to ensure a guillotine cut structure. The
results obtained improve on the best known results. Furthermore, the algorithm is competitive with state of
the art procedures for rectangular bin packing problems.

1.2 Types of Nesting Problems

There are several types of Nesting problems depending on the real application the problem comes from. We
define the placement area as a big item and the pieces which have to be arranged into the big item as small
items . There are several different objectives, but the most used one is focused on reducing the total waste
produced.

The most studied problem is the strip packing problem where the width of the strip is fixed and the
objective is based on reducing waste. As all the pieces have to be placed into the strip without overlapping,
minimizing the waste is equivalent to minimizing the total required length. These problems arise in a wide
variety of industries like garment manufacturing (see Figure 1.1), sheet-metal cutting, furniture making and
shoe manufacturing.

Figure 1.1: An example from garment manufacturing (taken from Gomes and Oliveira [32])

Two-dimensional Bin Packing Problems consist in placing a set of pieces into a finite number of bins in
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such a way that the total number of bins is minimized. In some applications, the placement areas into which
the pieces have to be packed or cut can have irregular shapes, as in the case of leather hides for making
shoes. The placement area can have uniform or varying qualities depending on the region, sometimes
including defective parts that cannot be used. In these cases the objective is based on reducing the number
of big items needed to place all the pieces.

Master 1 Master 4 Master 8 Master 3

Figure 1.2: An example of a leather cutting instance given by Baldacci et al. [7]

The leather nesting problem (LNP) consists in finding the best layouts for a set of irregular pieces within
large natural leather hides whose contours could be highly irregular and may include holes. According to
the typology presented by Wéscher et al. [70], LNP can be classified as a two-dimensional residual cutting
stock problem (2D-RCSP). Figure 1.2 shows an example of a leather nesting problem.

Heistermann et. al. [33] proposed a greedy algorithm for real instances in the automotive industry. They
consider holes, defects and regions with different levels of quality (quality zones) in the leather hides. Re-
cently, Alves et. al. [3] have proposed several constructive algorithms, reporting an extensive computational
experiment using two real data sets.

Baldacci et al. [7] use the raster representation to design a heuristic algorithm. They propose an iterative
algorithm based on three different constructive procedures for the Irregular Single Knapsack Problem. They
compare their algorithms on instances defined for two-dimensional strip packing problems, two-dimensional
bin packing problems and real-world leather cutting instances.

Crispin et. al. [21] propose two genetic algorithms using different coding methodologies for shoe ma-
nufacturing. They consider directional constraints for the pieces in given regions of the hides which reduce
the solution space.

There are several publications on the leather nesting problem that do not take quality zones into account.
We can find a heuristic algorithm based on placing the shapes one by one on multiple sheets in Lee et. al
[39], and Yupins and Caijun [72] propose both genetic algorithms and simulated annealing.

Nevertheless, in the literature of Nesting problems the variant with more publications is the two-dimensional
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strip packing problem where the width of the strip is fixed and minimizing the total required length is the
common objective. This problem is categorized as the two-dimensional, irregular open dimensional pro-
blem in Wischer et al. [70]. Fowler and Tanimoto [28] demonstrate that this problem is NP-complete and,
as a result, solution methodologies predominantly utilize heuristics. In Sections 1.4 and 1.5 we can find
a literature review on exact methods and heuristic algorithms, respectively. In this thesis we focus on that
problem and both exact and heuristic algorithms are proposed.

One important characteristic of the pieces is their shape. In Nesting problems pieces are irregular and
most frequently polygons. However, there are several publications that consider circular edges. Burke et.
al. [18] propose a generalized bottom-left corner heuristic with hill climbing and tabu search algorithms for
finding a good sequence of the given pieces. Scheithauer et al. [59] use ¢-functions to deal with circular
edges. In practice, circular edges of the pieces could be approximated by polygons, so most of the publica-
tions consider the pieces as polygons.

Another feature of the pieces is the allowed angles of rotation: rotation can be free; only specific angles
can be allowed (90°, 180°,...) or rotation is not allowed at all. The angles of rotation can be fixed because
pieces have to respect a given pattern in the stock sheet or due to the structural properties of the material
being cut. In most of the published studies, rotation of the pieces is not allowed or is restricted to several
fixed angles, though there are several studies dealing with free rotation. Xiao Liu and Jia-Wei Ye [41] pro-
pose a constructive heuristic algorithm and Stoyan et al. [63] use ¢-functions.

The periodic packing of irregular shapes, also known as regular packing or lattice packing, consists in
packing congruent copies of one shape. Costa et al. [20] propose heuristic algorithms for large-scale perio-
dic packing. They allow pieces to be rotated freely on the condition that all the pieces must follow the same
orientation (single lattice) or can be rotated 180° (double lattice). According to the typology by Wischer
[70], this problem is a two-dimensional irregular IIPP (Identical Item Packing Problem).

Another application of Nesting problems arises in the glass cutting industry. In this case the cutting
process divides the stock sheet (or the given part that is going to be cut) into two different parts. These cuts
are known as guillotine cuts and a direct consequence is that pieces cannot have concavities. Pieces have to
be placed into bins of a fixed width and length, so the objective is to use as few bins as possible to pack all
the pieces.

Finally, we can find several publications on three-dimensional nesting problems. Scheithauer et al. [67]

extend ¢-functions to three dimensional objects and Egeblad et al. [26] propose a heuristic algorithm that
can be applied on three-dimensional problems.

1.3 Geometry overview

The main difficulty of solving two-dimensional packing problems appears when we want to ensure that there
is no overlap in the solution or, in the case that there is overlapping, we want to identify the pieces involved.
In this section we review the strategies that can be found in the literature.

First we describe the pixel/raster method, which divides the stock sheet into pixels with each pixel ha-
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ving a value to indicate if it is used by a piece. This approach has the disadvantage of losing precision when
the problem has irregular pieces. The second method is based on direct trigonometry, using the known D-
functions. The third method uses the Non-Fit Polygons, introduced by Art [5]. The Non-Fit Polygon (NFP)
reduces the problem of identifying whether two polygons overlap to the problem of checking if one point
satisfies any of a subset of linear inequalities. When pieces are allowed to be rotated, the NFPs can be used
only by calculating the NFP of each pair of pieces for each combination of the allowed angles of rotation.
Moreover, when the rotation of pieces is free, the NFP does not work. The Phi-function, introduced by
Stoyan et al. [63], is a generalization of the NFP and gives a measure of the separation between a pair of
pieces. The Phi-function tool is limited by the mathematical complexity needed for it to be defined. Howe-
ver, it considers the rotation of the pieces. A recent approach is the sentinel method proposed by Macarenhas
and Birgin [47], which also works for a free rotation of the pieces but can be constructed for pieces only
with simple (convex) shapes.

1.3.1 Pixel/Raster method

The idea is to use a matrix where the digits represent a codification of a given area. The stock sheet is
divided into small squares called pixels, obtaining a grid in such a way that the position of each piece in the
strip is given by a set of covered pixels. Each element of the matrix represents a pixel of the strip. Note that
with this representation we lose precision because no pixel is allowed to be covered by two or more different
pieces. Moreover, if we consider a thinner grid then the computational effort would increase considerably.
The codification of the matrix is important, and basically there are three approaches.

Oliveira and Ferreira [50] use a simple codification where each pixel of the matrix takes the value
k =0,1,2,... if there are k pieces covering it. Note that if the matrix has a pixel which takes the value 0,
there is no piece covering it. In the case where there is a pixel which takes a value greater than 1, there is
overlapping in the given pixel. In Figure 1.3 we can see the codification of one piece. It is important to
mention that there are pixels which are not completely covered by the piece, but we have to consider that it
is covered in order to ensure that pieces have a non-overlapping configuration, so the corresponding value
in the matrix takes the value 1.

111

1(1)1
1]1(1(1/1)3f1)1]1]1
1/1)1(1)1)3)1(1/1f1)1
1/1/1 1]1]1]1
111 1]1)1]1
1j1)1 1{1)131

Figure 1.3: Oliveira and Ferreira representation (taken from Bennell and Oliveira [12]).

Segenreich and Braga [60] propose a codification which identifies not only overlapping, but also whe-
ther the pieces are in contact. Their codification uses a 1 for the boundary of the pieces and a 3 for the inner
part. Then, in the pixel-matrix, a pixel with a value greater than 4 indicates that there is overlapping and a
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pixel with value 2 means that two pieces are in contact but that they do not overlap. If the matrix has all the
elements lower than or equal to 2, then the resulting solution is feasible. In Figure 1.4 we can see two pieces
separately, and then their sum. Note that in the resulting sum we can observe some pixels with a value of
6, meaning that the pieces are in an overlapping position and pixels with the value 4 indicate that, in the
respective pixels, pieces are in a non-feasible position (the boundary of one piece with the inner part of the
other piece).
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Figure 1.4: Segenreich and Braga non boolean representation for irregular pieces (taken from Bennell and Oliveira

[12]).

Babu and Babu [6] propose a different idea. Oliveira and Ferreira’s codification, as with Segenreich
and Braga’s, uses 0 for representing the absence of pieces, and a number greater than O for the presence of
pieces. Babu and Babu use O for representing the inner part of the pieces and a number greater than 0 for
the adjacent pixels. These adjacent pixels are enumerated from right to left in increasing order, starting with
1 at the right of the piece. In Figure 1.5 we can observe how they represent a piece with a hole. The two
central pixels with values 1 and 2 represent the hole in the piece.

a b c
L9 [#7]6 512 1 Lo #7651 1
H1 a3z 0] 2, T aEz 0| N,
tlo[sTatsa 1 1 plo[sTarsfa 1 1
1 Al [A]e[a] [L A
L 2f1] EHIN] [Rk 2{1
1 FAN! 41 2[1 1 AN 41
1[0 32y 2]1 10][FVo[Na[2{1
X I 1 el

y b 1 1y
201 1 231 4[3[2[1[%
Lo S5tz a s 32 LoSe{zlals 4321y

Figure 1.5: Babu and Babu representation (taken from Bennell and Oliveira [12]).

The Babu and Babu codification generalizes the shape of the stock sheet. The big item where we have
to arrange the small items can be an irregular polygon and can also have holes which cannot be used by any
piece. One advantage of this codification is that the code of each pixel represents the number of pixels nee-
ded to push the represented piece to the right in order to make the solution possible. In that way, in a given
configuration it is easy to calculate the compaction of the pieces in the bottom-left corner of the strip. The
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disadvantage of this approach is an increase in the computational effort needed to update the pixel matrix
and its complexity.

1.3.2 Trigonometry and D functions.

This method considers the pieces as polygons. An important advantage when we use polygons for represen-
ting the pieces is the precision that we gain when we deal with irregular pieces. Note that in the pixel/raster
method, precision depends on the accuracy used when defining the grid. However, when we use polygons
we can approximate each piece as much as is necessary.

On the other hand, in the pixel/raster method the amount of required information depends on the area
of the pieces. When the pieces are larger the pixel matrix is more complex and it is harder to update it. If
we use polygons, the amount of required information increases with the number of vertices of the polygons
used for representing the pieces.

The main problem of using polygons appears when we want to guarantee that pieces do not overlap.
The first idea that comes to mind is based on direct trigonometry. There are known tools that allow us to
identify when two segments intersect or if a given point is placed inside a given polygon. These tools are
more complex compared with the pixel/raster method. In fact, the computational time of the pixel/raster
method is quadratic on the size of the pixel matrix, and when we use direct trigonometry the computational
time is exponential on the number of edges of the polygons.

In what follows we are going to present an approach using trigonometry to evaluate whether two poly-
gons overlap. In Figure 1.6(a) we can observe that if two polygons overlap, then their respective enclosed
rectangles also overlap. Figure 1.6(b) shows that if any two edges intersect, then the rectangles whose dia-
gonal is one of these edges also overlap.

Figure 1.6: (a) If two polygons overlap, then their respective enclosed rectangles also overlap. (b) If two edges
intersect, then the rectangles whose diagonal is one of the edges also overlap (taken from Bennell and Oliveira [12]).

If the enclosing rectangles of two given polygons do not overlap, then the polygons are not in a over-
lapping position. This is much easier to check than checking if two complex polygons overlap. Then, in
order to know whether two pieces overlap or not, the first step is to check if the enclosed rectangles overlap.
Ferreira et. al. [4] study the reduction of checking the feasibility of one given solution by first applying the
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study of the enclosed rectangles of each pair of pieces, which ranges between 90.7% and 97.6% of the pairs.
Furthermore, if we also analyze the edges, the reduction ranges between 96% and 99.4%. Obviously, the
complexity of the polygons reduces the effectiveness of the study of the enclosing rectangles, but Ferreira et
al. never obtain a reduction percentage lower than 90%.

In order to check if two polygons overlap, Bennell and Oliveira [12] give a set of hierarchical tests.

TEST 1: B
Do the bounding boxes of the polygons overlap? NO
YES
TEST 2: THE POLYGONS
For each pair of edges from different polygons, do their respec- DO NOT OVER-AH
tive bounding boxes overlap? NO | LAP
YES
TEST 3: THE POLYGONS

For each pair of edges from different polygons, does the edge [YES | QVERLAP
analysis indicate an intersection?

NO

TEST 4: YES
For one vertex of each polygon, does that vertex reside inside the
other polygon?

NO

Figures 1.7 (a) and (b) show, respectively, negative answers for Tests 1 and 2. An example of an affirma-
tive answer is shown in Figures 1.7 (¢) and (d), and in Figure 1.7 (e) we can see both possibilities for Test 4.

Figure 1.7: Different cases of the relative position between two pieces (taken from Bennell and Oliveira [12]).

Preparata and Shamos [54] propose a test to identify if a given point is inside a polygon. This test is
useful to solve Test 4. In order to answer Test 3, we can use the known D functions, which are an efficient
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tool to obtain the relative position between two edges.

Dapp = (Xa — Xp)(Ya — Yp) — (Y4 — YB)(X4 — Xp)) (1.1)

D functions were introduced by Konopasek [38] and give the relative position between one point, P, with
respect to an oriented edge, AB, see Figure 1.8.

A Dpsp>0
Figure 1.8: Interpretation of the D functions (taken from Bennell and Oliveira [12]).

These functions come from the equation of the distance from a point to a line. The interpretation is the
following one:

e If D4BP > 0, then point P is placed to the left of segment AB.
e If DyBP < 0, then point P is placed to the right of segment AB.

e If DyBP = 0, then point P is placed on the segment AB.

We have to consider the origin of the coordinate axis in the bottom-left corner, i.e. the X axis always
increases to the right and the Y axis increases upward. It is possible to use these functions to study the
relative position between two segments with given orientations. Mahadevan [43] gives a complete study for
differentiating all the cases.

1.3.3 Non-Fit polygons

Nowadays, the Non-Fit polygon (NFP) is the most widely used and effective tool. The idea of the NFP is
the study of the different relative positions between one polygon B, with respect to another polygon A, such
that both polygons are in a touching position without overlapping, i.e. the NFP studies all the positions of
polygon B in which it touches polygon A. This concept was introduced by Art [5].

We denote by P4 the reference point of polygon A and Pp denotes the reference point of polygon B. Let
us consider that both reference points are in the bottom-left corner of the enclosing rectangle of their respec-
tive polygons. The NFP of pieces A and B, denoted by NF P4, is the region in which the reference point of
polygon B cannot be placed because it would overlap polygon A. To build it, P4 is placed at the origin and
Ppg slides around polygon A in such a way that there is always a point of polygon B touching the border of
polygon A. The left-hand side of Figure 1.9 shows several positions of polygon B (triangle) moving around
polygon A (square). The right-hand side of the figure shows NFP4p, the forbidden region for placing P,
relative to P4, if overlapping is not allowed. Note that NF Pg4 matches NF P4p with a rotation of 180°.

Cuninghame-Green [22] proposes an algorithm to obtain the NFPs of convex pieces. In a first step, a

different orientation is assigned to each polygon as is shown in Figure 1.10 (a). Then, fixing the position
of polygon A at the origin in a counterclockwise orientation, all the edges of both polygons are sorted by
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(a) Piece B moves around A (b) NFP,p

Figure 1.9: Building the NFP of pieces A and B
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(a) Orientation of the polygons (b) Different slopes (c) NFPyp

Figure 1.10: Building NFP of convex pieces

non-increasing slope, see Figure 1.10 (b). Finally, all the edges have to be drawn in the corresponding order,
thus obtaining the NFP4p (Figure 1.10 (c)).

When one or both polygons are non-convex, the construction of the NFP is more complex. Figure 1.11,
taken from Bennell and Oliveira [12], shows complicated cases. In Figure 1.11(a), piece B has some feasible
positions within the concavity of A and therefore NF P4p includes a small triangle of feasible placements
for the reference point of B. In Figure 1.11(b), the width of B fits exactly into the concavity of A and its
feasible positions in the concavity produce a segment of feasible positions for the reference point of B in
NFP4p. In Figure 1.11(c), there is exactly one position in which B fits into the concavity of A and then
NF P4p includes a single feasible point for the reference point of B.

NFPyp A NFPag

AN

(a) (b) (©

Figure 1.11: Special cases of NFP when non-convex pieces are involved (taken from Bennell and Oliveira [12])
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In this thesis we assume that for each pair of pieces i, j, NFP;; is given by a polygon and, if that is the
case, by a set of points (as in Figure 1.11(c)), a set of segments (as in Figure 1.11(b)) or a set of enclosed
polygons (as in Figure 1.11(a)).

Algorithms to calculate NFPs
Sliding Algorithm

Mahadevan [43] proposes a sliding algorithm in order to obtain the NFP. Let A and B be two pieces and P4
and Pp be their respective reference points. In order to obtain NF P4, we first need an initial position of the
pieces that guarantees the touching position without overlapping. To ensure that, we match the maximum
value of the Y coordinate of B with the minimum value of the Y coordinate of A. The reference point of
B in this position is going to be the first vertex of NFP4p. In the case that there is more than one position
satisfying the previous condition, then the initial vertex will be the point located further to the left in order
to ensure that the initial vertex is a vertex of NFP4p.

Then, in Figure 1.12 we can see that there are three different possibilities for the first movement of B:

e Case (a): The slope of edge (a;, aj.1) is lower than the slope of edge (b}, b;;1). In that case, b; slides
over the edge (a;,aj1).

e Case (b): The slope of edge (b}, bj;1) is lower than the slope of edge (a;j,ajy1). In that case, a; slides
over the edge (b;,bj11).

e Case (c): Both edges, (aj,ajy1) and (b}, bj.1), have the same slope. In that case, both glides of cases
(a) and (b) are done.

b
i+1
b

Cc
A Fir
&5
bj
B b

+1
+1

Figure 1.12: Different cases to begin to slide piece B around piece A (taken from Bennell and Oliveira [12]).

Mahadevan uses the D functions in order to know the inner part of the NFP4p defined by the side of
the segment which is obtained by sliding a complete combination of a vertex-edge of pieces A and B. In the
event that any piece has a concavity, when one vertex slides completely over one edge, the polygons could
be in an overlapping position, see Figure 1.13. In that case, the glide corresponds to the minimum distance
from the starting point to the intersection point of both polygons, which matches with the maximum distance
available for sliding B along the edge such that no overlaps exist with piece A.

The sliding algorithm only works for pairs of polygons that are relatively simple connected polygons.
For example, in Figure 1.11 this algorithm does not find the hole in (a) or the point of (c)).
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Figure 1.13: Projection of B when it is moved over the edge of A (taken from Bennell and Oliveira [12]).

Whitwell [71] proposes an extension of the sliding algorithm in order to identify the holes. He studies
if there is any edge of any polygon which is not traveled over, i.e. the edge is not used for sliding any
point in the Mahadevan algorithm. If there is any relative position for the non-visited edges such that non-
overlapping is produced, then there is a hole in the NF P4 . This hole can be obtained in a similar way, using
a glide as above, whose result is the border of the hole. The Whitwell algorithm first applies the Mahadevan
sliding algorithm, but the considered edges are flagged. If there is any non-flagged edge, we can suppose,
without loss of generality, that it belongs to A and each vertex of B is checked to see if it can slide along this
edge without producing an overlap. That can be studied by checking if the two edges whose intersection
defines the given vertex of B are both to the left of the given edge of A. In the case that one or both of them
are placed to the left of the edge of A, then there is no feasible glide between A and B such that the given
vertex of B could touch the given edge of A, see Figure 1.14.

by

Figure 1.14: (a) b; and b; are both on the right of edge a, (b) b; is on the left and b; is on the right of a, (c) b; an b;
are both on the left of a (taken from Bennell and Oliveira [12]).

Let us suppose that there is one vertex of B such that the two incident edges are both to the right of edge
a, as shown in Figure 1.14 (a). In that case it is necessary to study whether there are some positions in which
to place this vertex over the edge a which produce an overlap of pieces A and B. In order to check this,
Whitwell uses a similar structure to the Mahadevan algorithm. Figure 1.15 shows an example of how the
Whitwell algorithm works in order to find a feasible initial point starting from an overlapping position. Ob-
viously, when the shapes of the pieces are more complex, having more edges and concavities, this approach
will need more computational effort.

The Minkowski sum

The concept and theory of Minkowski operations comes from the more general field of morphology. The
morphological operation that forms the basis of this technique for finding the NFP is termed dilation. Dila-
tion grows the image set A through vector addition with set B, and is denoted as A/B. The dilation operator
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« Interseccion mas proxima

Figure 1.15: The Whitwell method for finding feasible initial points (taken from Bennell and Oliveira [12]).

may also be called the Minkowski sum, defined as follows.

Let A and B be two arbitrary closed sets of vector points in R2. S is the resulting sum of adding all the
vector points in A to those in B. Then the Minkowski sum, §, is defined as

S=A®B={a+blacA, beB}.

The union of geometric translations of sets can also define the Minkowski sum. If A;, denotes set A translated
by vector b, then
sS=AoB=|JA,.
beB

Stoyan and Ponomarenko [64] first formalized the relationship between Minkowski sums and NFPs,
providing a rigorous proof in their paper. They termed the NFP as the hodograph. Proof of this relationship
is also discussed in Milenkovic et al. [48] and Bennell [8], who describe it as the Minkowski difference. In
order to use the Minkowski sums and its relationship with the NFP, the realization of the above definition
needs to be formulated into a procedure to obtain the NFP. Ghosh [30] develops a set of Boundary Addition
Theorems for both the convex and non-convex cases that underpin his method of obtaining the Minkowski
sum. That shows that there is sufficient information in the boundary of the polygons to obtain the boun-
dary of the Minkowski sum. The theorems also support the use of slope diagrams, which form the basis
of his approach, for representing the Minkowski sum. Ghosh [30] provides a detailed explanation of these
theorems and Bennell [8] provides a discussion of the approach with respect to the NFP. In a Bennell et al.
[12] tutorial we can find easy examples of Ghosh’s idea. Recently, Bennell et al. [61] propose an efficient
algorithm to calculate the NFPs using Minkowski sums based on the principles defined by Ghosh.

1.3.4 ¢ functions

The ¢ function is a topology concept. This tool can be viewed as a generalization of the NFPs, whose
purpose is to represent all the mutual positions of two pieces, which can be polygons or pieces with curved
lines. In Bennell et al. [14] an extensive tutorial on the ¢ functions and ¢ objects can be found.

The ¢ function is a mathematical expression which describes the interaction between two geometrical
objects in such a way that the positions of the objects are the input and a real value is the output. This value
can be viewed as the distance between the objects: if the value is 0, the pieces are touching each other; if
the value is positive, the pieces are separated; and if the value is negative, the pieces overlap.

Stoyan et al.[63] use the ¢ functions to solve the non-overlapping problem for Nesting problems. They
consider problems with several copies of one and two pieces. In Stoyan et al. [66] this idea is applied to
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3-dimensional Nesting problems. In this case, they use the ¢ functions not only to know if a given solution
is feasible, but also to define the mathematical model.

For basic pieces in two dimensions, a ¢ function class is already defined (see Stoyan et al. [68]). When
dealing with more complex pieces, each piece can be decomposed into convex polygons or basic pieces,
which correspond to a wide set of fixed-orientation bi-dimensional objects, see Stoyan et al. [65]. Schei-
thauer et al. [59] study the different combinations of basic pieces with circular segments. Stoyan et al. [67]
and [66] apply this concept to the 3-dimensional case.

There is a close relation between the ¢ function and the NFP and the Minkowski sum. When the rotation
of both pieces and the position of one of the pieces is fixed, the set of points such that the value of the ¢
function is O describes the NFP. However, the ¢ function has more information because it is not necessary
to fix one of the pieces, and also gives an overlapping measure.

1.4 Exact algorithms

Since Nesting problems are harder than rectangular packing problems, which are already NP-hard, we find
mostly heuristic algorithms in the literature. Gomes and Oliveira [32] propose a mixed integer programming
model (MIP model) for pieces with a fixed orientation. They use that model to solve the compaction and
the separation problems embedded into a heuristic algorithm. The compaction problem consists in finding
a better layout from a feasible layout without changing the relative positions between the pieces. The sepa-
ration problem tries to transform an unfeasible layout into a feasible solution by minimizing the increase in
the required length. In Gomes and Oliveira [32], the non-overlapping constraints are modeled using binary
variables and big-M constants. In each case the binary variables expressing the relative position of the pieces
are fixed according to certain heuristic rules and the MI/P model is transformed into a linear problem.

The only exact algorithm that can be found in the literature is proposed by Fischetti and Luzzi [27]. They
develop a Mixed Integer Programming MIP model and a branching strategy which is used with CPLEX. The
Fischetti and Luzzi MIP non-overlapping constraints use tighter coefficients instead of big-M constants.
The branching strategy is based on separating pieces by blocks, that is, when a block of n pieces is already
separated then the next piece which overlaps with it is separated from the pieces of the block. Their exact
algorithm has been tested on three instances, glassi, glass2 and glass3 with 5, 7 and 9 pieces, respectively.
These instances are broken glass problems, for which the optimal solution has 100% utilization. Fischetti
and Luzzi [27] are able to prove optimality only for instances glass/ and glass2.

1.5 Heuristic algorithms

Bennell and Oliveira [13] in their tutorial in irregular shape packing problems provide an introduction to
heuristic solution methods. There are two ways of dealing with nesting problems: working with partial so-
lutions and working with complete solutions. The first approach represents the construction of a layout piece
by piece and in some cases can produce reasonable quality solutions at little computational cost. The second
approach works with complete solutions and applies a local search, iteratively making small changes, to a
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set of candidate solutions.

One of the first strategies to deal with the Nesting problem is based on the known placement rule BL
(Bottom Left). This rule iteratively moves each piece to the left-most feasible position with respect to the set
of already placed polygons. Albano and Sapuppo [1] propose this constructive algorithm where the ties are
broken by preferring the lowest feasible position. In Blazewicz [16] we can find an extension which allows
the polygons to be placed into a hole surrounded by already placed polygons. Dowsland and Dowsland [24]
and Gomes and Oliveira [31] extend the constructive algorithm, considering the whole container instead of
the envelope formed by the pieces which are already placed. Gomes and Oliveira [31] add a local search to
find a good sequence of the given polygons using a random weighted length criterion. Finally, Burke et al.
[18] propose an extension of the algorithm to deal with irregular pieces having circular edges. They propose
searching from the left side of the layout through the unfeasible positions until a feasible position is found.

Oliveira et al. [51] develop the TOPOS algorithm with an alternative placement rule. The positions of
the pieces on the stock sheet are not fixed and only the relative position between pieces which are already
placed are fixed. They investigate different placement rules for growing the solution with the aim of keeping
the layout as compact as possible while trying to avoid an increase in length.

The JOSTLE algorithm, proposed by Dowsland et al. [25], oscillates between packing from the left end
of the stock sheet to packing from its right end, and the sequence of pieces is determined by the x-coordinate
of each piece in the previous iteration.

On the other hand, there are many publications that use algorithms based on linear programming (LP)
for compaction and separation. Milenkovic and Li [49] propose different algorithms for the compaction
and separation of pieces, a physically-based simulated method for compaction and a position-based model
that finds a local optimum for separation. Bennell and Dowsland [10] propose LP-based compaction and
separation algorithms with a tabu search whose original version was proposed without the integration of LP
in Bennell and Dowsland [9]. The tabu search is used to solve the overlap minimization problem (OMP),
which minimizes the overlap penalty for all pairs of polygons under the constraint that they are placed into
a container of a given width and length. The solution obtained by solving the OMP could be unfeasible.

Gomes and Oliveira [32] develop a simulated annealing algorithm and use an LP model for compaction
and separation. This model is, initially, a Mixed Integer Programming (MIP) model where the relative po-
sition of each pair of polygons is determined by a set of binary variables. Then they fix the binary variables
and the model is transformed into an LP model which is easy to solve and is used for compaction and sepa-
ration. They use the constructive TOPOS heuristic presented in [51] to build the initial solution. Song and
Bennell [62] use the TOPOS heuristic to design a heuristic algorithm based on the study of the permutations
by adopting a beam search.

Egeblad et al. [26] propose a guided local search algorithm for OMP in which the neighborhood consists
in moving the polygons in both vertical and horizontal directions from its current position. In this paper
pieces cannot protrude from the stock sheet and they use the intersection area for each pair of polygons as
the overlap penalty.

Imamichi et al. [35] propose an iterated local search (ILS) to solve an OMP algorithm which allows

25



pieces to protrude from the stock sheet. They use a measure of overlap that they call the penetration depth,
which is the minimum translational distance to separate a given pair of polygons. They incorporate a nonli-
near programming technique. Umetami et al. [69] propose a guided local search for a similar OMP which
adds a direction to the pieces in order to calculate the measured overlap (directional penetration depth).
They develop an algorithm which finds the position with a minimum overlap penalty for each polygon when
it is translated in a specified direction.

Recently, Leung et al. [40] propose an extended local search based on the separation algorithm used
in Imamichi et al. [35]. A tabu search algorithm is used to avoid local minima and a compact algorithm is
used. Kubagawa et al. [58] propose a two-level algorithm in which an external level controls the value of the
length (the open dimension) and an inner level controls the initial temperature used for simulated annealing,
and the objective is to place all items inside the container. They use the collision-free region which indicates
permitted placements for the insertion of the pieces.
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1.6 Instances

In this section we are going to present the instances that we can find in the literature and a set of smaller
instances that we have created in order to test the exact algorithm developed for Nesting Problems. In the
first subsection the most known instances and their characteristics are presented. In the second subsection
we introduce the set of smaller instances for testing the exact procedure. Finally, since in Chapter 9 we
develop a constructive algorithm for the two dimensional irregular bin packing problem with guillotine cuts,
the corresponding set of instances are presented in the third subsection.

1.6.1 Instances for Nesting Problems

There are a wide variety of Nesting problems, depending on the shape of the big item and the rotation of
the pieces. In this thesis we consider the shape of the big item to be rectangular, with a fixed width and the
objective is to minimize the total required length. If we look at the rotation of the small items, there are
three kinds of problems:

e No rotation allowed.
e Several angles of rotation are allowed: 0°, 90°, 180° and 270°.
e Free rotation: pieces can be rotated at any angle.

Most of the known instances in the literature consider one of the first two types of instances. It is not
common to allow free rotation for the pieces. In Table 1.1 we can see the set of instances that can be found
in the literature, ordered by the non-decreasing number of pieces. Fischetti and Luzzi [27] use the first three
instances, glassi, glass2 and glass3, to test their exact algorithm. The remaining instances have been used
only for heuristic algorithms due to the large number of pieces.

In what follows we present the pictures of the best results obtained using algorithms presented in the

thesis. We use the notation L, to denote that it is the best known solution for the current problem, but not
necessarily the optimal solution.
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1.6.2 Smaller Nesting instances without rotation

In this section we include small instances with up to 16 pieces which we have used in our exact algorithms,
listed in Table 1.2.

Instances three, threep2, threep2w9, threep3 and threep3w9 are constructed with copies of 3 pieces with
simple shapes: a square, a triangle and a diamond.

Pieces from instances shapes4 and shapes8 are taken from instance shapesO in Table 1.1, which has
pieces with very irregular shapes.

Instance fu in Table 1.1 has 12 pieces and 4 allowed angles of rotation. We create instance ful2 by
using the same pieces of instance fu but with a fixed orientation for the pieces. Furthermore, we have built
instances fu5, fu6, fu7, fu8, fu9 and ful0 which consider, respectively, the first 5, 6, 7, 8, 9 and 10 pieces of
instance fu.

Instances glassi, glass2, glass3, dighe2 and dighelok are the broken glass instances used by Fischetti
and Luzzi [27].

We have built 15 instances from instance JakobsI by choosing 10, 12 and 14 pieces randomly. Analo-
gously, we have built 15 instances from instance Jakobs2. We call these instances Ja-b-c-d, where a denotes
the initial problem (Jakobsl or Jakobs2); b denotes the number of pieces; ¢ represents the width of the strip
and d the creation order, used to distinguish between the 5 instances of each type.

Finally, we consider the instance polyla with 15 pieces.
In what follows, we present the pictures of the best results obtained with the exact algorithms. We use

the notation L, to denote that it is an upper bound, that is, that no optimality is proved, and L if it is the
optimal solution.
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Table 1.2: Small instances used to test the exact algorithms

Instances Types of Number of Average of Plate width Type of problem Upper bound
pieces pieces vertices

three 3 3 3.67 7 Artificial 7
shapes4 4 4 8.75 13 Artificial 24
fus 5 5 3.60 38 First 5 pieces of fu 24
glassl 5 5 5.00 45 Artificial 45
fu6 6 6 3.67 38 First 6 pieces of fu 24
threep2 6 6 3.67 7 Artificial 11
threep2w9 6 6 3.67 9 Artificial 10
fu7 7 7 3.71 38 First 7 pieces of fu 28
glass2 7 7 543 45 Artificial 60
fu8 8 8 3.75 38 First 8 pieces of fu 32
shapes8 8 8 8.75 20 Artificial 26
fu9 9 9 3.67 38 First 9 pieces of fu 29
threep3 9 9 3.67 7 Artificial 16
threep3w9 9 9 3.67 9 Artificial 13
glass3 9 9 5.44 100 Artificial 177
ful0 10 10 3.70 38 First 10 pieces of fu 34
dighe2 10 10 4.70 100 Jigsaw puzzle 120
J1-10-10-0 10 10 6.20 10 Random Jakobs1 22
J1-10-10-1 10 10 4.60 10 Random Jakobs1 22
J1-10-10-2 10 10 5.80 10 Random Jakobs1 21
J1-10-10-3 10 10 5.80 10 Random Jakobs1 27
J1-10-10-4 10 10 6.30 10 Random Jakobs1 16
J2-10-35-0 10 10 5.10 35 Random Jakobs2 28
J2-10-35-1 10 10 5.30 35 Random Jakobs2 27
J2-10-35-2 10 10 5.00 35 Random Jakobs2 25
J2-10-35-3 10 10 5.70 35 Random Jakobs2 26
J2-10-35-4 10 10 5.80 35 Random Jakobs2 28
J1-12-20-0 12 12 6.00 20 Random Jakobs1 13
J1-12-20-1 12 12 5.83 20 Random Jakobs1 12
J1-12-20-2 12 12 5.83 20 Random Jakobs1 16
J1-12-20-3 12 12 5.83 20 Random Jakobs1 11
J1-12-20-4 12 12 6.08 20 Random Jakobs1 16
J2-12-35-0 12 12 5.17 35 Random Jakobs2 31
J2-12-35-1 12 12 4.92 35 Random Jakobs2 32
J2-12-35-2 12 12 5.33 35 Random Jakobs2 28
J2-12-35-3 12 12 6.00 35 Random Jakobs2 28
J2-12-35-4 12 12 5.42 35 Random Jakobs2 30
ful2 12 12 3.58 38 Artificial, convex 34
J1-14-20-0 14 14 5.79 20 Random Jakobs1 15
J1-14-20-1 14 14 5.50 20 Random Jakobs1 15
J1-14-20-2 14 14 6.00 20 Random Jakobs1 18
J1-14-20-3 14 14 6.21 20 Random Jakobs1 12
J1-14-20-4 14 14 6.07 20 Random Jakobs1 18
J2-14-35-0 14 14 5.21 35 Random Jakobs2 35
J2-14-35-1 14 14 5.07 35 Random Jakobs2 35
J2-14-35-2 14 14 5.21 35 Random Jakobs2 30
J2-14-35-3 14 14 5.64 35 Random Jakobs2 32
J2-14-35-4 14 14 4.79 35 Random Jakobs2 28
polyla0 15 15 453 40 Artificial 18
dighelok 16 16 3.88 100 Jigsaw puzzle 153
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1.6.3 Instances for the two dimensional irregular bin packing problems with guillotine cuts

The two dimensional irregular bin packing problems with guillotine cuts is a recent problem and Bennell et
al. [11] is the only paper which has studied it so far. They propose 8 instances, 4 of them corresponding
to real data from industry and the other 4 instances generated using properties of the industrial data. The
number of pieces ranges between 40 and 149. The instance name is coded by a letter and a number: the
letter can be J if the data is provided by industry or H if the data are generated; the number represents the
total number of pieces to be packed into the bins.

Table 1.3 provides details of the test data: the average and standard deviation of the number of edges,
the average and the standard deviation of the area. This table has been obtained from [11].

Table 1.3: Test instances for the problem with guillotine cuts

Ave. no. Stdev. Ave. Stdev.  Irregular
Dataset edges  edges area area degree
J40 3.56 0.741 1070889 864460 0.2741
J50 3.70 0.647 1104653 825371 0.3416
J60 3.73 0.607 1041775 791634  0.2986
J70 3.77 0.569 1018279 782675 0.2578
HS0 3.67 0.508 727813 622035 0.2457
H100 3.83 0.493 968581 739522  0.2520
H120 3.61 0.562 819777 732018 0.3142
H149 3.82 0.695 932110 813401 0.2667

In order to test the constructive algorithm presented in Chapter 9 on other problems, we have also consi-
dered rectangular bin packing problems with guillotine cuts. There are 500 benchmark problem instances
divided into 10 classes. The first 6 classes were proposed by Berkey and Wang [15] and the last 4 classes by
Lodi et al. [42]. We consider two rotations for the insertion of each piece (0° and 90°).

In what follows, we present the pictures of the best solution obtained with the constructive algorithms
presented in Chapter 9 on these instances.
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Figure 1.16: J40

Figure 1.17: J50

37




=

[

D1

Za

(o]

[=

e | ;

[,

[,

) \
N

S




T

e
/f
S

N
—

ﬂ #ﬂ

39



\\

A







1.23: H149




Chapter 2

Mixed integer formulations for Nesting
problems

In this chapter we will first describe the formulation used by Gomes and Oliveira [32], and then two new
proposals based on the ideas of Fischetti and Luzzi [27]. In all cases the objective function will be the
minimization of L, the strip length required to accommodate all the pieces without overlapping. Also, all
formulations contain two types of constraints: those preventing the pieces from exceeding the dimensions
of the strip and those forbidding the pieces from overlapping. The differences between formulations lie in
the way these constraints are defined.

More specifically, the Gomes and Oliveira formulation, GO, and our proposals, HS/ and HS2, differ
in the way they use the NFP to define the non-overlapping constraints. Gomes and Oliveira assign a bi-
nary variable to each edge or (convex) concavity of the NFP and then use a big M constant to activate or
deactivate each one of the non-overlapping constraints. In our HS/ and HS2 formulations we take the Fi-
schetti and Luzzi idea of partitioning the outer region of each NFP into convex polygons, called slices, and
use it in a particular way, defining horizontal slices. A binary variable is then assigned to each slice and
all the variables corresponding to the slices of one NFP are included in each one of the non-overlapping
constraints constructed from this NFP in order to eliminate the big M. The third formulation proposed, HS2,
has the same non-overlapping constraints as the S/ formulation, but the containment constraints are lifted
by considering the interaction between each pair of pieces.

Let P = {p1,..., pn} be the set of pieces to be arranged into the strip. We denote the length and the
width of the strip by L and W, respectively. The bottom-left corner of the strip is placed at the origin. The
placement of each piece is given by the coordinates of its reference point, (x;, y;), which is the bottom-left
corner of the enclosing rectangle, see Figure 2.1. We denote by w; and /; the width and length of piece
i, respectively. Let i and j be two pieces. The number of binary variables that we define in order to se-
parate pieces i and j is represented by m;;. The binary variables defined over NFP;; are represented by
bijx,k = 1...,m;;. The set of binary variables created from the NF P;; is denoted by VNF P;;. The number
of inequalities needed to describe the slice k of the NF P;; (slice defined by variable b; i) is represented by fl’;
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& —
(Xi> ¥i)

Figure 2.1: Referent point of piece i

2.1 Formulation GO (Gomes and Oliveira)

Let us consider the simple example in Figure 2.2. Pieces i and j are rectangles, and then NF'P;; is arectangle.
Associated with each edge of NFP;;, a binary variable b; . is defined. Variable b; j takes value 1 if piece jis
separated from piece i by the line defined by the k" edge of NFP; ;» otherwise it takes value 0. In Figure 2.2,
if b;j; = 1, p;is placed above p;. Similarly, variables b; >, b; 3, b;j4 place p; to the left, below, or to the right
of p;, respectively. As at least one of these variables must take value 1 to prevent overlapping, 22: 1 bije 2 1.

Figure 2.2: Definition of variables b, j

If b;j; = 1, one way of expressing that p; has to be placed above p; would be:
Yj =i = wibiji 2.1
where w; is the width of i. However, this inequality is not valid if b;;; = 0. In order to transform (2.1) into a

valid inequality, Gomes and Oliveira [32] include a big-M term (where M is a large positive number). The
valid constraint would be:

yi—yizwi—=bijjHM (2.2)
The general form of the constraints preventing overlapping is:
@;iji(x; = xi) + Bij(yj — yi) < qijk + M1 = Dyjr) (2.3)

where a;jx(x;—x;) +Bijx(y; —¥i) = qiji is the equation of the line including the k™ of the m;; edges of NFP;;.
The complete GO formulation is:
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Min L 2.4)

s.t. xi<L-1 i=1,...N (2.5

Vi< W-—w i=1,..,.N (2.6)

Qij(xj—x) +Biyi—y) < qix+MA =bip) 1<i<j<N (2.7)
k=1,..,my

Yol b > 1 1<i<j<N 2.8)

bijx €10, 1} 1<i<j<N 2.9)

xi, i =0 1<i<N (2.10)

The objective function (2.4) minimizes the required length of the strip. Constraints (2.5), (2.6) and (2.10)
are bound constraints, keeping the pieces inside the strip. Constraints (2.7) prevent overlapping. Variables
b;jx are integer (constraints 2.9) and at least one of them must take value 1 for each NF P (constraints 2.8).

One potential disadvantage of this formulation is that the previous definition of non-overlapping constraints
does not limit the relative position of the pieces very strictly. Let us consider the more complex situation
in Figure 2.3. As NF P, has 8 edges, 8 binary variables are defined. If p, is placed into the shaded region
on the upper left-hand side, two variables b5, and b5, can take value 1. In fact, if p; is placed well to the
left of p; in that zone, even variable b3 can take value 1. If we use this formulation in a branch and bound
procedure, many different branches can contain the same solution and that can slow down the search.

2
b1
bix < N\ bizg
,,:,,,:‘l,,,:,,
bm‘ N |bix
b2 b126
bi2s /
NFPq, Shared region

Figure 2.3: Variables of GO formulation

2.2 Formulation HS1 (Horizontal Slices 1)

The formulation proposed by Fischetti and Luzzi [27] differs from the Gomes and Oliveira model in their
use of NFP for the definition of variables. They consider the region outside each NF P;; partitioned into k
convex disjoint regions called slices, S fj , and define a variable b; j so that b;j; = 1 if the reference point of

. .. . k . . . . .
piece jis placed in S i and O otherwise. In this approach, in order to consider the slices as convex polygons
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NFPZ'J' bﬁ
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NFP,'J' b7
by
b
by o
b3 bs

Figure 2.4: Different ways of defining slices

or segments or points, an upper bound for the length of the strip is needed. It can be obtained by a simple
heuristic algorithm or just by calculating the total length of the pieces. In a vertical way, the maximum
separation between each pair of pieces is given by the width of the strip, W.

Fischetti and Luzzi do not specify the way to obtain the slices. In Figure 2.4 we can see three different
ways to define the slices. Note that the way in which the slices are defined affects the number of slices
corresponding to an NFP. For instance, the third case in Figure 2.4 requires one slice more than the others.

The main idea of our proposal is based on defining the slices through horizontal inequalities. In a first
step, if necessary, the complexities of the NFP are eliminated and one or more binary variables are assigned
to each complexity. Figure 1.11 shows the three cases of complexities that we can find in the NFPs, and if
one of these complexities appears in the NFP then it ceases to be a polygon. So, in this step, we transform
the NFP into a polygon.

In a second step, all the concavities of the NFP are going to be closed, and each concavity produces one

or more binary variables depending on the degree of concavity. After this procedure we transform the NFP
into a convex polygon.
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Figure 2.5: Partition of a inner irregular polygon of the
NFP in 9 convex polygons.

Finally, in a third step, the slices of the outer region of NFP (transformed into a convex polygon) are
defined using horizontal inequalities. In this step a binary variable is assigned to each one of the slices
defined.

The set of binary variables defined in the three steps for each pair of pieces is the set of all the binary
variables in the formulation.

Finally, the non-overlapping constraints are constructed without using big M constants of the GO for-
mulation.

2.2.1 Step 1: Complex slices

As was shown in Figure 1.11, when building the NF P;; some special elements can appear: points, segments
and inner polygons. We define a variable b; ;. for each point, for each segment and for each convex inner
polygon, so that the variable takes value 1 if the reference point of p; is placed at this point, segment
or polygon. If an inner polygon is non-convex, it is previously decomposed into convex polygons and a
variable is associated with each convex polygon. This composition is done by adding a horizontal line
through each vertex, see Figure 2.5.

Once these elements have been considered, NFP;; is just a polygon, convex or not. We say that the
binary variables defined in this step define a complex slice. We denote by B; the set of binary variables
which define complex slices.

These complexities are not common in real-life problems because the pieces have to have very specific
forms in order to produce an NFP with one of these types of complexities.

2.2.2 Step 2: Closed slices

If NFP;; is non-convex, we close its concavities by adding convex polygons in a recursive way until the
resulting polygon is convex. We go through the ordered set of vertices counterclockwise, identifying conca-
vities. A concavity starts at vertex v, when not all the vertices are to the left-hand side of the line defined by
vy, and v,,41. The concavity ends when the next vertex v,., is not to the right-hand side of the line defined by
Vpir—2 and v,4,—1. In Figure 2.6 there is just one concavity, C = {v4, vs, V6, v7}, but in the general case many

47



Vi Vio Vi Vio

v3 va V7 V3 e vy

Cy = {va,vs,v6,v7} Updated NFP

Figure 2.6: Closing the concavities of NF P

11
9 10

15

(a) Initial NFP (b) First iteration

14]
7 8 15 16

(c) Updated NFP after first iteration (d) Second iteration

Figure 2.7: Transforming NFP into a convex set

concavities can appear.

We say that a given concavity is a convex concavity if the polygon defined by the vertices of the concavity
is convex. In the general case, from the list of convex concavities of the NFP, we choose that with the largest
number of vertices and close it by adding a segment from its first to its last vertex. Other convex concavities
can also be closed if they are disjoint with those already closed. The list of NFP;; vertices is updated,
eliminating the intermediate vertices, and a variable b;j is associated with each closed concavity. The
process is repeated until the resulting polygon NF Pl?j is convex. Figure 2.7 illustrates the process. In a
first iteration several convex concavities are found: C| = {vo,v3,v4}, C2 = {vs,ve,v7}, C3 = {vg,Vv9,Vvio},
Cs = {vio, Vi1, vi2,v13}, Cs = {vi3,v14,vi5}, Ce = {vie, V17, vig} and C7 = {vi9,v20,v1}. C4 with 4 vertices
is chosen to be closed, as are Cy, C,, C¢ and C7, which are disjoint with C4 and with each other. Binary
variables b; j; to b;j5 are associated with these closed regions. The updated NF P appears in Figure 2.7(c). As
this polygon is still non-convex, the process is repeated in Figure 2.7(d) until a convex polygon is obtained.

In Figure 2.8 we can see an NFP with one non-convex concavity. In this case, firstly we eliminate the
only convex concavity given by C; = {vs, vg, v7}, and then we drop ve from the list of vertices. After that, the
next convex concavity to eliminate is C, = {vs, v7, vg}, where vertex v; is eliminated. Finally we eliminate
the resulting convex concavity given by Cs = {v4, vs, vg}, where vertex vs is eliminated.
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Figure 2.8: Example of a non-convex concavity

by

b1y

Figure 2.9: Horizontal slices

A closed slice is defined by a binary variable associated with a concavity of the NFP. The set of binary
variables defined from a concavity of a NFP is denoted by B;.

2.2.3 Step 3: Horizontal slices

This is the core of our approach. For each edge of every NF P¢, we define a horizontal slice by drawing two
horizontal lines, one from each vertex, in the opposite direction to NF P¢. If there is a horizontal edge at the
bottom (top), the slice goes from the line containing that edge to the bottom (top) edge of the strip. If there
is a vertex at the bottom (top), an additional slice is built by drawing a horizontal line at the bottommost
(topmost) vertex, stretching the whole length of the strip. An example can be seen in Figure 2.9.

We denote by B3 the set of binary variables which define horizontal slices. Then VNFP;; := BiUB,UBs3,
the set of binary variables defined from NFP;;.

The variables are defined in that way for two main reasons. First, using variables associated with slices
overcomes the disadvantages of the Gomes and Oliveira definition. Each feasible position of piece j with
respect to piece i corresponds to a unique variable (except for the unavoidable common border between
slices). Second, defining the slices in a horizontal way helps us to control the relative vertical position of the
pieces. We will take advantage of that when developing the branch and bound algorithm.

49



2.2.4 Non-overlapping constraints

Each slice § i‘j is a 2-dimensional polyhedron, defined by mi.‘j linear inequalities. Initially, one way of writing
valid inequalities would be to use big-M constants, as in the GO formulation:

af]f(x, —x)+ B f(y, y) < qf]f + M1 =big),Vf=1...m
The coefficients of b;j can be lifted (and the big-M avoided) in the following way. First, we substitute
M with a set of coefficients:

k. kh
ol (xj = x) + B 0 =) < ¢} +Zef i

Then, taking into account that 3" P Y , bijn = 1, and substituting q  with q Z h” bijn =1, we get:

m;

k
a’ijf(xj - X;) +,8 f(y] yi) < Z(S Uh

where 6].6. = qu + ka ",

Finally, in order to have a valid inequality, coefficients 6k]f h

value of the left-hand side where each variable b; j, takes value 1:

are obtained by computing the maximal

.= max f(x - X)) +B; f(yj i)

H (vj=V))ES f.’/nc

where C is a box which is large enough to include all the possible placements of p; and p;, of width 2W and
length 2L, and where L is an upper bound on L. This maximization problem can be solved by evaluating the
function on the vertices of the closed region S 57] NnC.

2.2.5 Formulation HS1

The complete HS1 formulation is the following one:

Min L (2.11)

st x<L-I i=1,..,N (2.12)
Vi S W —w; i=1,.,N (2.13)

ol (xj = ) + B vy =y < 37 01 i

1<i<j<N, k=1,,mj, f=1,..1 (2.14)

Tl by =1 l<i<j<N (2.15)

bijx € {0, 1} 1<i<j<N (2.16)

Xi, i =20 1<i<N 2.17)

2.3 Formulation HS2 (Horizontal Slices 2)

The bound constraints (2.12), (2.13), (2.17) of the HS formulation are the same as those of the GO formu-
lation (2.5), (2.6), (2.10). In this section we lift these constraints by using the interaction between pairs of
pieces.
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2.3.1 Relative position of pieces

Let NFP;; be the Non-Fit Polygon associated with pieces p; and p;. We say we are working in the NFP;;-
coordinate system when we fix the reference pomt of p; at the origin and let p; move around in all the

possible positions in the str1p We denote by Y’ (Y'/) the maximum (minimum) value of the y-coordinate

of NFP;;. In a similar way, X (K’J ) is the maximum (minimum) value of the X-coordinate of NFP;; (see
Figure 2.10).

Let us consider the slice k € {1,...,m;;}. We denote by X;j (x; jk) the maximum (minimum) value x;
can take in the NF P;j-coordinate system when b;jx = 1. Analogously, y; ; (. _k) is the maximum (minimum)
AT

value y; can take in the NF P;j-coordinate system when b;; = 1. In the example in Figure 2.10, these values
are represented for slice k = 2, considering W = 10 and an upper bound on L, L = 11. In this case, if the
reference point of p; is placed at the origin, and as /; = 4 and L = 11, there is a space of 4 units to the left of
NFP;j and 3 units to its right into which the reference point of piece p; can be placed. Similarly, as w; = 4
and W = 10, the space above NF P;; for the reference point of p; has 3 units and below it also has 3 units.

Looking at NFP;;, Y/ = 4,Y7 = -3, X" = 4 and X" = -3. Looking at slice k = 2, X;j» = —1, X =T,

The subset of variables associated with NF P;; which forces the reference point of p; to be above (below)
the reference point of p; is denoted as U;; (D;;). Analogously, the subset of variables which force the
reference point of p; to be to the right (left) of the reference point of p; is denoted as R;; (L;;). If VNFP;; is
the set of all the variables associated with NFP;;, these sets can be described as follows:

o U;jj:={bijjx € VNFP;; |Xijk > 0}.

o Djj:= {bi € VNFP;j |y, < O},

® Rij:={bijx € VNFP;;| x; 2 0}.

o L;j:={bijx € VNFP;j| xijx <0}

In the example in Figure 2.10, we have: U;; := {b;j1, b;ij, bijs}, Djj := {bjja, bijs, bije}, Rij := {bijs, bij7, bijs},
Lij = {bij2, bij3, bija}.

2.3.2 Lifted bound constraints

For each piece pj, the formulations GO and HS1 include four bound constraints, ensuring that the piece
does not exceed the left, right, top and bottom limits of the strip. We can lift each of these constraints by
considering the variables in sets U;;, D;j, R;j, L;j, for each piece p;, i # j.

o Left-hand side bound

In the constraint we include the variables forcing p; to be to the right of p;, that is, the variables in
R;j. The coefficient of each variable, that is, the forced displacement of p; to the right of p;, is given
by x; e The lifted constraint will be:

> Z le t]k (218)

keR;;
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Figure 2.10: Definitions in the NF P;j-coordinate system
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In Figure 2.10, the constraint will be: x; > 2b;js + 4b;j7 + 2b; 3.

e Right-hand side bound

In this case, the variables to be included are those forcing p; to be to the left of p;, those in L;;.
The corresponding coefficient, the minimum distance from the reference point of p; to L forced by
the variable, is A;jx = [; — (Xjjx — )_(ij). This value can be seen as the length of piece p;, /;, which
would be the extra separation if p; were completely to the right of p;, minus the maximum amount
of parallelism between both pieces which is allowed in slice k, given by X; x — XU. Then, the lifted
right-hand side bound constraint is:

xj<L=li= > dubig (2.19)
kELS,‘_,‘

where LS ;; := {k | A;x > 0}. In the example in Figure 2.10: x; < L — 3 — 2b;jp — 4b;j3 — 2b; j4. In slice
3, pj is completely to the left of p; and the coefficient of b;j3 is 4, corresponding to /;. In slice 2, 2
units of this initial separation can be eliminated if piece p; is placed at the rightmost point inside the
slice. Then, the coefficient of b;, is 2.

e Bottom-side bound

The variables forcing p; to be above p;, are those in U;;. The coefficient of each variable, that is, the
forced displacement of p; on top of p;, is given by Y The lifted constraint will be:

=Y Y ubiik (2.20)
kGU,'j

In the example in Figure 2.10 we have: y; > 4b;j| + 2b;jp + 2b;s.

e Upper-side bound

The variables to be included are those forcing p; to be at the bottom of p;, those of D;;. The corres-
ponding coefficient, the minimum distance from the reference point of p; to W forced by the variable,
is uije = wi = ;4 — Y”). The constraint will be:

yi<W-wi— > u

i 2.21)
keDS ij

where DS ;; := {k | u;jx > 0}. In the example in Figure 2.10: y; < W —w; — 2b;j4 — 4b;js — 2b;je.

2.3.3 Formulation HS2

The complete HS2 formulation is:
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Min L (2.22)

s.t. Skery Xinbije < Xi < L=l = Tyers, Aybije 1<i<j<N (2.23)
ZkeUijy.. bijg <yi<W-—w;— ZkeDSijﬂ.. bijk l1<i<j<N (2.24)

ol (xj =) + B vy =y < 37 01 i (2.25)
1<i<j<N, k=1l.,mj f=1..0 (2.26)

Sl bi =1 1<i<j<N (2.27)

bix €10, 1) 1<i<j<N (2.28)

X, yi >0 1<i<N (2.29)

where constraints (2.23) and (2.24) are the lifted bound constraints which substitute for the initial bound
constraints (2.12) and (2.13) of the HS 1 formulation.

2.4 Avoiding duplicate solutions

It is quite common in nesting instances that several copies of the same piece type have to be packed or cut.
In that case, if these copies are considered as different pieces, the algorithm will have to study partial and
complete solutions which are really identical to other solutions already studied elsewhere in the search tree,
just changing one piece for another belonging to the same type. In order to partially avoid this unnecessary
effort, for each piece type i consisting of n copies of the same piece, we add a set of inequalities to the
formulation:

Xil S Xj2 S e < Xin

imposing a left-to-right order in the positioning of these pieces.

2.5 Computational results

In this section we compare the different formulations by solving the instances presented in Section 1.6.2.

For solving the instances, we have used the Branch & Bound algorithm given by CPLEX 12.2 with 64
bits, using just one processor at 3.40 GHz. The stopping criterion is the time limit, considering 1 hour of
computational time.

In Table 2.1, for each formulation we can see the lower bound (LB), the GAP calculated as (UB —
LB)/UB, where UB denotes the upper bound given by CPLEX, and the running time in seconds. The last
two rows of the table contain the averages and the number of optimal solutions obtained before the time limit.

It can be seen that the formulation HS2 clearly works better than GO and HS1, solving 29 instances to
optimality and having an average GAP of 0.14.
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Table 2.1: Comparing formulations GO, HSI and HS2

GO HS1 HS2
Instance Pieces LB GAP  Time LB GAP  Time LB GAP  Time
three 3 6.00 0.00 0.02 6.00 0.00 0.22 6.00 0.00 0.75
shapes_4 4 2400 0.00 0.08 | 24.00 0.00 0.03 2400 0.00 0.00
fus 5 1789 000 140 | 17.89 0.00 094 17.89 0.00 0.14
glassl 5 45.00 0.00 0.02 | 4500 0.00 0.05 45.00 0.00 0.06
fu_6 6 23.00 000 0.11 23.00 0.00 0.12 23.00 0.00 048
threep2 6 9.33 0.00 20 9.33 0.00 32 9.33 0.00 39
threep2w9 6 8.00 0.00  96. 8.00 000 114 8.00 0.00 85
fu7 7 24.00 0.00 0.67 | 2400 0.00 1.5 24.00  0.00 1.0
glass2 7 45.00 0.00 0.72 | 45.00 0.00 7.0 4500 0.00 28
fu8 8 2400 0.00 0.76 | 24.00 0.00 2.6 24.00  0.00 1.3
shapes_8 8 25.00 0.04 3600 | 26.00 0.00 126 26.00 0.00 272
fu9 9 25.00 0.00 161 25.00 0.00 257 25.00 0.00 70
threep3 9 9.15 0.32 3600 | 13.53 0.00 2565 13.53  0.00 3394
threep3w9 9 7.00 0.36 3600 8.67 0.22 3600 10.00  0.09 3600
glass3 9 100.00 0.00 2909 | 100.00 0.00 175 100.00 0.00 324
fu_10 10 28.00 0.02 3600 | 28.00 0.03 3600 | 28.68 0.00 3064
dighe2 10 96.27  0.04 3600 | 100.00 0.00 359 100.00 0.00 177
J1-10-20-0 10 16.00 0.11 3600 | 18.00 0.00 82 18.00  0.00 45
J1-10-20-1 10 17.00  0.00 442 17.00  0.00 69 17.00  0.00 34
J1-10-20-2 10 20.00 0.00 428 20.00  0.00 124 20.00 0.00 304
J1-10-20-3 10 18.00 0.14 3600 | 19.00 0.10 3600 | 20.67 0.00 3600
J1-10-20-4 10 11.00  0.15 3600 | 12.50 0.00 3413 1250 0.00 628
J2-10-35-0 10 20.00 0.18 3600 | 20.25 0.16 3600 | 23.66 0.00 2858
J2-10-35-1 10 20.00 0.12 3600 | 20.00 0.11 3600 | 21.30 0.00 1443
J2-10-35-2 10 18.00 0.10 3600 | 18.38 0.13 3600 1995 0.00 452
J2-10-35-3 10 18.00 0.13 3600 [ 20.00 0.03 3600 1838  0.15 3600
J2-10-35-4 10 18.00 0.08 3600 | 18.00 0.10 3600 19.43  0.00 2721
J1-12-20-0 12 10.00  0.17 3600 | 11.56 0.04 3600 1200 0.00 509
J1-12-20-1 12 9.00 0.18 3600 9.00 0.25 3600 10.00  0.00 2430
J1-12-20-2 12 10.00 023 3600 | 12.00 0.00 22056 [ 12.00 0.00 2332
J1-12-20-3 12 7.00 022 3600 7.00 022 3600 8.00 0.00 214
J1-12-20-4 12 8.00 043 3600 9.01 0.40 3600 1200 0.14 3600
J2-12-35-0 12 2025 026 3600 | 20.00 035 3600 | 20.37 0.34 3600
J2-12-35-1 12 17.00 035 3600 | 1637 049 3600 1691 040 3600
J2-12-35-2 12 1550 030 3600 | 14.00 043 3600 15.08  0.34 3600
J2-12-35-3 12 16.00 029 3600 [ 16.00 0.30 3600 14.00 039 3600
J2-12-35-4 12 18.00 026 3600 | 1520 042 3600 | 20.00 0.20 3600
fu 12 28.00 0.17 3600 | 24.00 029 3600 | 24.00 0.29 3600
J1-14-20-0 14 7.00 046 3600 | 10.00 033 3600 11.00  0.21 3600
J1-14-20-1 14 6.08 0.49 3600 8.00 043 3600 8.00 043 3600
J1-14-20-2 14 8.00 0.47 3600 8.30 048 3600 10.00  0.36 3600
J1-14-20-3 14 6.25 043 3600 7.00 042 3600 8.00 0.33 3600
J1-14-20-4 14 8.00 0.47 3600 | 10.00 0.33 3600 10.00  0.35 3600
J2-14-35-0 14 1278 0.57 3600 | 16.67 0.52 3600 19.19 045 3600
J2-14-35-1 14 1200 059 3600 | 14.50 0.59 3600 16.00  0.54 3600
J2-14-35-2 14 13.00 048 3600 [ 14.18 0.53 3600 14.00 053 3600
J2-14-35-3 14 12.00 0.54 3600 [ 13.00 0.59 3600 1587 050 3600
J2-14-35-4 14 1200 0.54 3600 | 14.00 0.50 3600 1400 0.50 3600
polyla0 15 13.00 021 3600 | 13.00 0.28 3600 13.00 0.28 3600
dighelok 16 56.00 0.58 3600 | 65.62 0.57 3600 | 71.00 0.54 3600
Average 021 2621 0.19 2302 0.14 1970
#opt 14 20 29
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Table 2.2: Comparing lower bounds

Longest piece | Area | 1-CBP
Average distance (%) 46.08 20.44 | 9.58

2.6 Lower bounds

There are two obvious lower bounds for the nesting problem. The first one, the length of the longest piece,
is already included in the formulation. Another lower bound can be obtained by calculating the area of the
pieces, adding them up and dividing this value by W, the strip width. This bound can be easily obtained, but
it is usually very loose, except for the artificial ”broken glass” instances.

A third alternative we have considered is solving a special case of a /-Contiguous Bin Packing Problem
(I-CBPP), which was shown to be very effective for the Strip Packing Problem with rectangular pieces
(Martello et al. [46] ; Alvarez-Valdes et al. [2]). Each piece is divided into a set of vertical slices of width
w. From each slice the maximum embedded rectangle is obtained (see Figure 2.11). The problem is then
to pack all these rectangles into the minimum number of levels N, putting the rectangles corresponding
to one piece into contiguous levels. The value wN is a lower bound for the original problem. An integer
formulation for the /-CBPP appears in Alvarez-Valdes et al. [2]. We solve this formulation using CPLEX,
with limited time, and obtain the corresponding lower bound.

Figure 2.11: Slicing the piece into rectangles

Table 2.2 shows the relative performance of the three lower bounds expressed as the average percentage
distance from each bound to the optimal or best known solution for each instance in the test set. The /-CBP
problem associated with each instance has been solved using CPLEX 12.1, with a time limit of 900 seconds.
The quality of the area bound is, obviously, much higher than the bound of the longest piece, especially
for large instances. The bound based on the 1-CBP problem is much better than the area bound, but its
computational cost is sometimes very high and increases with the problem size. Moreover, none of bounds
evolve during the search because the integer variables in the formulation do not fix the absolute position of
the pieces, but only their relative position. Therefore, we decided not to spend time at the beginning of the
algorithm calculating bounds and only the longest piece bound, included in the formulation, is used.
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Chapter 3

Branch & Bound algorithms

The Branch & Bound algorithm is a well known exact procedure. There are two important elements to
analyze in order to build an efficient algorithm: the branching, which studies the way in which we select
the binary variables to be set to 0/1 and the order of nodes to be solved; and the cutting, that is, which
valid inequalities could be added to the relaxed linear model in order to eliminate unfeasible solutions of the
mixed integer model.

The formulations in the previous section can be used in a Branch & Bound algorithm in which at each
node of the search tree the linear relaxation provides a lower bound and, if the node is not fathomed, bran-
ching will consist in building two nodes, one with a variable b, = 1 and the other with b;=0. The initial
mixed integer model that we want to solve with a Branch & Bound algorithm is the one given by the HS2 for-
mulation, presented in Section 2.3. In Section 2.5 we saw that the HS2 formulation provided the best results.

In this chapter we present a study of different ways of branching. We will see that Branching is very
important because different strategies provide quite different results for a given instance. The study of valid
inequalities to be added to the formulation and their corresponding separation procedures are left to chapters
4 and 5 respectively.

The remainder of this chapter is organized in 5 sections. In Section 3.1 different strategies of branching,
based on Fischetti and Luzzi priorities [27], are presented. Furthermore, we propose a branching based on
giving more priority to the binary variables which define larger slices. We also study a dynamic branching
scheme in which the decisions of branching are taken depending on the fractional solutions and, finally,
a strategy of branching on constraints. In Section 3.1.4 we discuss the computational results obtained by
each one of the strategies presented in Section 3.1. As in the previous chapter, we run the Branch & Bound
algorithm developed by CPLEX with a time limit of one hour for each instance.

At each node of the Branch & Bound tree there is a subset of binary variables fixed to 1 and another
subset fixed to 0. The binary variables fixed to 0 do not guarantee that the pair of pieces which define the
corresponding NFP do not overlap. On the other hand, if there is a binary variable fixed to 1, we can ensure
that the corresponding pair of pieces is completely separated and the relative position is the one defined by
the respective slice. Then, when a binary variable is fixed to 1, the horizontal and vertical bound constraints
of the pieces can be updated because the relative position of the pieces is given by the limits of the slice de-
fined by the activated binary variable. In Section 3.2 we propose two different ways of updating the bounds
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of the reference points of the pieces.

In an advanced node of the Branch & Bound tree there are many pairs of pieces which are separated by
fixed binary variables of previous nodes of the same branch. So, it could be that there are non-fixed binary
variables which are incompatible with the linear model of the current node. That is, there can be binary va-
riables which, if fixed to 1, make the linear model unfeasible. In Section 3.3 we present two approaches for
finding incompatible binary variables. The first approach uses the combination of the bounds on the pieces
with the limits of the strip. The idea is to find the binary variables which cannot be activated or otherwise
the corresponding slices exceed the limits of the strip. The second approach is based on the transitivity of
the pieces. If piece i is placed to the left of piece j which, at the same time, is placed to the left of piece &,
then all the binary variables of NF P, which force piece k to be placed to the left of piece i are incompatible
binary variables.

Finally, in Section 3.3.3 we discuss the behavior of the previous strategies on the set of test instances
and draw some conclusions.

3.1 Branching strategies

One obvious strategy is to leave the integer linear code, in our case CPLEX, to decide the branching variable,
using its internal strategy in which some priorities are assigned to the non-integer variables based on the
information provided by the linear solution of each node. However, this strategy does not take into account
any problem-specific information which could be useful in guiding the search process. Therefore, we study
three specific strategies. The first one is based on the branching procedure proposed by Fischetti and Luzzi
[27]. Then we consider a dynamic strategy and finally an alternative branching on constraints procedure.

3.1.1 The Fischetti and Luzzi strategy

The strategy followed by Fischetti and Luzzi [27] is first to determine the relative positions of 2 pieces (say
A and B), then those of 3 pieces (A, B and, say, C), of 4 pieces (A, B, C and, say, D), and so on. To do that, a
simple procedure assigns priorities to the variables in decreasing order, starting from the variables separating
A and B, then the variables separating A and C and B and C, then the variables separating A and D, B and
D, C and D, and so on. By doing that, they try to avoid the visiting of subtrees that are unfeasible because
of inconsistent variable fixings that could have been detected at higher levels in the tree. The procedure is
described in Algorithm 1.

Fischetti and Luzzi do not specify any particular order for the pieces. Nevertheless, as their procedure
builds an increasingly large clique of non-overlapping pieces (allowing the other pieces to overlap with
them and among themselves), it could be interesting to separate large pieces first. If the growing clique is
made of large pieces, the lower bound could increase faster than when small pieces are involved. Defining
a large piece is not obvious in the case of irregular pieces. Two approximations could be the length and
the area of each piece. Therefore, when studying the behavior of the Fischetti and Luzzi branching strategy
computationally, we will consider three alternatives:

e FL: Fischetti and Luzzi’s priorities without any initial ordering of the pieces
e FL_L: Fischetti and Luzzi’s priorities ordering pieces by non-increasing length

e FL A: Fischetti and Luzzi’s priorities ordering pieces by non-increasing area
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Algorithm 1 Fischetti and Luzzi’s priorities
Require: ¢ = number of binary variables;
Require: S = 0;
while P +# () do
Select a piece p; € P;
for all p; € S do
fork=1,...,m;;do

Assign priority ¢ to b; jx;
v=y-1
end for
end for
S =S U{ph
P = P\{pi};
end while

Even when we specify the order in which the pieces are considered for assigning priorities, there is still
a degree of freedom concerning the order in which the variables of the corresponding NF P are considered.
One possibility for ordering the variables of an NFP is the area of the corresponding slice, giving more
priority to variables associated with larger slices. Then, a fourth strategy to be studied is FL_A_SA, in which
we first order the pieces by area and then the variables by the area of the slice. A last strategy in this group
could be SA, ordering all the variables according to the area of their slices, but not using Fischetti and
Luzzi’s priorities.

3.1.2 Dynamic branching (DB)

Let us consider the 3-pieces example in Figure 3.1. The pieces are already ordered by some priority criterion
and let us suppose that in the first branching level bjp3 = 1. That means that p; and p, are separated and
the relative position of p, with respect to p; is restricted to the corresponding slice. In a static branching
strategy, the variable used at the second branching level would be given by a certain predefined criterion.
But we can use a dynamic strategy, taking advantage of the information in the solution of the node. In
particular, we can take into account the relative position of the pieces and choose a branching variable such
that when it is fixed to one, more than two pieces are separated and feasible solutions are obtained faster. In
the example, we see that if we branch on variables b3y, b33, D134, b13s or bizg from NF Py3, or variables
by31 y baze from NF Pys, the three pieces would be separated and fixing just two variables to value 1 will
produce a feasible solution.

We can generalize this idea. Let us consider the pieces ordered by non-increasing value of a given
priority criterion. At each node of the search tree, we read the solution and go through the ordered list of
pieces until we find a piece p; overlapping with some of the previous pieces. Let S = {p;, ..., p;,} be the set
of these pieces, 1 < i; < .... < i. For each piece i € S, we compute up;, down;, left;, right;, the number of
pieces separated from i from above, from below, from the left and from the right, respectively. We consider
that a piece py is separated from above piece p; if there is a variable b;; = 1 for some /, such that Vs > 0.
Similarly, it is separated from below if y;; < 0, to the right if x,,, > 0 and to the left if x;; < 0.

When choosing a variable to separate piece p; from §, the lower the values of up;, down;, left;, right
for some i € S, the more adequate this position is for piece p; and hence the branching variable should
separate p; from p; in this direction. For instance, if for some i € §, up; = 0, none of the other pieces in
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Figure 3.1: NFP for the example of 3 pieces
bg by bg
by by by by
NFP;; NFP;;
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bs b, bs

(a) Variables in formulation HS2

S is above p; and then that would be a good position for p;. Separating p; from p; in this direction could

(b) New variables

Figure 3.2: Variables for branching on constraints

possibly separate p; from some other pieces in S'.

3.1.3 Branching on constraints (BC)

An alternative branching strategy is to branch on constraints. In order to do that, we slightly modify
the formulation HS 2 so that all the slices are on one side of the y-axis, which means that some of the slices
defined in Section 3.2 are divided into two, as can be seen in Figure 3.2. Associated with the new slices,
new variables are defined.

At each node of the search tree we look for a pair of pieces p;, p; for which

0< Z bijk<1

klx, 20
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Then, in one of the branches we set 3 20 bijx = 0 and in the other Yy 20 bijx = 1. In the example,
one branch would have b,‘j3 +b,‘j4 +b,‘j5 +b,‘j6 +b,‘j7 +b,‘jg = 0 and the other bij3 +b,‘j4 +b,‘j5 +b,‘j6 +b,‘j7 +b,‘j8 =1.
If no pair of pieces satisfy (3.1), we branch on variables using strategy FL_A.

One advantage of this branching strategy is that the formulation can be locally enhanced. In the example,
if we are in the node in which we have set b;j3 + bjjs + b;js + b;js + bjj7 + b;js = 1, piece p; must be to the
left of piece p;. Then, constraint x; < x; is satisfied in all the successor nodes. This constraint can be lifted,

considering variables b; . for which x; 2 0. The lifted constraint would be:

X; + Z Eijkbijk < Xxj 3.2)

kg,.jkzo

In the example, x; + 6b;5s + 12b;j6 + 6b;j7 < x;.

3.1.4 Computational results for the different branching strategies

In this section we compare the different ways of branching described in the previous section. We have built
a Branch & Cut algorithm using CPLEX 12.2 with 64 bits, with the default options and just one processor
at 3.40 GHz. The stopping criterion is the time, considering one hour of computational time.

In Table 3.1 we can find the computational results of the FL, FL_L and FL_A strategies. For each stra-
tegy, the columns show the lower bound (LB) obtained for each instance, the GAP=(UB-LB)/UB and the
running time. The last two rows show the averages and the number of optimal solutions. There are signi-
ficant differences between the different methods, so the initial order for the pieces in Fischetti and Luzzi’s
priorities really matters. We can observe that FL_A obtains the best results and the best deviation of the
lower bound with respect to the upper bound. The average GAP obtained by FL_A is 0.047 and it is able to
solve 34 over the 50 instances to optimality.

In Table 3.2 we can observe that if in the FL_A strategy we order the slices in a non decreasing area,
the results are very similar. Furthermore, if we drop Fischetti and Luzzi’s priorities but we order the slices
in a non-decreasing area (S_A strategy), we can see that the results are clearly worse, obtaining a deviation
average of 0.36.

Table 3.3 presents the comparison between the best strategy at this moment, FL_A, with dynamic bran-
ching (DB) defined in 3.1.2 and the branching on constraints (BC), described in 3.1.3. Note that the results
of dynamic branching are slightly worse than the FL_A strategy, obtaining an average for the gap of 0.065.
On the other hand, branching on constraints obtains bad results.

Finally, Table 3.4 summarizes the comparison between all the branching strategies already described.
The performance of each strategy is summarized in three values: the number of optimal solutions, the
average GAP and the average CPU time. The strategies compared are:

e CPLEX: the default strategy provided by CPLEX, as shown in the final columns of Table 2.1
e FL.: the Fischetti and Luzzi strategy, taking the pieces as they appear in the data file
e FL _L.: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing length

e FL_A: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing area
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Table 3.1: Comparing branching strategies FL, FL_L and FL_A

Instances FL FL L FL A

LB GAP Time LB GAP Time LB GAP Time
three 6.00 0.00 0.75 6.00 0.00 0.53 6.00 0.00 0.73
shapes4 24.00  0.00 0.08 24.00 0.00 0.05 24.00  0.00 0.02
fus 17.89  0.00 0.62 17.89 0.00 0.59 17.89  0.00 0.08
glassl 45.00 0.00 0.06 45.00 0.00 0.02 45.00  0.00 0.02
fu6 23.00  0.00 0.92 23.00 0.00 0.69 23.00  0.00 0.69
threep2 9.33 0.00 1.06 9.33 0.00 1.75 9.33 0.00 1.36
threep2w9 8.00 0.00 5.18 8.00 0.00 4.54 8.00 0.00 7.36
fu7 24.00  0.00 0.86 24.00 0.00 0.66 24.00  0.00 0.62
glass2 45.00 0.00 2.62 45.00 0.00 2.28 45.00  0.00 1.84
fu8 24.00  0.00 0.94 24.00 0.00 0.61 24.00  0.00 0.72
shapes8 26.00  0.00 4.85 26.00 0.00 4.57 26.00  0.00 443
fu9 25.00 0.00 12443 25.00 0.00 12.12 25.00  0.00 32.87
threep3 13.53  0.00 955.26 13.53 0.00  2323.68 13.53 0.00  819.01
threep3w9 11.00  0.00 2344.16 | 10.33 0.06  3600.00 11.00  0.00 282293
glass3 100.00 0.00 1335.54 | 100.00  0.00 40.05 100.00  0.00 13.74
ful0 28.00 0.02 3600.00 | 28.69 0.00 2186.18 | 28.69  0.00 198.59
dighe2 77.82  0.35 3600.00 | 100.00 0.00 18.02 100.00  0.00 1.64
J1-10-20-0 14.67 0.19 3600.00 [ 18.00 0.00 51.00 18.00  0.00 6.35
J1-10-20-1 11.65 0.35 3600.00 [ 17.00 0.00 36.22 17.00  0.00 3.74
J1-10-20-2 20.00 0.00 2519.21 | 20.00 0.00 40.47 20.00  0.00 7.71
J1-10-20-3 1436 0.32  3600.00 [ 20.75 0.00 685.33 20.75 0.00 251.04
J1-10-20-4 9.22 0.29 3600.00 | 12.50 0.00 257.29 12.50  0.00 89.81
J2-10-35-0 19.80 0.21 3600.00 | 23.66 0.00 420.81 23.66  0.00 395.12
J2-10-35-1 18.00  0.20 3600.00 | 21.30 0.00 196.76 21.30  0.00 148.17
J2-10-35-2 19.95 0.00 993.63 19.95 0.00 156.30 19.95 0.00 95.18
J2-10-35-3 17.88  0.16  3600.00 [ 20.38 0.00 129496 | 20.38 0.00 823.05
J2-10-35-4 17.38  0.13  3600.00 [ 19.43 0.00 27291 19.44  0.00 316.23
J1-12-20-0 10.00  0.17 3600.00 [ 12.00 0.00 115.99 12.00  0.00 32.81
J1-12-20-1 7.00 0.42  3600.00 | 10.00 0.00 175.94 10.00  0.00 29.73
J1-12-20-2 10.00  0.23  3600.00 [ 12.00 0.00 21.26 12.00  0.00 19.59
J1-12-20-3 7.00 0.22  3600.00 8.00 0.00 16.29 8.00 0.00 28.36
J1-12-20-4 9.00 0.36  3600.00 | 13.00 0.00 308.35 13.00  0.00 149.06
J2-12-35-0 20.02  0.29 3600.00 | 25.00 0.11 3600.00 | 24.50 0.13  3600.00
J2-12-35-1 16.85 0.33  3600.00 [ 22.50 0.08 3600.00 | 22.00 0.15 3600.00
J2-12-35-2 18.00 0.23 3600.00 | 18.19 0.20  3600.00 | 20.00 0.09 3600.00
J2-12-35-3 16.00 0.28 3600.00 [ 19.40 0.17 3600.00 | 20.00 0.11 3600.00
J2-12-35-4 15.63  0.35 3600.00 [ 22.00 0.08 3600.00 | 22.00 0.07 3600.00
fu 24.00 0.29 3600.00 | 28.50 0.16  3600.00 | 32.11 0.03  3600.00
J1-14-20-0 6.25 0.55 3600.00 | 12.00 0.08 3600.00 | 12.00 0.00  446.69
J1-14-20-1 6.00 0.50  3600.00 | 10.00 0.17 3600.00 11.00  0.06 3600.00
J1-14-20-2 9.00 0.44 3600.00 | 12.15 0.19  3600.00 13.00 0.13  3600.00
J1-14-20-3 6.00 0.50  3600.00 | 10.00 0.00 277.20 10.00  0.00 97.81
J1-14-20-4 8.00 0.47 3600.00 | 13.00 0.10  3600.00 [ 13.50 0.04 3600.00
J2-14-35-0 18.00  0.40 3600.00 [ 24.00 0.21 3600.00 | 23.70  0.19  3600.00
J2-14-35-1 16.00  0.50 3600.00 | 21.34 0.31 3600.00 | 21.88  0.30 3600.00
J2-14-35-2 16.00  0.38 3600.00 | 18.63 0.31 3600.00 | 20.00 0.25 3600.00
J2-14-35-3 16.00 0.41 3600.00 [ 20.00 0.23 3600.00 | 20.12  0.23  3600.00
J2-14-35-4 14.00 0.50 3600.00 [ 19.82 0.24  3600.00 [ 20.00 0.23  3600.00
polyla0 13.00 0.20 3600.00 [ 13.00 0.21 3600.00 | 13.00 0.19 3600.00
dighelok 74.00 048 3600.00 | 100.00 0.22  3600.00 | 100.00 0.13  3600.00
Average 0.21 2541.80 0.063 147447 0.047 1288.94
#opt 15 32 34
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Table 3.2: Comparing branching strategies FL_ A, FL_A_SA y SA

Instancias FL A FL_A SA SA

LB GAP Time LB GAP Time LB GAP Time
three 6.00 0.00 0.73 6.00 0.00 0.67 6.00 0.00 0.41
shapes4 24.00  0.00 0.02 24.00 0.00 0.05 24.00 0.00 0.31
fus 17.89  0.00 0.08 17.89 0.00 0.25 17.89 0.00 0.53
glassl 45.00 0.00 0.02 45.00 0.00 0.03 45.00 0.00 0.02
fu6 23.00  0.00 0.69 23.00 0.00 0.28 23.00 0.00 0.69
threep2 9.33 0.00 1.36 9.33 0.00 1.37 9.33 0.00 3.84
threep2w9 8.00 0.00 7.36 8.00 0.00 4.99 8.00 0.00 32.42
fu7 24.00  0.00 0.62 24.00 0.00 1.14 24.00 0.00 2.12
glass2 45.00 0.00 1.84 45.00 0.00 1.93 45.00 0.00 5.80
fu8 24.00  0.00 0.72 24.00 0.00 0.47 24.00 0.00 28.24
shapes8 26.00  0.00 443 26.00 0.00 4.87 18.21 0.30 3600.00
fu9 25.00  0.00 32.87 25.00 0.00 33.43 24.00 0.04 3600.00
threep3 13.53  0.00 819.01 13.53 0.00 757.34 9.86 0.34 3600.00
threep3w9 11.00 0.00 2822.93 11.00 0.00 3130.53 7.67 0.32 3600.00
glass3 100.00  0.00 13.74 100.00  0.00 16.36 100.00 0.17 2600.00
ful0 28.69  0.00 198.59 28.69 0.00 209.01 25.45 0.12 3600.00
dighe2 100.00  0.00 1.64 100.00  0.00 7.89 100.00 0.17 3600.00
J1-10-20-0 18.00  0.00 6.35 18.00 0.00 8.88 15.40 0.23 3600.00
J1-10-20-1 17.00  0.00 3.74 17.00 0.00 2.43 15.30 0.10 3600.00
J1-10-20-2 20.00  0.00 7.71 20.00 0.00 7.43 17.20 0.18 3600.00
J1-10-20-3 20.75  0.00 251.04 20.75 0.00 314.83 17.60 0.18 3600.00
J1-10-20-4 12.50  0.00 89.81 12.50 0.00 80.34 10.10 0.28 3600.00
J2-10-35-0 23.66  0.00 395.12 23.67 0.00 368.12 18.06 0.28 3600.00
J2-10-35-1 21.30  0.00 148.17 21.30 0.00 174.83 14.76 0.36 3600.00
J2-10-35-2 19.95  0.00 95.18 19.95 0.00 69.39 14.86 0.32 3600.00
J2-10-35-3 20.38  0.00 823.05 20.38 0.00 785.50 15.29 0.31 3600.00
J2-10-35-4 19.44  0.00 316.23 19.43 0.00 290.88 13.74 0.31 3600.00
J1-12-20-0 12.00  0.00 32.81 12.00 0.00 22.14 10.00 0.23 3600.00
J1-12-20-1 10.00  0.00 29.73 10.00 0.00 21.86 8.90 0.26 3600.00
J1-12-20-2 12.00  0.00 19.59 12.00 0.00 18.89 10.60 0.24 3600.00
J1-12-20-3 8.00 0.00 28.36 8.00 0.00 16.19 7.00 0.18 3600.00
J1-12-20-4 13.00  0.00 149.06 13.00 0.00 169.23 11.10 0.21 3600.00
J2-12-35-0 2450  0.13 3600.00 24.25 0.13 3600.00 20.06 0.32 3600.00
J2-12-35-1 22.00 0.15 3600.00 22.00 0.15 3600.00 17.83 0.34 3600.00
J2-12-35-2 20.00  0.09 3600.00 20.00 0.09 3600.00 16.20 0.30 3600.00
J2-12-35-3 20.00 0.11 3600.00 20.00 0.13 3600.00 15.91 0.30 3600.00
J2-12-35-4 22.00 0.07 3600.00 22.00 0.07 3600.00 17.54 0.29 3600.00
fu 32.11 0.03 3600.00 32.25 0.04 3600.00 28.50 0.16 3600.00
J1-14-20-0 12.00  0.00 446.69 12.00 0.00 2157.54 10.75 0.28 3600.00
J1-14-20-1 11.00  0.06  3600.00 11.00 0.06 3600.00 10.00 0.23 3600.00
J1-14-20-2 13.00 0.13 3600.00 13.00 0.13 3600.00 12.15 0.29 3600.00
J1-14-20-3 10.00  0.00 97.81 10.00 0.00 420.80 8.80 0.27 3600.00
J1-14-20-4 13.50  0.04  3600.00 13.50 0.07 3600.00 11.95 0.30 3600.00
J2-14-35-0 23.70  0.19 3600.00 23.50 0.22 3600.00 21.54 0.38 3600.00
J2-14-35-1 21.88  0.30  3600.00 21.79 0.26 3600.00 21.34 0.30 3600.00
J2-14-35-2 20.00 0.25 3600.00 20.00 0.23 3600.00 18.63 0.29 3600.00
J2-14-35-3 20.12  0.23 3600.00 20.00 0.24 3600.00 18.83 0.32 3600.00
J2-14-35-4 20.00 0.23 3600.00 20.00 0.23 3600.00 18.97 0.32 3600.00
polyla0 13.00 0.19 3600.00 13.00 0.19 3600.00 13.00 0.28 3600.00
dighelok 100.00 0.13 3600.00 | 100.00 0.14 3600.00 100.00  0.35 3600.00
Average 0.047 1288.942 0.048 1333.998 0.209 2861.487
#opt 34 34 10
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Table 3.3: Comparing branching strategies FL_A, DB y BC

Instancias FL_A DB BC

LB GAP Time LB GAP Time LB GAP Time
three 6.00 0.00 0.73 6.00 0.00 1.00 6.00 0.00 0.42
shapes4 24.00 0.00 0.02 24.00  0.00 0.20 24.00 0.00 0.08
fus 17.89 0.00 0.08 17.89  0.00 0.51 17.89 0.00 3.62
glassl 45.00 0.00 0.02 45.00  0.00 0.03 45.00 0.00 0.02
fu6 23.00 0.00 0.69 23.00 0.00 0.45 23.00 0.00 1.67
threep2 9.33 0.00 1.36 9.33 0.00 1.70 9.33 0.00 10.00
threep2w9 8.00 0.00 7.36 8.00 0.00 5.44 8.00 0.00 22.79
fu7 24.00 0.00 0.62 24.00  0.00 1.12 24.00 0.00 5.93
glass2 45.00 0.00 1.84 45.00 0.00 3.01 45.00 0.00 42.76
fu8 24.00 0.00 0.72 24.00  0.00 0.67 24.00 0.00 17.94
shapes8 26.00 0.00 443 26.00  0.00 4.62 26.00 0.00 817.91
fu9 25.00 0.00 32.87 25.00  0.00 46.47 24.00 0.08 3600.00
threep3 13.53 0.00 819.01 13.53  0.00 852.70 10.87 0.21 3600.00
threep3w9 11.00 0.00 2822.93 11.00  0.00 2834.79 8.00 0.29 3600.00
glass3 100.00  0.00 13.74 100.00  0.00 31.11 100.00  0.26 3600.00
fulO 28.69 0.00 198.59 28.69  0.00 345.54 25.45 0.15 3600.00
dighe2 100.00  0.00 1.64 100.00  0.00 11.47 100.00  0.17 3600.00
J1-10-20-0 18.00 0.00 6.35 18.00  0.00 8.41 15.40 0.19 3600.00
J1-10-20-1 17.00 0.00 3.74 17.00  0.00 6.68 15.30 0.15 3600.00
J1-10-20-2 20.00 0.00 7.71 20.00  0.00 6.86 17.20 0.14 3600.00
J1-10-20-3 20.75 0.00 251.04 20.75  0.00 386.62 17.60 0.20 3600.00
J1-10-20-4 12.50 0.00 89.81 12.50  0.00 128.45 10.10 0.28 3600.00
J2-10-35-0 23.66 0.00 395.12 23.66  0.00 883.76 18.06 0.31 3600.00
J2-10-35-1 21.30 0.00 148.17 21.30  0.00 210.37 16.00 0.31 3600.00
J2-10-35-2 19.95 0.00 95.18 19.95  0.00 175.33 14.90 0.33 3600.00
J2-10-35-3 20.38 0.00 823.05 20.37  0.00 1081.21 15.29 0.31 3600.00
J2-10-35-4 19.44 0.00 316.23 19.43  0.00 389.47 13.74 0.35 3600.00
J1-12-20-0 12.00 0.00 32.81 12.00  0.00 54.40 10.00 0.23 3600.00
J1-12-20-1 10.00 0.00 29.73 10.00  0.00 63.12 8.90 0.26 3600.00
J1-12-20-2 12.00 0.00 19.59 12.00  0.00 53.06 10.60 0.26 3600.00
J1-12-20-3 8.00 0.00 28.36 8.00 0.00 86.63 7.00 0.22 3600.00
J1-12-20-4 13.00 0.00 149.06 13.00  0.00 466.86 11.10 0.28 3600.00
J2-12-35-0 24.50 0.13 3600.00 24.00 0.14 3600.00 20.06 0.35 3600.00
J2-12-35-1 22.00 0.15 3600.00 22.00 0.13 3600.00 17.83 0.41 3600.00
J2-12-35-2 20.00 0.09 3600.00 19.75  0.18 3600.00 16.20 0.38 3600.00
J2-12-35-3 20.00 0.11 3600.00 19.50  0.19 3600.00 15.91 0.39 3600.00
J2-12-35-4 22.00 0.07 3600.00 21.38  0.13 3600.00 17.54 0.36 3600.00
fu 32.11 0.03 3600.00 31.67  0.07 3600.00 28.50 0.16 3600.00
J1-14-20-0 12.00 0.00 446.69 12.00  0.00 949.36 10.75 0.28 3600.00
J1-14-20-1 11.00 0.06 3600.00 11.00  0.08 3600.00 10.00 0.23 3600.00
J1-14-20-2 13.00 0.13 3600.00 12.50  0.18 3600.00 12.15 0.29 3600.00
J1-14-20-3 10.00 0.00 97.81 10.00  0.00 381.16 8.80 0.27 3600.00
J1-14-20-4 13.50 0.04 3600.00 1233 0.23 3600.00 11.95 0.34 3600.00
J2-14-35-0 23.70 0.19 3600.00 2247  0.28 3600.00 21.54 0.38 3600.00
J2-14-35-1 21.88 0.30 3600.00 2134 0.29 3600.00 21.34 0.38 3600.00
J2-14-35-2 20.00 0.25 3600.00 19.25 0.24 3600.00 18.63 0.38 3600.00
J2-14-35-3 20.12 0.23 3600.00 20.00 0.23 3600.00 18.83 0.41 3600.00
J2-14-35-4 20.00 0.23 3600.00 20.00 0.23 3600.00 18.97 0.32 3600.00
polyla0 13.00 0.19 3600.00 13.00 0.28 3600.00 13.00 0.28 3600.00
dighelok 100.00  0.13 3600.00 | 100.00 0.35 3600.00 | 100.00 0.35 3600.00
Average 0.047 1288.942 0.065 1341.452 0.219  2826.463
#opt 34 34 11
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Table 3.4: Comparing branching strategies

Strategy || Optimal solutions  Average GAP  Average Time

CPLEX 28 0.15 2003
FL 15 0.22 2542
FLL 31 0.07 1475
FL_A 34 0.05 1289
FL_A_SA 33 0.05 1334
SA 10 0.36 2861
DB 33 0.07 1341
BC 11 0.35 2826

FL_A_SA: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing area and the va-
riables of each NF P by non-increasing area of the corresponding slice

SA : ordering the variables by non-increasing area of the corresponding slice
e DB: dynamic branching
e BC: branching on constraints

In summary, we can say that the Fischetti and Luzzi strategy works very well, but only if the pieces have
been previously ordered by length or, even better, by area. Doing that, the first pieces to be separated are
the largest ones and the lower bounds increase sharply. The table also shows that adding the ordering of
variables by slice area to the previous strategy neither harms nor improves the algorithm and it is very poor
when used alone. Dynamic branching works quite well. Its slightly worse results are due to the fact that it
needs to read the solution at each node, which slows down the search and many fewer nodes are explored.
Nevertheless, the strategy seems promising for a more complex algorithm in which the solution at each
node has to be read, for instance in a Branch and Cut procedure in which the separation algorithms run at
each node require the current solution. Branching on constraints performs quite poorly. It seems clear that
only fixing a variable to 1, separating at least two pieces, has a strong effect on the current solution. When
branching on constraints, this effect is missing and the results are much worse.
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3.2 Updating the bounds on the pieces

When variables are fixed to 1, the relative position of the pieces is constrained and the lower and upper
bounds of the pieces can be updated. We have developed two methods: Method I uses the non-overlapping
constraints and is an exact and exhaustive approach to updating the bounds on the pieces; Method 2 uses
the concept of extended slices in order to make the process of updating the bounds on the pieces easier and
faster, but it is not exact, that is, the bounds could be more accurate.

At the beginning, in the root node, the lower and the upper bounds on the reference point of the pieces
are given by the width, W, and an upper bound of the length of the strip, L,,. We denote by UX; (LX;) to
the upper (lower) bound on x;, and UY; (LY;) represents the upper (lower) bound on y;. In Figure 3.3 we can
observe the bounds of piece i at the root node, which are LX; = LY; = 0, UY; = 4 and UX; = 5. In the root
node, the lower bounds always are O for all the pieces because of our definition for the reference point.

A
w

Ut oo
Dpi

L
\/

UX; Ly

Figure 3.3: Initial bounds on piece i

3.2.1 Method I

Let us suppose that a binary variable b; i € NFP;; is fixed to 1. This binary variable has fl’; inequalities
associated to it corresponding to the non-overlapping constraints defined in the HS2 formulation used for
describing the slice. These inequalities have the following structure:

@] (xej = x) + B (0 = ) < 6, “bije + Z 51" bijn (3.3)
h=1,h#k

kfhy,

where Zh Ltk 61}

ijn = 0since b;jx = 1.

Let us consider the case in which afjf > 0 and ,Bf]f "> 0. The other cases are solved using similar
arguments. Constraint (3.3) can be written as:

k k kfk
fx,_,Blny, ﬁuy]+a x,+ f. 34
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The maximum value the right hand side can attain is ﬂfjf Uy, - ,ijf LY;+ a/i.(jf UX; + 6f‘jf k

upper bound and L for lower bound). Then

Buy, - gLy + oM Ux; + 65
< ij ij J ij

X i
j= k
o~
)

(where U stands for

and
kfk

kf kf kf
,Bl.j UY; —ﬂij LY;+ @; UX; + 61.J \

aif

In a similar way, the upper bound on y; can be updated. The lower bounds on x; and y; do not need to
be updated because they have positive coefficients and the minimum value is O in both cases.

On the other hand, it is important to update the lower bounds for the real variables which have a negative
coefficient, x; and y;. In what follows we explain how we update the lower bound on y;. Note that x; and y;
have positive coefficients. Therefore, we substitute these variables with their respective lower bounds, and
we assign to variable x; the maximum value that it can attain, obtaining the following inequality:

kf kf kf kf kfk
ﬂ,‘j yi2 al‘j LX/ +ﬂij LY./ - aij UXi - 6ij ’

UXj = min{UXj

and LY; can be updated in the following way:
i :

ol LX;+ B/ LY; - ol UX; — 61"
kf g

In Figure 3.4 we can see an example where slice defined by b;j is activated. Piece i is the triangle
represented in Figure 3.3 and piece j is a square. This slice is the one defined by variable b;33 in Figure 3.1.
When this slice is used then piece i has to be placed to the left of piece j, then the lower bounds of piece j,
LX; and LY, and the upper bounds of piece i, LX; and LY;, can be updated.

LY,‘ = max{LYi,

A

w
UY;
vy, [
X

Feasible -\ Feasible

zone X zone

piece i \ - piece j

N —_— P
0 LX; UX; UX;

Figure 3.4: Feasible zone to arrange p; and p; when slice defined by b;j. is activated.

Both methods are used in an iterative way, going through the list of pieces until no bounds are updated.
The second method is less accurate, because the extended slice may allow overlapping and the calculated
bounds are looser, but it is very fast because the values Xin, Xmax> Ymin» Ymax are calculated just once, when
NFPZ'J' is built.
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3.2.2 Method II

Let us consider a pair of pieces p; and p; and one slice S jx associated with a binary variable b; .. We define
the extended slice S ;."jk as the minimum rectangle enclosing S;x. Let us denote the minimum and maximum
coordinates of S j.‘jk bY Xmin, Xmaxs Ymins Ymax- Then, if b;j = 1, the bounds for piece p; can be updated as
follows (see Figure 3.5):

o LX; = max{LX;, LX; + Xpin}

o UX;=minfUX;, UX; + Xpnax}

o LY; =max{LY;,LY; + Ymin}

o UY; =min{UY;, UY; + Ymax}
Analogously, the bounds for piece p; are:
o LX; = max{LX;, LX; — Xyax}

o UX; = min{UX;, UX; = Xpin}

o LY; = max{LY;,LY; = Yimax}

[ UY,' = min{UYi, UYj_ymin}

---’

-\
Pj--¢
Uy, :
UY; t
- > e J
0
Feasible |Feasible
zone jzone
piece i Ipiece j
|
— | O I S >
0 LX; UX; UX;

Figure 3.5: Feasible zones to arrange p; and p; using extended slices when slice S ;j is activated.

3.3 Finding incompatible variables

At each node of the tree we study whether some of the variables not yet fixed cannot take value 1, because
that would produce an unfeasible solution. These variables are called incompatible. In this case, the variable
can be fixed to 0, reducing the size of the problems to be solved in successor nodes and focusing the search
on variables which really can take value 1.
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In this section we present two approaches to checking if there are incompatible binary variables in a
given node created by branching a new variable to 1. The first approach uses the bounds on the pieces and
the second approach uses the transitivity of the separated pieces.

3.3.1 Incompatibility using the bounds on the pieces

This way of fixing variables is based on using the extended slices defined in the previous section. For each
pair of pieces p; and p; and each variable b; i, we suppose b;j; = 1 and update the bounds. If an upper
bound is lower than the corresponding lower bound, b; j; can be fixed to 0. We use the same notation as the
one described in Section 3.2.

LetS i*jk = {(xmin, ymin), (xmax,ymax)} be the extended slice defined from b; j;. If one of the following
conditions holds, then b; j is incompatible and can be fixed to 0.

o xmin + LX; > UX;
e xmax+ UX; < LX;
o ymin+ LY; > UY;
e ymax+ UY; <LY;

Note that the left-hand side of each one of the previous inequalities matches with Method 2 for updating
the bounds of piece j (see Section 3.2.2). A similar argument can be applied to obtaining the conditions on
piece i.

3.3.2 Incompatibility using the transitivity of the pieces

Let us consider three pieces, p;, p; and py and let b;j1, bix1, b jx1 be one variable of each non-fit polygon. A
sufficient condition for these three variables to be incompatible is that one of these cases is satisfied:

ik1 ijl Jk1
Lo > Xnax + Xnax

ik1 ij1 Jjk1
2. Xnax < Xy + X

ikl ijl Jk1
3. Yiin > Ymax + Ymax

ik1 ijl Jk1
4. Ymax < ymin +ymin

We consider the extended slices associated with the three variables. One the one hand, if b;;; = 1,
piece p; must have its reference point inside S ;.kjl = {(ngn,yiﬁn), (xi,ﬁx,y%}lx)}. If also bjx; = 1, in the
same coordinate system (with respect to p;), the possible positions for the reference point of p; are ob-
tained by considering, for each point in S, , the points in S that is, all the points in the rectangle

*
ij1» jk1°
ijl k1 ijl jkl ijl k1 _ijl jkl

S ;‘jl’jkl = {000 T Xoins Ymin T Yonin)» Kmax + Xmaxs Ymax + Ymax)}- On the other hand, if by = 1, the reference
point of p; must be in 7, = {(xX] yikl ) (xiX1 vkl )}. Therefore, for the 3 variables taking value 1 simul-
taneously, S

l’.‘jl i and S}, must intersect and none of the above conditions may hold.
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Let us consider the following example. In Figure 3.6 we can see three pieces from instance shapess.
The respective NFPs and the binary variables are represented in Figure 3.7. If we assume that by, is fixed

*

to one in a given node, then the reference point of p, must be placed, with respect to py, in S7,,, represented
in Figure 3.8. Since § 12, is rectangular, then S7,, = §122. Furthermore, let us suppose that b3 is fixed to
1. Then, the possible positions for the reference point of p3 are obtained by considering, for each point in
§1,,, the points in § that is, all the points in the rectangle S the green rectangle at the bottom of

Figure 3.10.

*

236

*

122,236°

Let us now consider NF P15. Variables of NF P13 can take the value 1 if they allow piece p3 to be placed

in the rectangle defined by S7,, 5. In Figure 3.10 we can see the case in which ba36 = 1. The feasible zone

to place p3 with respect to p; is given by §133. In this case, S 133 & S;4 because the slice is not rectangular.
We can observe that S, does not intersect with S7,, ,5.. Then, if in a given node of the Branch & Bound
tree variables, b1p; and bj3g are fixed to 1, then by3¢ can be fixed to 0. In a similar way, we can fix variables

by31,b232, b33, ba3s and bazs from VNF Py to 0.

p1 P2 P3

Figure 3.6: Three pieces from instance shapes$.

bi2
b1 NFP, bi24
bi23
b131
b1z
NFP3
bss bi34
bi36
b3
(hog~ D230
by ‘
b NEP2 ba37
233
bazg bass
by

Figure 3.7: NFPs from pieces represented in Figure 3.6.
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P2
o P1

Figure 3.8: If bio; = 1 then the reference point of p, must be placed in the rectangle.

P p1

*
S 122,236

Figure 3.9: If b1y = 1 and byzs = 1, then the reference points of p, and p3 must be placed in their corresponding
rectangles.

p2 p3

* P1 I ——
St .
sl
j pP3 [—
L
S I22,236 Feasible zone of p3 if bjop = 1 and b3 = 1

Figure 3.10: If bioy = bizs = bazg = 1, then the reference point of ps should be placed in the rectangles defined by
variables bisg and byse, but it is impossible because they have no intersection.
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Table 3.5: Comparing strategies for updating bounds and fixing variables: Solved instances

Initial | Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4
Average Nodes (thousands) 417 345 367 403 353
Average Time (seconds) 131 283 238 140 230

3.3.3 Computational results of the strategies for updating bounds and finding incompatible
variables

Tables 3.5 and 3.6 show the effect on the performance of the algorithm of updating bounds and fixing
variables as described in Sections 3.2 and 3.3. Table 3.5 focuses on the 34 instances solved to optimality
and therefore the information of interest is the number of nodes and the running times. Table 3.6 contains
the relevant information for the 16 instances that could not be solved to optimality within the limit of 3600
seconds, the GAP between the lower and the upper bounds and the value of the lower bound. In each table,
we compare the results obtained by the Initial strategy (column 2), without updating bounds and fixing
variables, with several strategies developed for implementing these procedures.

In Section 3.2 two methods for updating bounds on variables were developed. Method 1, using the non-
overlapping constraints, is exact but much slower. Method 2, based on the extended slices, is slightly inexact
but faster. A preliminary computational comparison between them clearly showed that the second method
performed much better for the same time limit. Therefore, Method 2 is used. The first natural strategy was
to update bounds at each node in which a variable had been fixed to 1 and then to try to fix variables for
all the variables not yet fixed in the problem. The results of this Strategy 1 appear in column 3. Using
these procedures for all the variables in all the nodes in which a variable has been fixed to 1 has a positive
effect in reducing the number of nodes to be explored, but the required computational effort slows down the
algorithm. In Table 3.5 we observe a significant reduction in the number of nodes, but the running time is
more than doubled. In Table 3.6, with a time limit, the results are worse than the initial ones in terms of
GAP and lower bound. Therefore, it seemed necessary to modify the strategy to reduce the computational
effort of these procedures. Column 4 shows the results of Strategy 2 when not all the variables but only
those strictly positive in the solution are considered for fixing. The results improve on those of the previous
strategy in terms of computing time, though the reduction of nodes is not so sharp, but they are still worse
than the initial ones. A further way of reducing the computational burden is not using the procedures at every
node in which one variable is fixed to 1, but only in some nodes, allowing the solution to be changed more
profoundly before using them again. That can be done in two ways: calling the procedures after a given
number of nodes, n’, for instance after every n’ = 5, n’ = 10 or n’ = 25 nodes, or calling them when, in the
branch to which the node belongs, a given number of variables has been fixed to 1 from the last call, #, for
instance ' = 3 or ¢’ = 5 variables. Both alternatives have been tested for the values mentioned. In Tables 3.7
and 3.8 we can see the general results of those alternatives, but the results obtained for 10 nodes (Strategy 3
in Table 3.5 and 3.6) and for 3 variables (Strategy 4 in Table 3.5 and 3.6) seem to be the best alternative. For
the instances solved, there is a small reduction in the number of nodes and a slight increase in the running
time. Therefore, its results are very similar to those of the Initial strategy. For the unsolved instances,
the results are slightly better, decreasing the GAP and increasing the lower bound. In summary, updating
bounds and fixing variables to 0 have a positive effect only if the computational effort involved is carefully
balanced with their advantages in terms of reducing the size of the problem to be solved in successor nodes.
According to our results, these procedure should be used every 10 nodes in which a variable has been fixed
to 1 and only for variables which are strictly positive.
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Table 3.6: Comparing strategies for updating bounds and fixing variables: Unsolved instances

Initial | Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4
Average GAP (%) 15.9 19.3 17.5 15.4 19.0
Average LB 25.14 24.42 24.60 25.18 24.48

3.4 Results of the complete algorithm

Summarizing the results obtained in the previous subsections, the best components and strategies for the
Branch and Bound algorithm are:

e Formulation: HS2 (horizontal slices, with lifted bound constraints, Section 2.3.3)
e Lower bounds on L: only the trivial bound of the length of the longest piece

e Branching strategy: Fischetti and Luzzi priorities, ordering the pieces by non-decreasing area (Section
3.1.1)

e Updating bounds and fixing variables to 0: every 10 nodes in which a variable has been fixed to 1,
and only considering variables with strictly positive values (Sections 3.2.2-3.3.2)

The complete results of the final version of the exact algorithm appear in Tables 3.9 and 3.10, separating
its behavior for instances solved to optimality within the initial time limit of 3600 seconds from those not
solved in that time. In Table 3.9, for each instance solved to optimality, we show the optimal solution, num-
ber of nodes in the tree and running time. In Table 3.10 we allow the algorithm to run much longer in order
to study its evolution for harder problems and show the lower and upper bounds obtained at each milestone
(1 hour, 2 hours, 5 hours, 10 hours). The last two columns show the total running time if the instance has
been solved to optimality, and the optimal solution if it is known. If this not the case, the value corresponds
to the best known solution and is marked with an asterisk.

The results of these two tables indicate that our branch and bound procedure is able to solve optimally
all the instances with up to 10 pieces, most of those with 12 pieces and some of those with 14 pieces. Even
for the solved instances, there are large differences in terms of the number of nodes in the search tree and
running times. For example, instances threep3 and threep3w9 have the same pieces and only differ in the
strip width, 7 and 9 respectively, but this small increase results in a very large increase in the solution time.
Comparing sets J1 and J2, we can observe that instances derived from J1 are much easier than those derived
from J2. Pieces in J1 are more regular and fit together more nicely, while pieces in J2 are more irregular
and there are always large amounts of waste between them (see Section 1.6). Table 3.10 shows that long
runs for instances J2 with 12 pieces can obtain if not optimal, then solutions which are at least very close to
optimality, while for instances of the same set with 14 instances, even for long runs the gaps between lower
and upper bounds do not close.

In summary, even for the moderate number of pieces of the instances tested, our integer formulation,
based on assigning variables to regions derived from the edges of the non-fit-polygons, involves a large set
of binary variables. Good branching strategies and reduction procedures, plus the power of the latest version
of CPLEX, are not enough to speed up the search process and ensure an optimal solution for medium size
problems. The optimal solutions for the tested instances appear in Section 1.6.2. When optimality has not
been reached, the figure indicates that it corresponds to an upper bound.
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Table 3.7: Comparing the effect of studying every 5, 10 and 25 nodes in which a variable is fixed to 1

Instancias FLAII withn' =5 FL A Il withn’ = 10 FL_ A Il with n’ = 25
LB GAP Time LB GAP Time LB GAP Time
three 6.00 0.000 0.61 6.00  0.000 0.92 6.00 0.000 0.45
shapes4 24.00  0.000 0.45 24.00  0.000 0.06 24.00  0.000 0.06
fus 17.89  0.000 0.36 17.89  0.000 0.47 17.89  0.000 0.23
glassl 45.00  0.000 0.02 45.00  0.000 0.05 45.00  0.000 0.05
fu6 23.00  0.000 0.59 23.00  0.000 0.22 23.00  0.000 0.69
threep2 9.33 0.000 1.40 9.33  0.000 1.75 9.33 0.000 1.70
threep2w9 8.00 0.000 5.58 8.00  0.000 6.19 8.00 0.000 441
fu7 24.00  0.000 0.66 24.00  0.000 0.76 24.00  0.000 0.37
glass2 45.00  0.000 2.06 45.00 0.000 1.83 45.00  0.000 2.25
fu8 24.00  0.000 0.94 24.00  0.000 1.40 24.00  0.000 0.30
shapes8 26.00  0.000 4.80 26.00  0.000 4.77 26.00  0.000 5.05
fu9 25.00  0.000 40.65 25.00 0.000 32.28 25.00  0.000 35.26
threep3 13.53  0.000 886.16 13.53  0.000 834.68 13.53  0.000 927.71
threep3w9 11.00  0.000 3500.96 | 11.00 0.000 3223.73 | 11.00 0.000 3638.29
glass3 100.00  0.000 15.57 100.00 0.000  29.81 100.00  0.000 28.81
ful0 28.69  0.000 260.04 28.69  0.000 231.43 28.69  0.000 241.44
dighe2 100.00  0.000 1.64 100.00  0.000 1.53 100.00  0.000 1.48

J1-10-20-0 18.00  0.000 6.88 18.00  0.000 6.44 18.00  0.000 5.85
J1-10-20-1 17.00  0.000 5.16 17.00  0.000 4.27 17.00  0.000 6.29
J1-10-20-2 || 20.00  0.000 791 20.00  0.000 9.56 20.00  0.000 8.52
J1-10-20-3 20.75 0.000 301.38 | 20.75 0.000 299.52 | 20.75 0.000 308.52
J1-10-20-4 12.50  0.000 89.70 1250 0.000 67.72 1250  0.000  96.02
J2-10-35-0 || 23.66 0.000 421.03 | 23.66 0.000 55430 | 23.66 0.000 522.87
J2-10-35-1 21.30  0.000 170.65 | 21.30 0.000 112.54 | 21.30 0.000 175.83
J2-10-35-2 19.95 0.000 114.21 19.95 0.000 107.67 19.95 0.000 118.31
J2-10-35-3 20.38 0.000 988.24 | 20.37 0.000 971.67 | 20.37 0.000 1045.52
J2-10-35-4 19.44  0.000 383.28 19.44  0.000 398.21 19.43  0.000 437.40
J1-12-20-0 12.00  0.000  24.30 12.00 0.000 18.72 12.00 0.000  25.88
J1-12-20-1 10.00  0.000  51.57 10.00  0.000 106.31 10.00  0.000 81.14
J1-12-20-2 12.00  0.000 1591 12.00  0.000  19.19 12.00  0.000 13.32
J1-12-20-3 8.00  0.000 2421 8.00 0.000 1641 8.00  0.000  20.65
J1-12-20-4 13.00  0.000 209.91 13.00 0.000 20291 13.00 0.000 192.18
J2-12-35-0 || 24.25 0.134 3600.00 | 24.25 0.134 3600.00 | 24.00 0.143 3600.00
J2-12-35-1 22.00 0.153 3600.00 | 22.00 0.112 3600.00 | 22.00 0.154 3600.00
J2-12-35-2 || 20.00 0.091 3600.00 | 20.00 0.103 3600.00 [ 20.00 0.121 3600.00
J2-12-35-3 20.00  0.124  3600.00 | 20.00 0.111 3600.00 | 20.00 0.130 3600.00
J2-12-35-4 || 22.00 0.083 3600.00 | 21.88 0.098 3600.00 [ 22.00 0.087 3600.00
fu 32.16 0.030 3600.00 | 32.00 0.055 3600.00 | 31.67 0.069 3600.00
J1-14-20-0 12.00  0.000 911.87 12.00 0.000 629.95 12.00  0.000 323.81
J1-14-20-1 11.00  0.057 3600.00 | 11.00 0.057 3600.00 | 11.00 0.057 3600.00
J1-14-20-2 13.00 0.133 3600.00 | 13.00 0.133 3600.00 | 13.00 0.133  3600.00
J1-14-20-3 10.00  0.000 101853 | 10.00 0.000  52.48 10.00  0.000  233.36
J1-14-20-4 13.00 0.133  3600.00 | 13.33 0.111 3600.00 | 13.25 0.117 3600.00
J2-14-35-0 || 23.52 0.231 3600.00 | 23.50 0.235 3600.00 [ 23.40 0.220 3600.00
J2-14-35-1 21.74 0313 3600.00 | 21.50 0.295 3600.00 | 21.70  0.285 3600.00
J2-14-35-2 || 20.00 0.231 3600.00 | 20.00 0.259 3600.00 [ 20.00 0.259 3600.00
J2-14-35-3 20.00 0231 3600.00 [ 20.00 0.231 3600.00 | 20.00 0.231 3600.00
J2-14-35-4 || 20.00 0.230 3600.00 | 20.00 0.231 3600.00 [ 20.00 0.193 3600.00

polyla0 13.00 0.235 3600.00 | 13.00 0.218 3600.00 | 13.00 0.187 3600.00
dighelok 100.00 0.346  3600.00 | 100.00 0.207 3600.00 | 100.00 0.222  3600.00
Average 0.055 1341.34 0.052 1311.00 0.052 1322.08
#OPT 34 34 34
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Table 3.8: Comparing the effect of studying the nodes when the number of variables fixed to 1 is a multiple of 3 and 5

Instances FL A Il witht' =3 FLAII witht =5
LB GAP  Tiempo LB GAP Tiempo
three 6.00 0.000 0.66 6.00  0.000 0.58
shapes4 24.00  0.000 0.03 24.00  0.000 0.05
fus 17.89  0.000 0.53 17.89  0.000 0.17
glassl 45.00  0.000 0.05 45.00  0.000 0.03
fu6 23.00  0.000 1.12 23.00  0.000 1.00
threep2 9.33 0.000 1.33 9.33 0.000 1.48
threep2w9 8.00 0.000 4.54 8.00  0.000 4.74
fu7 24.00  0.000 0.69 24.00  0.000 0.58
glass2 45.00  0.000 2.28 45.00  0.000 2.32
fu8 24.00  0.000 0.56 24.00  0.000 1.08
shapes8 26.00  0.000 5.15 26.00  0.000 4.51
fu9 25.00  0.000 34.69 25.00 0.000 36.30
threep3 13.53  0.000 957.46 13.53  0.000 991.95
threep3w9 10.90  0.009 3600.00 | 11.00 0.000 3393.99
glass3 100.00  0.000 20.17 100.00  0.000 16.91
ful0 28.69  0.000 256.04 28.69  0.000 261.10
dighe2 100.00  0.000 1.84 100.00  0.000 1.87

J1-10-20-0 18.00  0.000 6.32 18.00  0.000 6.44

J1-10-20-1 17.00  0.000 5.02 17.00  0.000 5.44

J1-10-20-2 || 20.00  0.000 7.49 20.00  0.000 7.69

J1-10-20-3 20.75 0.000 293.66 | 20.75 0.000 278.35
J1-10-20-4 1250  0.000  98.12 1250 0.000  70.64

J2-10-35-0 || 23.66  0.000 612.65 | 23.66 0.000 494.84
J2-10-35-1 21.30  0.000  202.69 | 21.30 0.000 191.77
J2-10-35-2 19.95 0.000 120.45 19.95 0.000 116.24
J2-10-35-3 20.38 0.000 1081.23 | 20.38 0.000 962.18
J2-10-35-4 19.44  0.000 442.26 19.43  0.000 444.96
J1-12-20-0 12.00  0.000  40.25 12.00 0.000 3791

J1-12-20-1 10.00  0.000 36.86 10.00 0.000  34.76

J1-12-20-2 12.00  0.000 14.79 12.00 0.000 17.44

J1-12-20-3 8.00 0.000  24.71 8.00 0.000 16.04

J1-12-20-4 13.00  0.000 178.50 13.00 0.000 176.47
J2-12-35-0 || 24.01 0.143 3600.00 | 24.25 0.134 3600.00
J2-12-35-1 22.00 0.154 3600.00 | 22.00 0.144 3600.00
J2-12-35-2 || 20.00 0.119 3600.00 | 20.00 0.130 3600.00
J2-12-35-3 20.00  0.130 3600.00 | 20.00 0.130 3600.00
J2-12-35-4 || 22.00 0.083 3600.00 | 22.00 0.083 3600.00
fu 31.67 0.063 3600.00 | 32.00 0.053 3600.00
J1-14-20-0 12.00  0.000 546.47 12.00 0.000 1195.33
J1-14-20-1 11.00  0.057 3600.00 | 11.00 0.057 3600.00
J1-14-20-2 13.00 0.133 3600.00 [ 13.00 0.133 3600.00
J1-14-20-3 10.00  0.000  740.13 10.00 0.000  81.82

J1-14-20-4 1323 0.118 3600.00 | 13.31 0.113 3600.00
J2-14-35-0 || 23.10 0.241 3600.00 | 23.33 0.219 3600.00
J2-14-35-1 21.50 0292 3600.00 | 21.57 0.281 3600.00
J2-14-35-2 || 20.00 0.252 3600.00 | 20.00 0.231 3600.00
J2-14-35-3 20.00 0.231 3600.00 | 20.00 0.231 3600.00
J2-14-35-4 || 20.00 0.253 3600.00 | 20.00 0.238 3600.00

polyla0 13.00 0.223  3600.00 | 13.00 0.235 3600.00
dighelok 99.98  0.192 3600.00 | 99.98 0.184 3600.00
Average 0.054 1338.77 0.052 1329.14
#OPT 33 34
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Table 3.9: Results of the Branch and Bound algorithm: Instances solved in less than 3600 seconds

Instance Pieces Nodes Time Instance Pieces | Nodes Time
three 3 0 0.76 J1.1020_0 10 8917 10.2
shapes_4 4 10 0.06 J1.1020_1 10 10627 8.3

fu5 5 511 0.67 J1.10202 10 12361 8.7

glassl 5 0 0.02 J1.10.20_3 10 957992 | 469.4
fu_6 6 153 0.16 J1.1020 4 10 117337 | 63,5
threep2 6 6536 1.14 J2_10.35.0 10 1691310 | 630.6
three2w9 6 17772 3.43 J2.1035_1 10 552708 | 189.8
fu_7 7 157 0.56 J2.10352 10 269290 | 101,3
glass2 7 2278 1.95 J2_10353 10 2725640 | 736,5
fu_8 8 277 0.84 J2.10354 10 1070385 | 281,5
shapes_8 8 11969 4.76 J1.12.20_0 12 67833 29,9
fu9 9 203094 37.58 || J1.12.20_1 12 106897 | 46.6
threep3 9 3056101 | 1107.1 || J1.12.202 12 24819 15,1

threep3w9 9 11803440 | 3365.6 || J1.12.20_3 12 21502 12.9
glass3 9 25200 21.4 J1.12.20 4 12 564821 | 282.5
fu_10 10 1133842 | 272.5 || J1_.1420.0 12 1162529 | 601.8
dighe2 10 3835 7,5 J1.14.20.3 12 219984 | 120.6

Table 3.10: Results of the Branch and Bound algorithm: Instances not solved in 3600 seconds

1 hour 2 hours 5 hours 10 hours

Instance Pieces LB UB LB UB LB UB LB UB Time | Optimum
J2-12-35-0 12 243 28.0 | 254 279 26.2 262 12803 26.21
J2-12-35-1 12 22.0 225 | 225 256 23.1 244 | 24.0 244 24.22
J2-12-35-2 12 20.0 23.0 | 20.0 23.0 200 230 | 204 220 21.50
J2-12-35-3 12 20.0 22.8 [20.0 220 200 220 | 21.0 217 21.73
J2-12-35-4 12 22.0 240 | 222 240 22.7 23.8 | 229 238 23.21
fu 12 322 335 | 331 331 5844 33.1
J1-14-20-1 14 11.0 11.7 [ 11.3 113 6004 11.3
J1-14-20-2 14 13.0 15.0 | 13.0 150 14.0 14.0 14996 14.0
J1-14-20-4 14 13.8 14.0 | 14.0 14.0 3984 14.0
J2-14-35-0 14 23.5 31.3 | 24.0 30.0 24.4 30.0 | 247 30.0 28.00
J2-14-35-1 14 22.0 30.0 | 22.0 30.0 23.0 30.0 | 23.5 30.0 28.00*
J2-14-35-2 14 20.0 27.0 | 200 27.0 20.0 26.0 | 20.0 26.0 24.75%
J2-14-35-3 14 20.3 26.0 | 21.6 260 220 26.0 | 22.0 26.0 25.00*
J2-14-35-4 14 20.0 26.0 | 20.7 26.0 21.3 247 | 21.5 247 24.00*
polyla0 15 13.0 17.0 | 13.0 16.2 13.0 159 | 13.0 159 15.07*
dighelok 16 95.0 1374 | 98.2 137.3 | 100.0 100.0 11109 100.0
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Chapter 4

Valid Inequalities for the HS2 formulation

In this chapter we present several classes of valid inequalities for the mixed integer formulation HS2 defined
in Section 2.3. We discuss the separation algorithms in the next chapter.

In a branch and cut algorithm additional inequalities are used to cut fractional solutions appearing in the
nodes of the tree. Nevertheless, in many different problems there are valid inequalities such that their sepa-
ration algorithms require a great computational effort and it does not make sense to use these inequalities.
Therefore, if the separation algorithms are too complicated, it can be better to branch rather than cut the
fractional solution. However, it is interesting to explore ways of improving the cutting process in the Branch
& Cut algorithm.

When we solve the linear relaxation of the HS2 formulation, with the binary variables relaxed to real
variables and bounded between 0 and 1, in many cases most of the pieces in the resulting solution are placed
at the origin, overlapping each other. One possible reason is that the relationship between the real and the
binary variables is too weak. In order to strengthen the relation between variables x; and y; and variables b; j,
pi-pj € P,k e{l,...,m;;}, we use X-Y inequalties defined in Section 4.1, and impenetrability inequalities
defined in Section 4.2. These two types of inequalities use the bounds on the reference point of the pieces,
so these inequalities are only valid for the branch created from the current node, because the bounds on the
pieces change every time the set of binary variables fixed to 1 is modified (see Section 3.2).

In Sections 4.3 and 4.4 we define cover and LU-cover inequalities. We propose a classification of the set
of binary variables depending on how many pieces are separated in a vertical direction. The idea is to find a
set of binary variables in such a way that the total width of the pieces which are being separated exceed the
width of the strip. Thus, not all of the variables in this set can take the value 1. LU-cover inequalities do not
take into account how pieces are sorted in the pile, whereas cover inequalities consider a specific ordering
of the pieces in the pile.

Finally, in Section 4.5, we present the transitivity inequalities, which are an extension of the idea pre-
sented in Section 3.3. The aim of these inequalities, as with LU-cover and cover inequalities, is to find a set
of binary variables which cannot take the value 1 simultaneously. In this case we use the transitivity of the
pieces instead of the width of the strip.
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4.1 X-Yinequalities

These inequalities improve the relation between x; and y; variables and variables b; ., Vp; € P, Vp; € P\p;,
Yk € {1,...,m;;}. We study two types of X-Y inequalities. The first type of inequalities modify the coeffi-
cients of the inequalities needed to describe the slices of the NFPs (Type I). The second type of inequalities
study the relation between one of the coordinates of the reference point of one piece and the binary variables
created from NFPs of the given piece and the rest of the pieces (Type 1I).

4.1.1 Typel

Let p;,p; € P, i # j be a pair of pieces. An inequality used for describing a slice k € {1,...,m;;} of the
NFP;; has the following structure:

m,-j
a(x; = x) + B = ¥) < D dibije 4.1)
=1
where «, 8 and g, Yt € {1, ..., m;;} are the coefficients described in Section 2.2.

Let us suppose that the corresponding slice is being used, i.e. b;jx = 1. We use the following notation:

oo =4 @ if a>0
“ 1 0 otherwise

y a if a<0
o o = .
0 otherwise

0 otherwise

.ﬁ,z{—ﬂ if >0

.ﬁ,,:{ﬁ it f<0

0 otherwise

Now we consider the positive terms of the left-hand side of inequality (4.1). The following condition
must hold:

’ 7 / //
a'xi+a xj+Byi+p7yj < qr

because a’x; + &"x; + f'y; + f”y; < a(xj — x;) + B(y; — yi). Let us consider the case in which a > 0
and 8 > O (the other cases are similar). That implies ¢” = §” = 0, @ = —a and §/ = -8, then

a'xi+a’xj+pyi+p"y; = —ax; = By; < —ax; — By; + ax; + py;.
In the case that b;j; = 0, the previous inequality may not be valid. However, if we multiply the right-

hand side by b; j, then the resulting inequality is valid because the coordinates of every piece, by definition,
must be positive. Therefore, inequality

& xi+a"x;j+ By +B"y; < qibiji
is valid.
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This inequality can be improved by adding to its right hand side the binary variables defined from the
same NFP whose coefficients are negative, i.e.:

& xi+a"xj+Byi+B"y; < qibijx + Z q:bijt 4.2)
teH

where H = {t € {1,...,m;j},t # k| q; < O}.

In the case of there being lower bounds on variables x;, x;,y;,y; greater than 0, inequalities (4.2) can
be improved. Let CX;,CX;,CY;, CY; be, respectively, the lower bounds. Inequality (4.2) can be lifted as
follows:

a’x,- + o/’xj +ﬁ,yi +,8”yj < (qr+ (I”CX,' + a'CXj +,8”CY,‘ +ﬁ/cyj)bijk
+ D (@ +a"CX;i+ &/ CX; +B'CY; + B CY b 4.3)
teH
We call inequalities (4.3) X-Y inequalities of type 1. These inequalities are valid because in each solution
exactly one slice of each NFP is used (one binary variable takes the value 1). Let b;; = 1 with [ € H U {k}.
At most two terms of the right-hand side in inequality (4.3) take a negative value, the other two taking the

value 0. Let us suppose that & = 8” = 0,0’ = —aand ' = -8 (@ > 0 and 8 > 0 is satisfied), then the other
cases are similar. Inequality (4.3) can thus be rewritten in the following way:

xi+Byi<q+ad CX;+pCY;

which is valid VI € {1, ..., m;;} because if we consider CX; and CY; instead of x; and y; in equation (4.1),
then the resulting inequality coincides with the previous one.

412 Typell

Let p; € P. In what follows we are going to study what the binary variables of the entire problem are such
that, when they take value 1, coordinates x; or y; have to be increased.

Let p; € P\ {p;} and let b;jx € VNFP;; (VNFP;; = {b;x[Vk = 1,...,m;;}). The minimum value that
x; or y; can take when b;j; = 1 is defined by the limits of the slice in the NF P;j-coordinate system, defi-
ned by X, iﬁk, Xk and ink‘ In Figure 4.1 we can see that X ji = —X; jx, X = X yﬁk = _yijk’)_’j,-k = _Xijk'

Figure 4.1 shows that the slice defined by variable b; i is placed in the third quadrant. Then when it is
used, it forces piece i to be moved x ik units in a horizontal direction because piece j protrudes from the left
of piece i. Then any inequality with this form, x; > x jikbi k> 1s valid. In the case that Y ik > 0 (slices in the
first and second quadrant), then inequality y; > yjl_kbl- jk 1s also valid. This idea is the same as the one we
used to lift the bound constraints in the HS2 formulation (see Section 2.3), but in this case we consider the
lower bounds on the coordinates of the pieces and we are going to include more binary variables from other
NFPs.

We denote by CX; and CY;, respectively, the lower bounds on x; and y;, Yp; € P. In Figure 4.1, if we
consider CX; > 0, we can see that inequality x; > x jikbi jk can be improved in the following way:

Xi = (Kjik + CXj)bijk “4.4)
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Figure 4.1: Relation between NFP;; and NFP ;.
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The inequality obtained from y; can be obtained in a similar way. If we consider NFPj;, we can add
any subset of binary variables satisfying x ik > 0 for each binary variable to equation (4.4). We define
H;j = {bij | X > 0} and Hlfj C H;;. Inequality (4.4) can be lifted in the following way:

X = Z (Ejiv + CXj)bijv 4.5)
bijVEH;j

Let p, € P\ {i, j} be another piece and let us consider the slices whose associated variables bjy,
k' € {1,...,m;} satisfy x,, > 0. These variables cannot be added to (4.5). It may not be valid because
pieces j and ¢ could both be placed to the left of piece i, and one on top of the other, in such a way that
Xi > ()_cﬁk + CX)b;j and x; > (x,;, + CX)bi, but x; > ()_cﬁk + CX)bij + (x,;, + CX)bjy is not satisfied.

However, if we build an inequality such that

X; > 0;jibiji + Oirkbink (4.6)

and the following conditions hold:

1. eijk < Xt + CXJ' and 0 < X T CcX,

2. Hijk + O < max{gﬁk + CXj’En‘k + CX;}
then inequality (4.6) is valid. If both variables take the value 0, then the inequality is valid. In the case that

exactly one of them takes the value 1, then by Condition 1 inequality (4.6) it is also valid. Finally, if both
binary variables take the value 1, inequality (4.6) is also valid because of Condition 2.

In what follows we generalize inequality (4.6) by considering any number of pieces. We study the coor-
dinate x; (the inequality for y; can be obtained in a similar way).

Let b* be a subset of binary variables of (J,.cp\(,; Hij in such a way that when every variable of b*
takes the value 1 it is possible to build a feasible solution for the problem. The set of all possible subsets of
binary variables b* is denoted by B*. Note that it is impossible for two binary variables of the same NFP to
appear in any subset b* because they cannot take the value 1 simultaneously. Let us consider the following
constraints:

xi > Z Z O;jvbijv @.7)
pj€P\{pi} bijyeH;;

such that the following conditions hold:
1. Oijk < Xjik + CXJ', ij € P\ {pi}, Vbijk € Hj;
2. VYb* € B, Zbijkeb* 01']']( < maxp, ;ep* Xjik + CX]'.

then, we say that inequalities (4.7) are X-Y inequalities of type II.
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Relation between inequalities X-Y of type I and type II

In the case that one coefficient @ or § in inequalities X-Y of type I takes the value 0, then it would be domi-
nated by inequalities X-Y of type II.

Let us suppose that § = 0 (case @ = 0 is similar). The corresponding inequality X-Y of type I has the
following structure:

o' x; + Cl”)Cj < (qr+ a’CX; + Cl’CXj)b,‘jk + Z(q, +a”"CX; + a/’CXj)bij,
teH
where just one of the coefficients @’ or @’ takes a value different from 0 and, furthermore, it is negative by
definition. Let us suppose that @’ < 0 and o” = 0. If we divide the previous inequality by a’, we obtain the
following inequality:

X; > pibiji + Z,utbi jt (4.8)
teH

where u; = (¢; + @’CX;)/a’. Inequality (4.8) has the same structure of an X-Y inequality of type II for x;.

In the case that @ # 0 and 8 # 0, an X-Y inequality of type I is not dominated by X-Y inequalities of type
1. If we look at the NFP represented in Figure 4.2, we can see that the slice defined by b; g is not rectangular,
so the extended slice does not match the original slice. The NFP-constraint obtained from the segment of
the NFP;;, which is necessary to define the limits of the slice associated with b; g, has the following form:

Xj — Xj +y; -V < 3bij1 + Sbijz + Sbijg + IObij4 + 13bij5 + bij6 - 3bij7 - 6b,‘jg

If we build the corresponding X-Y inequality of type I without taking into account the lower bounds
greater than 0, we get the following inequality:

Xj+y;j2 3b,‘j7 +6b,‘j8

The coefficient of variable b;;g in the inequality is 6. The only way to obtain this inequality using in-
equalities of type II is by considering the sum of two X-Y inequalities of type II, one for variable x; and
another one for variable y;. In both cases, the maximum coefficient of b;jg is 2 because x; ;s = Yig = 2, s0

the resulting coefficient of b; ;g in the sum of these inequalities is at most 4, and it is impossible to obtain the
value 6 for the coefficient in the corresponding inequality X-Y of type I.

However, if for each binary variable the associated slice has the same shape as its extended slice, then
X-Y inequalities of type I would be a particular case of X-Y inequalities of type II.

4.2 Impenetrability constraints

In the non-overlapping constraints (see Section 2.2), we can see the four variables which represent the coor-
dinates of the reference points for the given pair of pieces. These inequalities have the following structure:

mi;

a(xj = x) +BUj =) < ) dibi

=1

where i and j are the two pieces which are being separated, k € {1,...,m;;} is the slice of the NFP;; and the
inequality defines one of its edges.
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Figure 4.2: NFP;;

Coefficients x; and x; have different signs, —a and «, in all the inequalities of the NFPs which have
« # 0 and 8 # 0. The same situation applies to coefficients y; and y;, whose signs are, respectively, —3 and

B.

Let i and j be two pieces and let NFP;; be the associated Non-Fit Polygon. We are going to study the
minimum value of s := x; + x; + y; +y; in each one of the slices of the NFP;;. The core of the impenetra-
bility constraints is the separation of one piece from the origin because all the fractional solutions obtained
when the initial linear problem is solved place many pieces at the origin or very close to it, with a lot of
overlapping.

In Section 4.1 we presented the X-Y inequalities. In these inequalities we studied one or the sum of
two variables defined from the reference point of one or two pieces. Inequalities X-Y of type I study the
sum of two of these variables, where each one of the variables could be defined from different pieces. In
inequalities X-Y of type I, each variable associated with a coordinate of the reference point of any piece is
studied separately.

If we calculate the sum of four of the X-Y inequalities of type I, we can obtain a lower bound for s. In
the Impenetrability constraints this lower bound is improved and the resulting inequalities will have better
coefficients.

The Impenetrability constraints have the following structure:

s2 ) qibi (4.9)
I=1
where s = x; + x; + y; + y; and coefficients g, are obtained by solving:
q; = min s (4.10)
h,‘j[:l

In the case that there are lower bounds on x;, y;, x; or y; greater than 0, these coefficients would have
a greater value. These inequalities are then valid just in the corresponding branch defined from the current
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node on the branch and cut tree (local constraints).

The difficulty of obtaining an impenetrability constraint is given by problem (4.10). We need to solve
this problem in order to calculate coefficients g;, ¥I € {1,...,m;;}. Note that ¢, > 0 VI € {1,...,m;j}
because, by definition, none of the coordinates of the pieces can take a negative value.

In what follows we present two approaches to dealing with problem (4.10). The first approach, an exact
method, calculates the minimum value of s in such a way that there is a feasible placement for pieces i and
Jj that reaches this value. The second approach, an approximate method, uses a simplification of the slices
in order to alleviate the computational effort. If we use the second approach, the resulting inequality could
be slightly weaker because coefficients g; could be lower than those in the exact method.

Exact method for calculating coefficients ¢,

Letiand j be two pieces and let k € {1, ...,m;;} be a slice of NFP;;. We are going to calculate the minimum
value of s = x; + x; +y; +y; when b, = 1.

We use the notation described in Subsection 3.2.2. Let S;jx = {(x1,y1),...,(x,,y,)} be the set of r ver-
tices sorted in an anticlockwise order in the NF P;j-coordinate system. We denote the four quadrants by
O, t = 1,...,4. The geometric space defined by slice k in the NF P;j-coordinate system is given by the
convex hull of S;jx, conv(Sji).

First we calculate the coefficient g in the case that there are no lower bounds greater than 0. After that
we study how the lower bounds can be used to improve the coefficients.

Let us suppose that CX; = CY; = CX; = CY; = 0. A partition of R? is defined by quadrants Q,, t =

1,...,4. It is obvious that
= min min x| + .
ak tefl,..., 4}{(x,)’)660nv(5ijk)ﬂQr| [+ bl

We have to minimize |x| + |y| because any coordinate of piece j with a negative value in the NFP;;-
coordinate system has the following behavior in the stock sheet coordinate system (the bottom-left corner
of the stock sheet is located at the origin):

e If x < 0, then piece i has to be moved in a horizontal direction from the origin to the right in order to
place piece j in that position, in such a way that x; = 0 and x; = |x].

e If y < 0, then piece i has to be moved in a vertical direction in order to place piece j such thaty; = 0
(and y; = |y]).

In the case that the coordinates of piece j are positive in the NF P;;-coordinate system, the behavior in
the stock sheet coordinate system will satisfy:

e If x > 0, then piece i satisfies x; = 0 and piece j satisfies x; = x.
e If y > 0, then piece i satisfies y; = 0 and piece j satisfies y; = y.
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bijk

NFP;;-CS: by = 1 Stock sheet CS

Figure 4.3: Relative position of both pieces defined by point R = (=3, 3) such that s is minimi-
zed.

For each point in the NFP;;-coordinate system there is an associated placement for pieces i and j in
the stock sheet coordinate system in such a way that s is minimized. The relative position of both pieces is
fixed and any other values of the coordinates of the pieces placed in the same slice (respecting the relative
position) would have a greater value of s.

An example is shown in Figure 4.3. The pair of pieces is drawn in Figure 4.1 and the corresponding
NFP;; is drawn in Figure 4.2. Let us suppose that we use the point R = (=3, 3) in order to separate pieces i
and j. The reference point of pieces i and j is represented, respectively, in blue and green. In the stock sheet
coordinate system we have to place piece i and j as Figure 4.3 shows in order to minimize s, and the relative
position described by point R is satisfied. Then, x; = 3 and x; = 0, and coordinates Y remain with the same
value as in the NF P;j-coordinate system (NFP;;-CS).

In the case that there is a 7 such that conv(S ; x) N Q; = 0, then we consider min x.y)econv(S ;N0 |x|+[y] = 0.
If variable b;j; is incompatible, i.e. b;j; cannot take the value 1 because the pieces would exceed the limit
of the strip, then we consider that g, = 0. That is, we do not include it in the inequality because it can be
dropped from the problem.

Using the intersections of slice k with the quadrants, we define, forall# = 1, ..., 4, the following subsets:

Stk = 1, (037,

in such a way that the convex hull of points of S;J.k matches with conv(S;jx) N Oy, i.e. conv(S ﬁjk) =
conv(Sj) N Q. The intersection of two convex polygons will be a convex polygon, so conv(S ﬁjk) is the
convex polygon which contains the part of the slice defined by b;jx placed in Q;. Figure 4.4 shows a parti-
tion of slice k into two rectangles, the part corresponding to (5 is drawn in green, conv(S l.zjk), and the part
placed in O3, conv(S l.3jk) is represented in blue. The sets of points are the following ones:

Slzjk = {(_3’ 2)’ (_7’2)$(_7’ 0)’ (_3’0)}
Sl?’jk = {(_37 0)’ (_7’0)7(_77_1)’ (_3’_1)}
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Figure 4.4: Sets S ?jk and S ?jk built from slice k.

In this case there are no lower bounds on the coordinate of pieces. In order to obtain the coefficient g; of
an impenetrability constraint, we have to calculate the sum of the minimum value of each coordinate of i and
J in the NF P;;-coordinate system in all the relative positions given by the vertices of S E/'k’ Veefl,...,4}. In
the example shown in Figure 4.4 we can see that there are six points which we have to study. These points
are defined by S l.2jk and § fk The minimum value of the sum of the coordinates considering absolute values
is given by the point (-3, 0), and then g; = 3.

If the coordinates of both pieces have positive lower bounds, denoted as CX;, CY;, CX; and CY/, then
coefficients g; of an impenetrability constraint can be improved. In order to modify the coefficients we have
to take into account the unfeasible configurations.

The minimum value of g is:
QkZCX,'-f-CY,'-f-CXj-l-CYj
In the case that R = (CX; — CX;,CY; — CY;) belongs to slice k, i.e. if R € conv(S;j), then g; =
CX,' + CY,' + CXj + CYj.
Using the same idea presented above, quadrants Q;, f = 1,...,4 define a partition of R? such that
= min { min
te{l,.... 4} (xy)econv(T;ji)NQ;

In this case, instead of |x|+|y|, we use w. The value of w will be greater than |x|+]y|. Let us define w = w1 +w>
where w; denotes the sum of the X-coordinate of both pieces, which can be calculated in the following way:

e If x < CX; — CX; then we have to move piece i in a horizontal direction in order to place piece j in
such a way that x; = CX; and x; = CX; — x. In this case, w; = 2CX; — x.

o If CX; > x > CX; — CX;, then pieces i and j satisfy x; = CX; and x; = CX;. In this case, w; =
CX; + CX]'.

e If x > CXj, the pieces i and j satisfy x; = CX; and x; = x. In this case, w; = CX; + x.
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Similarly, w; denotes the sum of the Y-coordinates of both pieces, which can be calculated in the following
way:

e If y < CY; — CY;, then piece i has to be moved in a vertical direction in order to place piece j in such
away thaty; = CY; and y; = CY; —y. In this case, wp = 2CY; —y.

e IfCY; >y > CY;—CY,, then pieces i and j satisfy y; = CY; and y; = CY;. In this case, wy = CY;+CY;.
e If y > CYj}, then pieces i and j satisfy y; = CY; and y; = y. In this case, w; = CY; +y.

Then, for each point in slice k in the NF P;j-coordinate system, we can obtain the coordinates of both
pieces in the stock sheet coordinate system (x;, y;, xj, y;), for which w = s. By definition, lower bounds
of pieces are always satisfied and, furthermore, any other placement of both pieces satisfying the relative
position given by the point of the slice will produce a greater value of s.

The transformation of the relative position of both pieces in order to build a feasible placement for two
different points of the slice could produce the same value of 5. Furthermore, when we represent the point
which minimizes s in the NFP;;-coordinate system, it is not necessary to be at any vertex of S ;J.k for a
t =1,...,4. In this case, there is a vertex from S ;J.k such that the transformation will place both pieces in
such a way that the value of s is minimum.

To obtain gy, we calculate |s| in the NF'P;j-coordinate system and w for all the relative positions given by
the vertices of S ﬁjk, VYt e {l,...,4}. The minimum value would be g;. In Figure 4.4 we can see an example.
Lower bounds are CX; = 2, CY; = 1, CX; = 1 and CY; = 3. When we consider these lower bounds, then
configuration x; = 3, y; = 0, x; = 0 and y; = 0 is not valid because the lower bound would not be satisfied.
The minimum coefficient is given by vertex (-3,2) of § l.zjk, where:

(] x<CXj—CX,',SO(1)1 =2CXJ‘—X=5.
° y=CXj—CXi,S0a)2=CY,'+CY]'=4.

As w = w1 + wy =9, then g = 9. The transformation of point (=3, 0) produces x; = 4, y; = 3, x; = 1 and
y;j = 3, so at that point s = 11. In Figure 4.5, pieces i and j are drawn in the stock sheet coordinate system
in such a way that slice k is used and s is minimized. The dashed lines in blue represent the lower bounds
of piece i and the dashed lines in green represent the lower bounds of piece j.

If we consider CX; = 5, then gx = 10, which is obtained at vertex (=3, 2). Pieces are placed satisfying
xi = CX;,yi = CY;, xj; = CX; and y; = CY;. If we represent the relative position in the NF P;;-coordinate
system, we can observe that the point is (—4, 2), which is not a vertex of S lzjk
Approximated method to calculate g,

Let i, j € P. When a slice from NF P;; has more than 4 vertices, then it is generated from a concavity of the
NFP;;. This kind of slices has more complex shapes and we need more effort to calculate the coefficients of
an impenetrability constraint. Note that there are more vertices to be considered, so we have to study more
points in order to calculate the coefficient.

In this case, the idea is to consider the transformation of these complex slices (slices with more than 4
vertices) into extended slices, see Section 3.3.2. If the slice is approximated, then we have not guaranteed

that the coefficient obtained is the best one, i.e. the coefficient could be lower but the calculation is easier
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Figure 4.5: Position of pieces i and j such that s is mini-
mized when slice k is used (see Figure 4.4).

and faster.

Every slice is modified to have at most 4 vertices. We therefore have to study at most 4 + i points, where
h = 2 if the slice crosses one of the axes in the NF P;;-coordinate system or & = 4 if it crosses both axes.

In the following example we can see an NFP;; in which the impenetrability inequality obtained by the
approximate method, is dominated by the inequality obtained by the exact method.

Let us consider the NFP;; drawn in Figure 4.6. If there are no lower bounds on the pieces, the corres-
ponding impenetrability constraint obtained by the exact method is:

Xityitxjty; > 4b1y1 + Sbip + 3])123 +4b1p4 + 3b125 + 5b12(, +4b1p7 + 6[9128 + 1.5[91']‘9

On the other hand, if we calculate the coefficients using the approximated method, the extended slice
obtained from slice 9 is:
Sl’.‘j9 ={(-2.5,-1.5),(-0.5,-0.5)},

where these vertices represent, respectively, the bottom-left corner and the top-right corner of the enclosing
rectangle, so go = 0.5 + 0.5 = 1. All the other coefficients remain equal, and we obtain an impenetrability
inequality which is dominated by the previous one.

4.3 Cliques and Covers

The width (W) of the strip is given and fixed. There are therefore sets of pieces such that their total width
is greater than W, so the pieces of each of these sets cannot stacked up one on top of the other. That is, no
solution can use all the slices, which forces pieces to be placed forming a pile. In order to build a cliqgue or
cover inequality, in a first step we identify one of these sets of pieces and, in a second step, we try to find a
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Figure 4.6: NF P;; with a hole which defines a slice with 5
vertices, associated with variable b; 9.

set of binary variables (slices) of each NFP between these pieces in such a way that if all the selected binary
variables take the value 1, the configuration of the pieces exceeds the width of the strip. Cligue inequalities
are obtained by sets of 3 pieces and cover inequalities consider more than 3 pieces.

The inequalities studied in this section consider a specific order for the pieces. That is, it is important
to know which piece is placed at the bottom of the pile and in which order the rest of the pieces are placed.
If we place all the pieces one completely on top of the other (there is no parallelism between any pair of
pieces), then any order of the pieces in the set produces the same width of the pile. In the next section we
develop this idea.

If the binary variables that we consider in the inequality allow the pieces to match in a vertical way, that
is, when the segments obtained by the projection on the Y-axis of the pieces overlap, then the given order
of pieces could affect the total width of the pile, depending on the quantity of overlap in the Y-axis which is
allowed for each pair of pieces in the pile.

Let us take a pair of pieces i, j € P and let b; j; for some k € {1,...,m;;} be a binary variable which takes
the value 1. In order to identify if the separation of these two pieces forces one piece to protrude from the
other piece in a vertical direction, we are going to use the limits of the slice in the Y-axis. If we want the
total width of the two pieces to increase, the minimum width of arranging both pieces must be greater than
the width of both pieces separately.

Let{1,...,I} be a set of [ pieces. We call a stack a set of ordered pieces 1 —2 — --- — [, such that piece
p1 (or 1) is placed at the bottom of the pile, piece 2 protrudes from the top of piece 1 in a vertical direction,
and so on, with piece [ placed on the top of the pile. Let C(1,...,[) be the set of [ piles of pieces in such a
way that the order 1 — 2 — - - - — [ is satisfied but the starting piece can be changed. That is, the pile built by
2—-3—..-—1-1alsobelongs to C(1,...,I). We say that C(py, ..., p;) is a chain.
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Let us suppose that b;x = 1 and Yk is strictly positive. That is, piece j is placed satisfying y; > y; + Yk
On the other hand, if y;; < 0 and b;jx = 1, then piece j is placed satisfying y; < y; + Yiik (see Figure 2.10).
Now we are going to use some notation used in Section 2.3 with some changes. Let i and j be a pair of
pieces. Uj; is the set of variables whose associated slices separate piece j upwards from piece i and piece i
protrudes from below piece j (note that this definition is somewhat different from that used in Section 2.3).
In a similar way, Dj;j is the set of variables whose associated slices separate piece i upwards from piece j and

piece j protrudes from below piece i.

Uy = {k |y, >0, Y=y, <w)

Djj = {k | Yip <0, |Y;=Yiul<wj}

Note that U;; = Dj;. In Figure 4.7 we can see an example.

binf o
b1 bi2g
P2
b123 b1y
b124 b1z
bi12s

Figure 4.7: U, = {1,2,8}, D1» = {4,5,6}.

In what follows, we define a partition of Uj; (Dj;) for classifying the binary variables, taking into account
the amount of overlap allowed in a vertical direction for both pieces.

We denote by U?j (D?j) the subsets of binary variables which separate piece j entirely on top of i (piece
i is separated entirely from on top of piece j).

{kGUl‘j | Yij_XiijO}

0
Uj
0 . =
D} = (keDy | |¥;—Ful=0)
In the example appearing in Figure 4.7, U ?2 = {1} and D?z = {5}.
Let vl.lj = minkeUij\U?j Yij - Yiik (6}j = mingep, DY 1Y;; = Yiul). We define the following subsets of
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variables:

1 . Y =l

Uj = Wwely | Y-y, =vy
X — 1

Dy = {keDij | [Y;=Yiul=0;

In the example represented in Figure 4.7, we can see that U}z ={2,8}, D}z ={4,6}, U}z =2 and 6}2 =2

; ; t—=1 -1 e mi V.. T e i _
Iteratively, if we have already defined Ul.j , Dl.j and Vi i Mg et us, Y;j Yok ((5l.j =Mt D} Y, ;

¥ ), then we define:

{kEU,‘j | Yij—_liijkzvgj}

t
Ui
t
D),

ke D;; | |X,~j _yijkl = 5§j}
Let v;; € N (6;; € N) be the integer such that the following condition holds:

6,/
i

° U #0 (D)7 + 0)

5,‘_,‘+1

Ut =0 (D

)

= (D)
Then we have built a partition for U;; (similarly for D;;),

Vij

vs=Juy  @y={Joy
s=0 s=0

in such a way that variables in U l?j (Dﬁj) allow pieces i and j to match in a vertical direction less than variables
from U?, (D?.), where t < s < v;; (t < s < 6;5).
ij Ny J J
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We say that U;; (D;;) has v;; + 1 (6;; + 1) classes. Variables from Uij” (Dl.J’.’ ) belong to class vé/. (6?/.).

Now we present a preliminary result. The idea is fix a binary variable to 0 such that, if it was fixed to 1,
the relative position of the pieces associated with the corresponding NFP would exceed the width of the strip.

Theorem 1
Let i, j € P. If there is a variable b;j for any k such thaty;; > W —wj ory;; > W — w;, then all feasible
solutions s of the problem satisfy b;j; = 0.

Proof:
Ifbijg=1,thenW—-w;2y;2y; >W-wjor W—w; 2y; 2y >W-—w. §

Theorem 2
Let i, j, k € P. If there are three subsets U’ ;< Uij, U }k C Ujx and Uy, C Uy; in such a way that the following
conditions are satisfied:

1. UL #0,U #0and Uy, # 0.
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2. For each subset:

o Ifke Ulfj, such that k£ belongs to class v (k € Ul.vj), then <, Ul. cuj.

o Ifke U;.k, such that k belongs to class v (k € U;k), then <, UJk cUj.

e If k € U;,, such that k belongs to class v (k € U})), then <, U ki cu.

We denote by T the highest class given by variables from U ’J Similarly, we define Tj.k and 7,
respectively, as the highest classes given by variables from U Loand Uy

3. Letw; €R and w2 € R be, respectively, the largest and the second largest value of the following real

s v Then,

numbers: {v i Jk ,vkl .

witwi+twy—@ —wy > W

If 1, 2 and 3 are satisfied, then inequality (4.11) is valid.
Z bijs + Z bjis + Z bris < 1. (4.11)
SEUI.'J. SEU}k seUy,

We say that the previous inequality is a vertical clique (or just a clique) inequality associated with chain
C(, j, k).

Proof:
The different feasible orderings for stacking three pieces with chain C(i, j, k) are:

(a) i— j—k: Thatimplies that piece i is placed below piece j and, simultaneously, piece j is placed below
piece k.

(b) j — k —i: That implies that piece j is placed below piece k and, at the same time, piece k is placed
below piece i.

(¢) kK —i— j: That implies that piece k is placed below piece i and, at the same time, piece i is placed
below piece j.
The combination which produces the minimum total width is the one that allows more overlap ina Vertl—

cal direction between the adjacent pieces. Let us suppose that @ = v Jand @, = vjk ,l.e, v, j” >v ,’(k > v k
The other cases can be proved in a similar way.

As vl]" > v, J’" and v £ > Uy i , the combination with less width is given by chain (a). The amount of width

used is w; +w; + wy — wl wz, which by hypothesis 3 exceeds the width of the strip. So if any variable of
bijs € U ;j takes the value 1, then it is impossible to build a feasible solution. Thus it is satisfied that:

> bijs+ Y bjs <1

seU/, sel’,
ij Jk

In order to add the term ZceU’ by;s to the left hand side of the inequality, we have to prove that none of the
variables in set U, can take the value 1 simultaneously with any variable of sets U ! or U !
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e If both by;; € U ]’d, bijr € U! ; take the value 1, then we get the combination k — i — j which produces a
stack wider than i — j — k, so the width of the strip is exceeded.

o Ifby, €U ]’a. and bji; € U ;j take the value 1, then we get combination j — k — i which produces a stack
wider than i — j — k, so the width of the strip is exceeded.

In conclusion, inequality 4.11 is valid when @ = v:}j and wy = v;l’f. By applying this argument to the

remaining cases, we obtain that inequality 4.11 is valid in all cases. §
Theorem 3
Let iy,...,i, € P be r pieces and let U;(s+l) C Ugs+1),1 < 5 < r, where i, = iy, in such a way that the

following conditions hold:

° U;(s+1)¢®’ 1<s<r
1
o Ifke U;(s+1) such that k € UE(HU, then <, Usan) € U_:‘(s+l)'

e We denote by ¢* the highest class given by variables of U’ Then,

s(s+1) s(s+1)°
r r
t?(1+l) t:(‘(‘+])
Z Wi = (Z Vige) ~ Ureer)) > Wo (4.12)
=1 I=1
1 . ti(ﬂl) t7(1+1)
where 7 € {1,..., r} satisfy: Vries) S Vigrly Yie{l,...,r}.
Therefore, inequality 4.13 is valid.
p
> b -1 4.13)

=1 bigenreUyy,

We say that inequalities 4.13 are vertical covers, or just covers, associated with chain C(1,2,...,r — 1).

Proof:
If r = 3, we really have a clique inequality because the third condition is the same in both cases.
Let us suppose that the combination with the minimum total width is given by:

1-2—---—r
that is, this is the combination which allows more overlap between adjacent pieces in a vertical direction.

If a binary variable from U ;(S 1y 1 < s < r takes value 1 then, by the third condition, the stack exceeds

the width of the strip and any solution satisfies:

Z bigsk <r—1

=1 b[(l"'l)kEUI,(lJrl)

r—1
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because for the left-hand side to take its maximum value r, it would be necessary to fix one binary variable
of each subset U 1,(1 11 to 1, which is unfeasible.

To get inequality (4.13) we need to add the sum Zb],keu;l b1, to the left-hand side. Note that any com-
bination obtained is such that }};_, sz<z+1>k€U,’<,+,) big+1)k = r exceeds the width of the strip, because any way
of stacking the pieces produces a pile wider than the combination defined by 1 —2 —- - - — r. Then inequality
(4.13) is valid. §

All the results presented above can be modified in order to build cligues and covers in a horizontal di-
rection. In order to build these inequalities we need an upper bound of the length of the strip, L,,. The
following definitions are similar to the vertical case.

Let i, j € P be two pieces. We denote by R;; the set of variables whose associated slices separate piece
Jj to the right of piece i and, furthermore, piece i protrudes from the left of piece j. Similarly, we define by
L;; the set of variables whose associated slices separate piece i towards the right of piece j and, furthermore,
piece j protrudes from the left of piece i.

Rj = (k| 3,20 Xyj-x,<l)

Lij = tk | yip<0, |X;—Xipl <}

Note that R;; = Lj;. In what follows we define a partition of Rjj (L;j) in order to classify binary variables,
taking into account the quantity of overlap allowed between the given pair of pieces in horizontal direction.

Leti,je Pandletk € {1,...,mij}. We define R?j (L?j) as the subset of variables whose associated slices
separate piece j towards the right of piece i (piece i towards the left of piece j), described in the following
way:

R?j {keR;; | X,-j—)_cijk=0}
Lg = {keli | |Xij_xijk|:0}

1o i Y. _ 1o — % .
Letp;; := MiNycp, 0 Xij = X (A 1= MiNyey,\10 |X;; — %ijkl)- We define:

Rilj {keRij | Xij_zijkzpilj}

Lj = {keLy | IX;-%ul =4

—ij

Tteratively, let pf; := min;p (-1 R Xij = X (A 7= mimyep et L, X, — Xijl). We define:
keRy | Xij—x; =pj)

t
R,
t
L}

Let p;; € N (4;; € N) be the integer which satisfies:
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. Rfj’ #0 (ijf" # ()

° Rf}j+1 — @ (L;l;'j+1 — @)

Then, we have built a partition of R;; (L;;),

Pij

j-Ury au=Uy
s=0 s=0

in such a way that variables from jo (Ll’.j) allow pieces i and j to match in the horizontal direction less than

variables from Rfj (ij) with 1 < s < p;; (1 <5 < 4;)).

A
i

i

We say that R;; (L;;) has p;; + 1 (1;; + 1) classes. Variables of Rf:’ (L ;

) belong to class pj; (/lgj).

Theorem 4
Let i, j, k € P. If there are three subsets le ; CRjj, R;.k C Rjr and R;a. C Ry; such that the following conditions
hold:

1. R;j +0, R;.k * (Z)andR,’a. # 0.
2. For each subset of variables:

o Ifke R;j such that k belongs to class v (k € RIVJ.), then UZSVRﬁj CRy.
o Ifke R}k such that k belongs to class v (k € R;k), then (<, R.ljk CRy.
e If k € R}, such that k belongs to class v (k € R},), then (<, Rfa. CR;.

We denote by 77, the higher class given by variables from U7 .. Similarly, 7%, and 7, denote the higher
J 13 J i
class given by R;.k and R}, respectively.

li+lj+lk—wl ) >Lsup
where @) € R and @, € R are, respectively, the largest and the second largest value of the following

™ T P
real numbers: {pij’.’ , pj;f Pt

Then inequality (4.14) is valid.

Dby + D b+ Y buis < 1. (4.14)

SER]. SER’, SER’.
ij Jk ki

We say that this inequality is a horizontal clique associated with chain C(i, j, k, i).

Proof:
Similar to Theorem 2.
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Theorem 5
Letii,...,i, € P be r pieces and let R’
conditions hold:

C Ry(s+1), 1 < s < r, where i,y = i1, such that the following

s(s+1)

o R 0, 1<s<r

s(s+1)

o IfkeR such that k € UV( 1) then | J;<, U s(9+1) CR

s(s+1) s(s+1)”
e We denote by ts(s ) the highest class given by variables from RS(S Ty Then:
h(h+1) T(T+l)
Z I = (Z Unthet) ~ Pree)) > Loups
1 . t:’(7+1) h(h+l)
where 7 € {1,...,r} satisfies: p <p VYhefl,...,r}.

T(r+1) — h(h+1)’

Then inequality (4.15) is valid. We say that this inequality is a horizontal cover associated with chain
1-2—---—r—-1.

r

> b sr-l (4.15)

h=1 byne1k€Us,, 1

Proof:
Similar to Theorem 3.

Let us consider the example with three pieces shown in Figure 3.1 and W = 7. We build a clique
inequality as follows:
First, we identify the following sets of variables:

* U1 ={bi21}y U12 {b122, b12g}. Furthermore, v, = 1y v12 =2.

* Ug3 = {by31}. Furthermore, v»>3 = 0.

* UO ={b13s5}y U31 {b134, b136}. Furthermore, v3; = 1y U31 =2.
Then, if we consider the following subsets:

e Uj, =1{b121,Db122, b128}.

o U)y = {ba}.

e U}, = {b13s}.

we can see that wi + wp + w3 — @ —wr =4 +3+3-2-0=28> W, so the corresponding cligue is:

bi21 + b122 + b1og + b3 + bizs < 1
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4.4 LU-cover inequalities

LU cover inequalities have a similar idea to cover inequalities. The main difference is that in LU cover we
do not take into account the order of the pieces when building a pile. That is, in the inequality we consider
variables of NFPs from each pair of pieces of the set of pieces chosen to build the pile.

We denote by Y; i (Y, j) the maximum (minimum) value of coordinate Y of the NFP;; in the NFP;;-
coordinate system.

In order to know the extent that piece j protrudes from piece i in the vertical direction when a given
slice is used, b;jx = 1, we need to calculate I_/[j =Y if Y >0, 0r (=D)Y;; = (=Dy;j if y; < 0. This is a
measure of the overlap allowed for pieces i and j in the vertical direction, and we have to compare it with
the minimum width of pieces i and j. If the difference is less than the minimum width of pieces i and j, then
piece j must protrude from piece i. In the case that Y < 0andy;; > 0, the slice would allow piece j to be
placed such that y; = y; and piece j would not protrude from piece i.

Let i, j € P. We define by U;i (D;"j) the set of binary variables whose associated slices separate piece j
from on top of piece i (piece i on top of piece j):

=
|

= {Bijk | (=DY;; = (=D)yij <wij}
U = {Bijk |?ij _Xijk < W,‘j}

where w;; := min{w;, w;}.

In Figure 4.8 we present an example in which w; = 5 and w; = 6. Slices defined from variables
{bo, b1, b7, bs} separate piece j from on top of piece i. Variable by forces piece j to be placed entirely on top
of piece i, i.e. if by = 1, then pieces i and j cannot overlap in the vertical direction. If we look at the slice
defined by by, pieces can be placed in such a way that an overlap of 4 units in a vertical direction is allowed,
then piece j would protrude just 2 units from piece i because w; = 6 and piece i would protrude 1 unit below
piece j. Note that U;fl. = {by, b1, b7, bg} and D;.l. = {b3, by, bs}.
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Figure 4.8: U7, = {bo, b1, b7, bs} and D; = {b3, by, bs}.

Let C = {i},...,i;}, 1 <r < N r, be a set of r pieces, and let Ul{vi, c U;

isiy’

D;,, D, #0, V1 <s<1<r. Wedenote by h the index of a variable b;,,;, which satisfies )_)fj =Y;;and I

U/, # 0and D,. C
Lsl Isly
[

the index of a variable b;_j,» which satisfies yfj = Xij. We always consider that b; ;,, € U z{Si, and b; ;v € D;sit'
We denote by UD; , :=U;;, UD; ;. Notethat U; , = D;, Vi, i; € C.

Theorem 6
If inequality (4.16) is satisfied, then inequality (4.17) is valid. We say that this inequality is an LU-cover
inequality.

Swi-s > W (4.16)
s=1
r—1 r r—1
DD B < Dr-9-1, (4.17)
s=1 l=s+1 keUleSi s=1
where
r—1
0 := max { Z Gr(yr+ ) Broyra+ 1)1}
e 3 e

T(O)T(t+1)

q-(r+1y being the amount of overlap over the Y axis of pieces 7(f + 1) and 7(z) when b1y = 1. 7{C}
is the set of all the permutations of the pieces in C. An element 7 € 7{C} is defined by 7 = {r(1),...,7(r)}
where V1, 7(¢) = i; for some [ € {1, ..., r}.
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Proof:
From equations Z;";jl Bijx = 1 for each NFP;j, 1 <i < j < N used in HS2 formulation, we get:

r-1 r r—1
22, 2y Buks =9,
s=1 I=s+1 keUD;Sil s=1

Let us suppose that there is a solution satisfying the previous inequality as an equality. Note that all
pieces i1, .. .1, have to be separated using slices whose associated binary variables belong to U Dl'.j.

In order to calculate the minimum width given by any pile built with pieces iy, . . . i, we add up the width
of the pieces as if they were placed one on top of the adjacent piece and then for each pair of adjacent pieces

we have to subtract the maximum overlap allowed along the Y axis.

The minimum width of the r pieces is given by the left hand side of inequality (4.16), which is grea-
ter than W. Then, it is not possible that Z;;} Diesiq 2kevD, . Biik = Zg;i(r—s), so inequality (4.17) holds. §
R isi]

In the example appearing in Figure 4.8, the coefficients are:

gijo = 0
gijj = 4
qij1=qijs = 2
qji3 =qjia = 3
gjs = 0

Note that variables b3, bs and bs belong to U;fl. = ij and we have to calculate how much piece j
protrudes from piece i.

4.5 Transitivity inequalities

The idea of these inequalities is to identify subsets of variables which cannot take the value 1 simultaneously
by studying the relative position between more than two pieces. If a given slice is used to separate pieces
i1 and iy, and at the same time another slice which separates pieces i; from i3 is used, then there could be
some binary variables from VNF P;,;, (the set of variables defined from NFP;,;,) that cannot take the value
1 because the problem would become unfeasible. We will use the classification of the binary variables into
sets U, D, R and L. defined in Section 4.3.

These inequalities could be more accurate without using the classification of the binary variables but the
computational effort would increase considerably. In order to reduce the effort needed to know which slices
are incompatible, we will use the extended slices defined in Section 3.2.2.

In Section 3.3.2 we present an example of incompatibility involving three pieces of instance shapes8. In

Figure 3.10 we can see that if variables 12 = 1 and b33 = 1, the variable b,36 cannot take the value 1, so
inequality b12y + b3g + bo3e < 2 is valid in all the nodes of the branch & cut tree.
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Note that we can consider more variables in order to lift the previous inequality. If we look at NF Pj3,
variables b)3y, b33, baza, ba3s, bass, bass are also incompatible with bjp; = 1 and bj3g = 1, so the inequality
b12o + b13g + bazy + by33 + bozg + byss + brzg + byzg < 2 is also valid.

In the previous inequality we consider more than one binary variable from VN F P»3. It is possible to add
other binary variables from VNF P, and VNF P35 instead of these variables from VNF P;3, but we would
have to check that there is no combination of three binary variables taking the value 1 producing a feasible
solution. In Section 3.3.1 we presented several conditions to determine whether three binary variables are
incompatible.
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Chapter 5

Separation algorithms

In this Chapter we present separation algorithms for some of the inequalities presented in Chapter 4 and
some computational results.

In Section 5.1 we present the separation algorithms for both types of X-Y inequalities. For X-Y inequali-
ties of type I we use an exact procedure which is based on studying each one of the inequalities (9.7) used in
the HS2 formulation (non-overlapping inequalities). For X-Y inequalities of type Il we propose an iterative
procedure which builds either the most violated inequality or the inequality which is closest to being viola-
ted by the current fractional solution.

Separation for the Impenetrability constraints is discussed in Section 5.2. Finally, in Section 5.3 we
present an algorithm to add all the cligues at the root node and two separation algorithms for the cover
inequalities. The computational experiments in all the cases show that the separation algorithms require a
great computational effort and, despite the fact that we need to explore fewer nodes on the solved instances,
the computational time increases and it makes no sense to add the separation algorithms of these inequalities
to the Branch & Bound algorithm described in Chapter 3.

We do not present any separation algorithm for the LU-cover inequalities described in Section 4.4 or the
Transitivity inequalities defined in Section 4.5 because our computational experience shows that the separa-
tion algorithms that we have tried work in a similar way to the cover inequalities and it is not appropriate to
add these inequalities to the Branch & Bound algorithm.

5.1 X-Y inequalities

In Section 4.1 we presented two types of X-Y inequalities. X-Y inequalties of type I are based on the non-
overlapping constraints used in HS/ and HS2 formulations. These inequalities have an easy separation,
obtaining at most one X-Y inequality for each inequality used to describe a slice in the HS2 formulation. On
the other hand, X-Y inequalties of type Il have a more complex separation. We study both coordinates of
each piece and binary variables with a greater value are included in the inequality. Note that in this case we
study the interaction of one piece with all the other pieces.

In order to separate X-Y inequalties of type I, we study each one of the inequalities (9.7) in the HS2
formulation defined from each NFP. These inequalities have the following structure:
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mi;

k k kfh
ol (xj = x) + B (v - yi) < hza,-f bijn (5.1)
=1

where 1 < i < j < N, k € {I,..,m;}. In the case that agf # 0 and ﬁfjf # 0, i.e. the corresponding
X-Y inequality has on the left-hand side two variables, then we build the X-Y inequalty of type I (see Section
4.1). Otherwise, we do not build the inequality because it would be dominated by an X-Y inequality of type I1.

In order to separate X-Y inequalties of type II, we consider each one of the coordinates of each piece
and, in each case, we build the most violated (or closest to being violated) by the current solution X-Y in-
equality of type II. Let s’ be the solution given by the linear problem of the current node. We denote by
B* = {bjj | blfjk >0, V1 <i<j< NVl <k < my}, where b}, denotes the value of variable b; j in the
solution s”. The set of variables B* contains the binary variables of the HS2 formulation whose values in the
current solution are positive.

Let i € P. In what follows we build two inequalities, one for each coordinate of piece i. We define the
following sets of binary variables:

® B}, :={bij € B" | pj € P\ pi}, x> 0)
. B;i :={bijx € B | pj € P\ {pi}, Y ik > 0}

The order of the variables in vectors By and B;,- is given by the value of the given variables in the current
solution in non-increasing order, i.e. the first positions are taken by the variables with large values in the
current solution (s”).

Lett, = |By|y ty = |Bj;|. We build the X-Y inequality of type II for coordinate x; in t, steps. In a similar
way, we build the X-Y inequality of type II for coordinate y; in 1, steps.

Let A; be the maximum value that the coefficient of any binary variable b;jx € By, j € {1,...,N}, j # i,
can take. At the beginning we consider that 1; = 0,Yp; € P\ {p;}.

In a first step we include the first variable of vector B}, bl’.‘jI ke in the inequality. The corresponding
coefficient is 6 := ﬁjl x, T CXj, where gjfl ik, denotes the minimum value defined by bj‘jl x, On the X-axis in

the NFP;,; coordinate system.
The inequality has the following structure:
Xi 2 Q)lcbfjl ki
When G)I‘bl.jl ky is added to the inequality, we update the value of A; = 6. The previous inequality is
going to be updated by adding more terms to the right-hand side until all the variables of B} have been

studied. Let bszkz € B}, (b;‘j2 r, € VNFPij,) be the next variable of B}.. The coefficient, 6}, is calculated in
the following way:

e Ifji=/p= 9; :)—Cjzikz +CXJ'2.

. . N
o Ifji# jp=>0)= Xiiky T CXj, = r=Lr#i,jp A
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If ji = j», then variables bfjl k and bszkz belong to the same NFP and as it is not possible for both
to take the value 1 at once, their coefficients do not interfere. However, if j; # jp, then it is possible for
these two variables to take the value 1 simultaneously, so the sum of both coefficients must be lower than
or equal to the maximum value that each coefficient could take individually. Note that er\’: Vi, Ar = o7
In the case that ) < 0, the variable is not included in the inequality. If 6 > 4;,, we update the value 4;, = 6;.

The inequality is modified in the following way:

X 7.X X 7.X
X = leijlkl + QZbijzkz

Let us suppose that we have already done ¢ iterations, ¢ < t,, there are new variables in the inequality
and 4;, j # i, has been updated in such a way that the following inequality holds:

t
x> ) 0bY (5.2)
r=1
where several coefficients 87,7 = 1,...,¢ may have taken the value 0. Let bfjm . be the next variable of
B;. to be studied. The maximum coefficient of bfjm ko 1O add this variable in constraint (5.2) is given by:

N
t+1 = E].rJrll'errl + CXj’“ - Z /lr

r=1,r#i, 41
In the case that 0f+1 < 0, we consider 0;‘“ = 0 and we do not add variable bz)'cjm . to the constraint.
If 67, > 0, we add a new term to the inequality, and in the case that 67 > 4;,, then the value of 4;,, is

updated by 4;,, = 6'

t+1°

Once all the variables of B} have been studied, a new X-Y inequality of type I is built:

Ix
. X 7, X
X; > Z 6:b;; 1,
r=1

The inequality X-Y of type II corresponding to coordinates Y can be obtained similarly:

ty
. y
Yi 2 Z 60,
r=1

¢ being the coefficients calculated in a similar way to 6%, and bi’] the variables belonging to B;

k

Any X-Y inequality is added to the linear problem of the current node and every node created in the
same branch when it is violated by more than . Initially we consider € = 0.1. The inequalities which are
violated by less than € produce a slight modification of the current solution, so we do not add them to the
linear problem.
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5.1.1 Computational results

In order to study the effect of the XY inequalities, we have considered three different versions of the Branch
& Cut algorithm. The first one separates both types of inequalities (XY/ + XY2), the second version sepa-
rates just the second type of XY inequalities and the third version only tries to find XY inequalities of type I.
In Table 5.1 we can see the computational results obtained by these three versions on instances described in
Table 1.2. The time limit on all the algorithms is one hour.

We can see that, in general, the computational effort needed to separate XY inequalities of both types is
not justified. The first column in each algorithm is the lower bound that the algorithm reaches in one hour.
The second column represents the relative GAP (%). A value of —1 represents that the given algorithm
is not able to find any feasible solution. Note that in instances fu and dighel, no algorithm is able to find a
feasible solution, so the gap does not make sense. The first algorithm also fails to find a feasible solution
for instance polyla0. If we look at instances for which the gap is positive (unsolved instances), we can see
that the best results are obtained with XY/, probably because it is faster and the algorithm studies a larger

number of nodes.

The third and fourth columns represent, respectively, the computational time used by CPLEX and the
computational time required by the separation algorithm. We can see that the last algorithm has a lower
separation time than the first two, that is, the separation of the XY inequalities of type 2 is very slow.

Finally, in the two last columns we include the number of binary variables fixed to 0 (incompatible va-
riables, see Section 3.3), and the number of XY inequalities added in the whole branch and cut tree.

5.2 Impenetrability constraints

In Section 4.2 we defined the impenetrability constraints. These inequalities study the sum of the coordi-
nates of two pieces and the relation of this sum and the binary variables belonging to the NFP.

We build the impenetrability constraint for each pair of pieces i, j € P only in the following cases:

e There is a variable b;j; € VNFPij such that the value in the current solution is fractional, between 0
and 1. Note that if there are no variables of VNFP;; with a fractional value in the current solution,
then there is a variable with a value of 1, which means that pieces i and j are separated and no

impenetrability constraint is violated.

e The enclosing rectangles of both pieces have a non-empty intersection. In the case that the intersection
is built, then the pieces are separated and no impenetrability constraint would be violated.

Once we have decided to build the inequality, its coefficients can be calculated by using either the exact
or the approximate methods described in Section 4.2. The exact method requires a very high computational

effort and the separation would be very slow.

Every time an inequality is built, it is added to the linear problem in the case of it being violated by more
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than e, i.e. if:

s = Z qlbfﬂ <-e (5.3)
=1
where s* = x7 +y + x; + y;‘. x5, i x y] y bl 1w Yk € {1,...,m;;} being the values in the solution of the

corresponding variables. Initially we con51der that e =0.1.

5.2.1 Computational results

In Table 5.2 we can see the computational results of the branch and cut algorithm when XY of type 1 and
impenetrability inequalities are identified and added. We have used instances described in Table 1.2.

The second column shows the lower bound that the algorithm reaches after one hour. The gap is represented
in the third column. The fourth column shows the number of nodes of the branch and cut tree. The total time
and the separation time are represented, respectively, in the fifth and sixth columns. The number of fixed
binary variables (FV) throughout the tree is represented in the seventh column. The next column, NRest,
shows the number of inequalities added in all the nodes and the last two columns represent, respectively,
the number of inequalities added in the root node and the lower bound obtained after the root node is studied.

We can see that the computational effort needed to separate the impenetrability constraints is not justi-
fied. Branching is a better strategy than trying to find these types of inequalities.

5.3 Cliquesy Covers

In Section 4.3 we defined the clique and cover inequalities. The idea of separating these inequalities is based
on finding a set of pieces and a set of binary variables in such a way that the sum of the values of the binary
variables is as high as possible and they force the pieces to pile up.

Let C’ = C(1,2,...,r),3 < r < N be a chain of pieces and let U’ S(s+1) C Ugs+1),1 < 5 < r, and

U’, € U, be the subsets of the chosen binary variables. Let B* := [J_; ! U;(s Y U}, In order to identify
violated inequalities, the next two conditions must be satisfied:

(AP) Pieces must be stacked, i.e. the sum of the given binary variables must satisfy:

2, b2

i jkEB
where blfjk denotes the value of the variable in the current solution.

(EX) The total width of the given pieces subtracting the maximum overlap of the pieces in a vertical direc-
tion must exceed the width of the strip. That is, condition (4.12) must be satisfied.

In the next subsection we present an exact method for the separation of the cligue inequalities. In
Subsections 5.3.2 and 5.3.3 we propose two different heuristic algorithms, a first algorithm with a more
exhaustive search and the second algorithm which is simpler and faster.
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Table 5.2: Branch & Cut + IMPENETRABILITY + XY1

Problem IMPENETRABILITY + XY1

LB GAP  Nnodes Time  Separation time FV NRest NRO LBO
three 6.00  0.00 24 0.09 0.00 0 10 0 4.00
shapes4 24.00  0.00 9 0.08 0.00 0 7 7 21.27
fus 17.89  0.00 459 0.20 0.00 15 158 4 14.00
glassl 45.00  0.00 0 0.12 0.00 0 5 5 45.00
fu6 23.00  0.00 169 0.16 0.00 3 65 4 14.00
tresp2 933 0.00 6854 2.85 0.48 11 962 8 5.00
tresp2w9 8.00  0.00 15792 7.38 1.01 986 7486 8 4.00
fu7 24.00  0.00 171 0.20 0.02 9 72 19  14.00
glass2 45.00  0.00 2060 3.98 0.53 141 2016 22 34.00
fu8 24.00  0.00 700 0.72 0.05 46 559 4 14.00
shapes8 26.00  0.00 10845 8.77 0.87 690 6029 15 16.00
fu9 25.00 0.00 178004  110.37 10.34 13011 105137 31 14.00
tresp3 13.53  0.00 2776978 1860.98 187.83 17520 714015 6 5.00
tresp3w9 10.00  0.09 4448536 3524.59 361.50 251912 2979949 12 4.00
ful0 28.69 0.00 813207  651.57 57.21 63194 531849 24 14.00
dighe2 100.00  0.00 3765 15.80 0.98 401 3834 66 67.00
fu 30.00 0.12 2224684 3405.10 394.93 206344 2296365 25  14.00
polyla0 13.00 022 1228164 3528.90 312.13 237736 4281461 112 13.00
dighelok 89.10 0.33 311068 3594.03 209.18 31542 378513 143 56.00
J2-10-35-9 || 18.62 0.00 789616  794.95 63.32 94169 905585 22 12.00
J2-10-35-8 || 22.00 0.00 123512  103.02 10.26 9803 86340 11 12.00
J2-10-35-7 || 18.67 0.00 254364  239.31 20.40 35617 353998 18 12.00
J2-10-35-6 || 18.00 0.00 1932739 1838.85 131.51 230074 1940402 12 12.00
J2-10-35-5 || 20.00 0.00 432430  396.26 31.90 50271 405917 10 12.00
J2-10-35-4 19.44  0.00 1030523 932.39 64.18 178838 1532060 14  12.00
J2-10-35-3 || 20.37 0.00 2149237 1839.77 138.22 182364 1984297 5 12.00
J2-10-35-2 || 19.95 0.00 195338  223.44 24.55 26882 240879 19  12.00
J2-10-35-1 || 21.30 0.00 287296  263.94 23.62 27610 236471 19  12.00
J2-10-35-0 || 23.66 0.00 1093007 1251.19 134.47 155785 1202051 11  12.00
J1-12-15-9 || 12.00  0.00 13678 23.74 2.40 1794 14828 28 6.00
J1-12-15-8 17.00 0.00 143581  326.67 24.38 9895 89891 21 8.00
J1-12-15-7 13.00 0.00 135682  206.37 19.31 13612 136873 20 6.00
J1-12-15-6 1471 0.00 1133536 1829.47 136.06 157573 1648729 23 8.00
J1-12-15-5 1355  0.00 1368169 2039.49 208.98 149769 1323670 26  7.00
J1-12-15-4 || 17.50 0.00 646391 1155.98 97.42 65418 488509 27 8.00
J1-12-15-3 1093  0.00 602760  889.94 78.52 74640 675109 34 7.00
J1-12-15-2 || 16.00 0.00 159673  264.39 21.53 15253 121729 24 8.00
J1-12-15-1 14.00 0.00 978985 1557.73 157.98 109504 1132158 39  6.00
J1-12-15-0 || 15.00 0.00 64039 123.72 11.19 6111 54182 10 6.00

5.3.1 Finding all the Cliques

Cligue inequalities consider combinations of 3 pieces. What is needed is a subset of binary variables such
that if two variables take the value 1, then the three pieces are stacked and the pile exceeds the width of the
stock sheet.

Let us consider the directed graph G = (V, E). The set of vertices V represents all the variables in the
problem, i.e. each vertex is associated with a binary variable b;j, for any i, j € P, k € VNFP;;. We add an
arc for each pair of vertices (b;jx,, bij,x,)» i» j1, j2 € P.

Then, by construction, any maximal clique of G = (V, E) involves at most three pieces. Note that it is
possible for a clique to involve only two pieces. We do not take into account these cliques. In order to build
a clique inequality we consider the maximal cliques in graph G = (V, E)) which involve exactly three pieces.

Then, all the sets of three pieces and the respective subsets of binary variables needed to build a clique
inequality (see theorem 2) are given by all the maximal cliques in graph G = (V, E). We use the Patric and
Ostergérd ([52]) algorithm to obtain all the maximal cliques in the graph.
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5.3.2 SCI algorithm

SC1 is a heuristic algorithm for separating clique and cover inequalities. In a first step we choose a promi-
sing chain of pieces, i.e. the relative position of the pieces form a pile. In order to obtain the chain of pieces
we solve a shortest path problem in a graph. In a second step we select the binary variables that we will
consider in the inequality of each NFP formed by two pieces of the chain.

We denote by N,,;; the minimum number of pieces needed to exceed the width of the strip. Let P, be
an ordered list of pieces in a non-decreasing order of width. Then, we need the first N,,;, pieces of P, to
exceed the width of the strip.

Let wy,;,;, be the minimum width such that, when we add up the width of the N,,;,, — 1 first pieces of Py,
and wy,,,, then the width of the strip is exceeded. We denote by p,;, the piece which satisfies:

* mein > Wmin
e There is no piece whose width is less than wy,;, and greater than w), . .

Let N* be the number of pieces whose width is greater than wy,;;,.

In order to obtain a chain of pieces we build the next graph. Let G = (V, A) be a directed graph repre-
sented in Figure (5.1). We denote the set of vertices by V and the set of arcs by A.

The set of vertices is formed by r + 1 copies of each of the N* widest pieces (r > 3) in such a way that
|V| = (r + 1)N*. We represent the different copies of piece i by i, i + N*, i+ 2N*,..., i+ (r+ 1)N*. Initially
we consider that r = N,;;,, because it makes no sense to consider fewer pieces (condition (EX) would not be
satisfied). Then, we study the case r = Ny, + 1.

Set A is formed by arcs (i, j) such thati € {tN*+1,...,tN*+N*}, je {¢+ DN* +1,...,(t+ DN* + N*}
and p;_41n+ # pimv: Yt €{0,...,r}. That is, i and j make reference, respectively, to the # and 7 + 1 copy
of pieces p;_s+ and p;_+1)n+, Which are represented in columns ¢ and ¢ + 1 of the graph. Note that i and j
have to make reference to different pieces. The cost of arc (i, j) is given by:

1 -

keUi_ N j—q+1n*

’
bi—tN*,j—(t+l)N*,k

Once the graph G is generated, we calculate the N* shortest paths between each one of the vertices in
the first column and the vertices in the last column (last copy), in such a way that the initial and the final
vertices of the path represent the same piece. If there is a path whose length is lower that 2, then the chain
of pieces given by the path satisfies condition (AP) and i would be interesting to study it.

Lety = (i1, ..., i 1) be the shortest path. In order to reduce the notation, we consider now that iy, ..., i,
make reference to the pieces and not to the copies. One of the following conditions hold:

(a) The chain given by path y does not repeat any pieces with the exception of piece ij.

(b) Thereis a piece iy, k # 1 such that it appears more than once in pathy,i.e. y = (i1, ..., 0ks s lky- .- ir,01).
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Figure 5.1: Directed graph used to obtain the set of pieces

We do not study case (b) because the value of the binary variables is strongly reduced and the given
path is not promising to find a violated inequality. We will continue studying the shortest path with other
endpoints.

If case (a) holds, then we consider the chain given by the path in order to build a clique or a cover
inequality (condition (AP) holds). Then, we have to check if condition (EX) is satisfied.

Path vy provides the chain C,, = C(iy, ..., i,). We know that the following condition holds:
L Yoiwi, >W
2. Zb[jkeBT bijk > r — 2, where BT := iiq Uss+y U U

Condition 1 shows that pieces exceed the width of the strip if they cannot overlap in the vertical direc-
tion. On the other hand, condition 2 shows that pieces form a pile because the sum of variables that we
consider is greater than or equal to » — 2. Note that we consider all possible matchings of pieces in the
vertical direction because we consider all the binary variables whose slices separate both pieces in the NFP
in a vertical direction.

We define A, := 2321w, — Wand hgp, 1= Zbijke g7 bijx — (r — 2). These two numbers make reference to
the slack that conditions 1 and 2 have.

LetS := (V\2,..., vz(r’:ll);r, ') be the vector of allowed overlap. Initially, as we consider all variables of

Ty(s V(s
subsets Ugs+1y, s = 1,...,r— L and Uy, then v >t = v W0

s(s+1) = Ts(s+1)

and v = vV,

The chain C, defines r feasible orderings of the pieces. Each one of them can be obtained by changing
the piece which is situated at the bottom of the pile, and the subsequent pieces are given by the next pieces
of C, until all the pieces are stacked. In order to obtain the ordering with more overlap in the Y axis, i.e.
the ordering of the r pieces in such a way that the width of the pile is minimum, we have to add up all the
elements of vector S with the exception of the minimum value, which makes reference to the pair of pieces
with less overlap allowed.
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Ts(s+1)

sst1)? Y v’ /1 }. The width of the ordering with maximum overlap, a,,, is given by:

Let ' = min{minj<s., v

s<r

Ts(s+1) tr ’
a, = E wi, — ( E ;(;+1)+Ur -5
We consider these two cases:

o Ifa, >W (X t;((;jrll)) + ' — 5’ < hey), then we have found a violated inequality by adding all the

variables of B to the inequality.

e In the case that a,, < W, then the ordering with the minimum width fits on the strip. We then try to
eliminate some variables of B in order to forbid certain overlaps of pieces in the vertical direction.

When we are in the second, we select one of the subsets U* € U+1) U U,1 and eliminate variables in
the following way:

(P1) We select aset U, € U4y YU Uy which has not been studied yet.

(P2) We calculate the overlap of the class of variables that we are going to eliminate as s¢* = max{s’, W —
am + €}, where € > 0. We denote by c* the class which allows more overlap in such a way that the
overlap is lower than or equal to sc*. Note that we eliminate the variables which allow placements
with an overlap greater than sc* in order to attain one of the following goals:

— The width of the minimum ordering exceeds W.

— The ordering with minimum width is changed.

(P3) Let Uy = U < If it is satisfied that 3 beU; b < hgp, i.e. when variables which allow more overlap are

eliminated and pieces are still stacked, then we update the sets B « (BT \ U,) U U 1y U. < Uy,
In the case that condition ZbGUT b < hgy)p holds, we label all the sets as not studied. If the previous
condition is not satisfied, then set U, is labeled as studied.

(P4) If the new chain with minimum width exceeds the width of the strip, we have found a violated inequa-
lity. Otherwise, we go back to step (P1).

5.3.3 SC2 algorithm

For each piece p;, i = 1,..., N we calculate:

U; {]I]izu > €}

where u;‘] = 2bipels; bl +- Note thatif € > 0.5, then je U; = i ¢ U;.

This algorithm consists in building a tree for each piece. Let i € P. The nodes of the tree represent the
pieces. The root node is given by piece i. The successors of a given node k are the pieces of U, such that
the chain given by the nodes form the root node to k can generate a violated clique or cover inequality. Let
C be the chain of pieces from the root node (i) to the node defined by piece kK e U Letay = X, eccwr
and let 9y be the maximum overlap allowed by chain C. Let By = Zlcl ! ”?:(z) cu +1)). In order to add a
successor, the following conditions must be satisfied: ’
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1. Bk’ < e

2. apy —opy <W

We consider that e = 0.4 and &, = 1.7. In a future study it could be interesting to change these
parameters.

In the case that Condition 1 is satisfied and Condition 2 is not, adding the root node to C we obtain a
chain that produces a violated cligue or cover inequality. In the case that Condition 1 is not satisfied, we
reject chain C and close node k.

5.3.4 Computational results

In Table 5.3 we can see the effect of adding the cliqgue and cover inequalities to the Branch & Cut algorithm.
We have used instances presented in Table 1.2. We present the computational results of three algorithms.
The first one, (A), adds all the clique inequalities at the beginning and then there are no separation algorithms
for any type of inequality. The second algorithm, (B), separates the cligue and cover inequalities using the
SC1 algorithm. Finally, (C) uses the SC2 separation algorithm.

The first column in each algorithm shows the lower bound that the algorithm reaches after one hour. The
gap is represented in the second column. The third column shows the number of nodes of the branch and
cut tree. The total time is represented in the fourth column. The fifth and sixth columns show, respectively,
the number of inequalities added at all the nodes and at the root node.

As happened with the previous inequalities, these separation procedures require an excessive computa-
tional effort and it does not make sense to use them in the Branch & Cut algorithm.
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Chapter 6

Constructive algorithms

Introduccion

In Chapter 3 we presented an exact algorithm for solving Nesting problems. The instances used in the tests
were described in Table 1.2. Due to the great difficulty of proving optimality, the number of pieces in these
instances was not larger than 16. Furthermore, we did not consider the rotations of the pieces, so the pro-
blem was easier than the general case in which some rotations can be allowed.

The Nesting instances that can be found in the literature usually have more (up to 99) pieces. With
respect to rotation, there are instances for which specific angles of rotation are allowed. These angles are
usually 0° — 180° or 0° — 90° — 180° — 270°. The difficulty of solving a nesting instance increases when
rotation is allowed. There are very few cases in which free rotation is permitted.

In this chapter we study different constructive algorithms based on the insertion of the pieces one at a
time. In order to add a piece, a mixed integer problem is solved. We try to find the optimal insertion of a
given piece, keeping the relative position fixed between the pieces already placed.

In Section 6.1 we present the core of the constructive algorithm and we make a comparison between
the formulations GO and HS2 described in Chapter 2. In Section 6.2 we do a computational experiment
considering the initial insertion of more than one piece.

An interesting approach for the insertion of one piece is the trunk insertion, described in Section 6.3.
The idea is to allow certain movements on the pieces already placed while a new piece is being inserted.

Finally, we propose two different objective functions for breaking ties when for the current piece there is
more than one placement which minimizes L. We add the coordinates of the pieces in the objective function
with small coefficients. The computational tests show that the results obtained are slightly better. However,
computational time increases when the objective function is more complex.
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6.1 Initial models

In Chapter 2 we presented the mixed integer models GO, HSI and HS2. The GO formulation does not use
Fischetti and Luzzy’s slices, so when a binary variable takes the value 1 the relative position between the
given pair of pieces is less restrictive. That gives more flexibility to the GO model compared with HS2 (or
HS1). On the other hand, the GO model is harder to solve to optimality, and when the set of binary variables
is very large the corresponding MIP can become impossible to solve.

The core of the constructive algorithms is the optimal insertion of the pieces, one at a time, and the
fixing of the relative position between all the pieces already placed. Let us suppose that there are k pieces
already placed into the strip and we want to place the next piece from a given list. The relative position of
the k pieces is fixed, so the corresponding binary variables are fixed and the number of binary variables in
the model is reduced. The only binary variables that we are going to consider in order to add piece k + 1 to
the current solution belong to the NFPs defined by piece k + 1 and all the pieces already placed.

If the Nesting problem that we want to solve has a large number of pieces, then insertion of the k" piece
requires more computational effort than insertion of the j* piece if k > j. In particular, the MIPs used for
the insertion of the last pieces are much harder to solve because the piece to be inserted must be separated
from all the pieces already placed, so we have to consider many NFPs and the number of binary variables
increases considerably.

The two models that we compare in the constructive algorithm are GO and HS2, because HS2 works
better than HS/ and uses the same slices. In both models we eliminate the inequalities defined to avoid
symmetrical solutions (see Section 2.4). The objective is to insert the new piece in the optimal position,
and if these inequalities are used and a piece with the same shape has already been placed, then the feasible
region for the piece may be reduced considerably.

The constructive algorithmic scheme is presented in Algorithm 2, independently of the chosen model.

Let m = (i,...,iy) be a permutation of the pieces which defines an order for inserting them into the strip.
The angle of rotation used for each piece is denoted by 0;,i € {1, ..., N}. The vector 6 = (o1, ..., on) denotes
the rotations considered for all the pieces. The set of all allowed rotations is denoted by O = {o', ..., 0™},

where n, represents the number of allowed rotation angles.

The initial MIP takes into account the first n;,; pieces and it is solved to optimality. The value of n;,;
when we use the HS model could be greater than in the GO model because of the behavior of the models
(see 2.5). At the first step we include the pieces iy, ..., iy,

Then, when we have a solution with the first n;,; pieces, we fix the relative position of these pieces by
fixing the binary variables of the previous MIP and then we add the next piece from n. The set of binary
variables considered in the new MIP are the ones in relation to the newly added piece. In order to include
the new piece in the model we have to modify the bound inequalities (see constraints (2.5), (2.6), (2.23) and
(2.24)) and the non-overlapping constraints (see constraints (2.7), (2.8), (9.7) and (2.27)). Iteratively, we
add the pieces one by one until piece iy is placed.

The MIPs are becoming harder to solve as they consider more pieces, and the difficulty of finding the
optimal solution increases considerably when the instance has a large number of pieces. If at the beginning
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Algorithm 2 Constructive algorithm
Require: 7 = (i,...,iy), 0 = (01,...,0n);
Solve MIP with the first n;,; pieces of r;
B'ni = bk | bijx = 1 in the current solution, i, j < njy;, k = 1,..,m;;}
NPp=Hini,
while np < N do
Fix the binary variables B"”.

np + +;

Select iy, and add it to the model,

Solve MIP.

B"? = {b; | bjjx = 1 in the current solution, 7, j < np,k = 1,..,m;;}
end while

we consider n;,; = 12, then the model has 66 active NFPs, which means that it has to deal with the binary
variables defined in 66 NFPs. On the other hand, if we have already placed 66 pieces in a large instance,
then the next MIP that we have to consider for inserting piece 67 also will have 66 active NFPs.

To solve the MIPs we use CPLEX with a time limit of 100 seconds. If CPLEX does not prove optimality
within this time, it returns the best feasible solution that it has found, but if no feasible solution is found,
then the constructive algorithm fails.

Letty,...,t, be the types of pieces, where v denotes the number of different types of pieces. Each type ¢;
has a number of copies in order to represent pieces with the same shape. Letnj, j = 1,...,v be the number
of pieces of type ¢;. The probability of selecting a given piece is

A(t;
P(t)) = ﬁ
A(T)
where A(#;) denotes the area of #; and A(T') denotes the total area of the different types of pieces. The vector
7 is built iteratively, piece by piece, choosing the pieces by using the previous probability. When all the
pieces of a given type are included in 7, then the type is eliminated and the probabilities are recalculated.

The first computational test we have done compares the constructive algorithms with both models (GO
and HS2) and the bottom-left corner (BLC) on the set of instances presented in Table 6.1. These instances
have been obtained from Table 1.1, but we eliminate instance glass/, glass2 and glass3 because they are
easy to solve and we also eliminate instances poly3b, poly4b and poly5b in these preliminary tests. On the
other hand, we add other instances by considering a different rotations of the pieces. Shapes2-0, swim0,
trousers0, shirtsO correspond to shapes2, swim, trousers and shirts with fixed orientation. With a similar
notation we have used instances poly2a, poly2b, poly3a and poly4a and poly5a without rotation. Instances
have been grouped into three sets depending on the rotation of the pieces. The instances of each group
appear ordered by a non-decreasing number of pieces.

Instances swimm0 and swimml have been created by reducing the number of vertices of several pieces
of instance swim in such a way that a feasible solution for instances swimm0 and swimml are also feasible
for instance swim. The average number of vertices is reduced from 21.9 to 12.8. Instance swimm0 has the
same pieces as swimml, but rotation is not allowed.

115



Table 6.1: Nesting instances used in the constructive algorithms

Instances Types of Pieces Number of pieces Average of vertices Plate width Problem type

dighe2 10 10 4.7 100 Jigsaw puzzle
polyla0 15 15 4.6 40 Artificial
dighel 16 16 3.87 100 Jigsaw puzzle
shapes2-0 4 20 7.5 15 obtained from blaz1
poly2a0 15 30 4.6 40 Artificial
poly2b0 30 30 4.53 40 Artificial
shapesO 4 43 8.75 40 Artificial
poly3a0 15 45 4.6 40 Artificial
swimmOQ 10 48 12.8 5752 obtained from swim
poly4a0 15 60 4.6 40 Artificial
trousersQ 17 64 5.06 79  obtained from trousers
polySa0 15 75 4.6 40 Artificial
shirtsO 8 99 6.63 5752 obtained from shirts
albano 8 24 7.25 4900 Garment
shapes2 4 20 7.5 15 Artificial
dagli 10 30 6.3 60 Garment
shapes1 4 43 8.75 40 Artificial
swimm]1 10 48 12.8 5752 obtained from swim
trousers 17 64 5.06 79 Garment
shirts 8 99 6.63 5752 Garment
fu 12 12 3.58 38 Artificial, convex
mao 9 20 9.22 2550 Garment
marques 8 24 7.37 104 Garment
jakobs1 25 25 5.6 40 Artificial
jakobs2 25 25 5.36 70 Artificial

In Table 6.2 we have run each algorithm 20 times, building different orders of pieces () and choosing
the rotation of each piece (8) randomly. For each order we call three different constructive algorithms: the
first one uses the HS2 formulation, called CHS2, the second one uses the GO formulation (CGO) and the
third one is the bottom-left corner (BLC) implemented by A.M. Gomes and J.F. Oliveira (and kindly provi-
ded by the authors).

In the constructive algorithms CGO and CHS2 we have considered n;,; = 1. In Section 6.2 we study the
effect of changing this parameter. The objective function considered in both cases is L. In Section 6.4 we
propose other objective functions.

We can see that the best results, in general, are obtained with the CGO (GO formulation), but the compu-
tational time increases considerably when the instances have more than 30 pieces. In 18 out of 28 instances
the constructive algorithm CGO obtains the best average length and in 13 instances obtains the best solution.
On the other hand, CHS?2 is faster than CGO and in instances with a large number of pieces such as swim it
is clearly better than CGO. In CGO what happens is that CPLEX cannot prove optimality in 100 seconds,
so it gives an upper bound which can either be very bad or it cannot find a feasible solution at all and then
the constructive algorithm fails. For instances swimm0 and swimml, the constructive algorithm CGO only
provides a feasible solution in 5 of the 20 runs and the quality is very low.

If we look at constructive algorithm CHS2, we can see that the results, on average and for the best solu-
tions, are better than the BLC and its computational time is lower than CGO. The computational time of the

116



BLC is not comparable because in many instances the time of one iteration is less than one second. The next
computational test that we present consists in increasing the number of BLC iterations in order to produce a
computational effort similar to CHS2. In Table 6.3 we can see the results for the BLC in 1000 runs, while
the other two constructive algorithms remain equal (20 runs, the same as Table 6.2). The third column in
each algorithm represents the total time.

Table 6.2: Comparing CHS2, CGO and BLC in 20 runs

Set of CHS?2 CGO BLC
Instances Av. L BestL  Av. Time Av. L Best L.  Av. Time Av. L BestL  Av. Time
dighe2 143.8 130.9 1.0 142.5 130.0 0.9 166.4 135.5 0.1
polyla0 18.2 16.2 2.7 17.8 16.8 3.8 20.0 17.2 0.1
dighel 143.6 131.7 2.3 138.0 122.0 4.2 170.6 145.7 0.1
shapes2-0 30.4 28.9 19.2 30.0 28.7 61.1 31.9 29.9 0.1
poly2a0 33.7 30.3 31.5 33.2 31.8 563.2 35.3 33.7 0.2
poly2b0 36.4 34.6 31.0 35.9 33.0 495.8 38.2 36.1 0.6
shapes0 70.6 65.0 36.7 70.4 64.0 374 69.8 66.0 0.2
poly3a0 49.1 46.6 156.7 49.1 46.6 1852.9 51.0 48.4 0.3
swimmO 8281.6  7102.0 1414.2 || 12365.3 97347 1894.1 7560.8  7253.9 1.1
poly4a0 63.5 61.4 783.2 66.5 63.0 3058.2 66.1 63.4 0.4
trousersQ 296.8 279.4 2235 283.9 266.6 386.9 286.9 279.8 0.4
poly5a0 79.8 77.0 1643.6 82.0 77.9 4280.5 81.8 78.2 0.5
shirtsO 67.4 65.2 830.6 68.9 65.4 2737.5 68.5 65.1 0.3
albano 11189.1 10721.1 9.7 || 11078.6 10337.5 28.6 || 11785.1 10661.7 0.4
shapes2 30.7 29.4 18.3 30.4 28.7 67.8 32.0 30.0 0.3
dagli 66.9 62.7 11.1 65.4 63.0 63.5 722 66.9 0.5
shapes1 65.7 61.0 473 68.9 62.0 42.6 67.2 63.0 0.4
swimm]l 8033.0 72494 1343.7 || 143709 7917.6 1835.1 74534  7165.8 2.9
trousers 283.7 267.9 199.9 271.6 261.7 494.0 277.2 254.7 1.2
shirts 67.3 65.0 807.0 69.1 66.4 2549.2 807.0 65.3 0.8
fu 39.1 35.4 1.0 37.8 344 0.9 43.0 36.0 0.8
mao 2229.9  2048.7 7.6 2219.1  2061.2 15.5 23522  2148.4 0.9
marques 90.8 85.2 8.7 89.0 83.8 29.8 93.4 85.5 1.5
jakobs1 14.3 13.0 4.0 14.2 13.0 3.0 14.6 13.0 0.7
jakobs2 29.7 28.0 4.9 29.5 28.0 6.2 31.2 29.8 0.5

The average length of the 1000 iterations in the BLC remains similar, but we can see an improvement in
the best results. In Table 6.2 the BLC algorithm finds the best solution in 4 instances: shirtsO, swimml and
trousers. However, if we look at Table 6.3 we can see that BLC provides the best result in 16 instances and
the total computational time remains lower than CHS?2.

Note that CHS2 algorithm takes more than 100 seconds to build a feasible solution in the following
instances:

e No rotation: poly3a0, swimm0, poly4a0, trousers0, poly5a0 and shirtsO0.

e Rotation (0-180): swimml, trousers and shirts.

We call hard instances those instances for which CHS2 needs more than 100 seconds to build a feasible

solution. In general, these instances have a large number of pieces. As the size of the corresponding MIP
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Table 6.3: Comparing CHS2, CGO with 1000 runs of BLC

Set of
Instances

dighe2
polyla0
dighel
shapes2-0
poly2a0
poly2b0
shapes(O
poly3a0
swimmO
poly4a0
trousersO
poly5a0
shirtsO

albano
shapes2
dagli
shapes1
swimml1
trousers
shirts

fu

mao
marques
jakobsl1
jakobs2

Av. L

143.8
18.2
143.6
30.4
33.7
36.4
70.6
49.1
8281.6
63.5
296.8
79.8
67.4

11189.1
30.7
66.9
65.7

8033.0
283.7
67.3

39.1
2229.9
90.8
14.3
29.7

CHS2
Best L Total Time

130.9 20.1
16.2 53.3
131.7 46.9
28.9 384.3
30.3 631.0
34.6 619.5
65.0 733.4

46.6 3133.8
7102.0 28284.3
61.4 15664.6
279.4 4470.9
77.0 32872.7
65.2 16612.2

10721.1 193.8
29.4 365.5
62.7 222.4
61.0 945.8

7249.4 26874.3
267.9 3997.4

65.0 16140.7
354 19.5
2048.7 152.6
85.2 173.2
13.0 79.8
28.0 97.6

Av. L

142.5
17.8
138.0
30.0
332
359
70.4
49.1
12365.3
66.5
283.9
82.0
68.9

11078.6
30.4
65.4
68.9

14370.9

271.6
69.1

37.8
2219.1
89.0
14.2
29.5

CGO

Best L Total Time

130.0
16.8
122.0
28.7
31.8
33.0
64.0
46.6
9734.7
63.0
266.6
77.9
65.4

10337.5
28.7
63.0
62.0

7917.6
261.7
66.4

344
2061.2
83.8
13.0
28.0

18.5
76.4
83.6
1222.2
11263.2
9916.5
748.5
37057.3
37882.2
61164.7
7738.3
85609.9
54751.0

571.9
1356.0
1270.0

851.9

36702.7
9881.0
50983.2

19.0
309.1
595.5

59.6
124.8

Av. L

164.7
20.4
171.3
31.6
353
38.4
70.5
50.5
7540.8
66.0
295.5
81.3
68.4

11628.7
31.2
72.2
65.0

7311.0
281.7
67.1

39.8
2330.4
94.7
14.9
30.9

BLC

Best L Total Time

138.2
16.8
140.2
29.0
322
33.6
65.5
46.5
6790.4
61.3
272.0
76.4
65.0

10545.3
28.4
63.2
57.0

6720.0
253.5
63.3

333
1921.2
83.0
13.0
27.8

39.7
72.1
64.7
57.0
102.3
310.8
75.6
140.8
530.3
198.2
2224
262.2
173.1

223.9
161.9
239.5
184.4
1440.7
609.9
385.8

42277
451.2
770.6
369.7
262.1

formulation increases, then CPLEX needs more time to solve each one of the corresponding MIPs.

In what follows we are going to explore the behavior and possibilities of the HS2 model. The next sec-

tions study different options for the constructive algorithm CHS2.

6.2 Studying the initial number of pieces considered (7;,,)

The next computational test is focused on the n;,; parameter. We consider several instances from Table 6.1
and we build 20 solutions for each instance and for each n;,;; = 1,...,12. We present three tables, one
for the average lengths, another one for the length of the best solutions and finally a table for the average

computational times.

In Table 6.4 we can see the average length obtained. We can see that if n;,; increases, then the average

length is reduced, so the quality of the solutions is better.

In Table 6.5 we can see the best solution obtained in each case. In 10 of the 20 instances the best solution

is found when n;,; = 12 and in 7 instances the best solution is found when n;,; = 11.
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Table 6.4: Average lengths in 20 runs

polyla0 17.9 17.9 18.1 18.1 18.1 18.1 18 18.1 18.1 17.5 17.5 17.6
dighel 142.9 142.9 142.9 141.1 141.7 140.3 140.4 137.7 135.7 132.6 128.9 129.1
shapes2-0 30.5 30.5 30.5 30.4 30.4 30.3 30.2 30 30 30 29.8 29.8
poly2a0 334 335 335 335 335 335 338 33.4 33.7 33.6 33.6 329
poly2b0 36.7 36.7 36.7 36.7 36.8 36.8 36.6 36 36.2 35.6 35.9 35.6
shapes0 69.5 69.5 69.5 69.4 69.3 69.5 69.3 69.2 69.1 69.2 70.6 69.4
poly3a0 48.8 48.8 48.8 48.9 48.9 489 48.6 48.7 48.6 489 48.7 482
albano 11189.1 | 11189.1 | 11125.7 | 11296.2 | 11255.9 | 11195.5 | 11172.6 | 11123.3 | 10984.5 11132 | 10978.2 | 11031.2
shapes2 30.7 30.7 30.5 30.7 30.7 30.6 30.9 30.1 30.2 29.9 30 30.2
dagli 67.5 67.6 67.6 67.5 67.8 67.3 66.5 66.5 66.7 66.2 66.3 66
shapes1 67.9 67.9 67.5 67.3 67.4 66.4 66.1 66.3 66.4 66.8 65.9 65.7
trousers 283.4 282.8 280.8 282.7 281.2 285.5 283.4 281.9 278.4 278.7 279.7 2753
shirts 66 66.9 65.8 66.1 66 66.5 66.1 66.2 66.2 66.1 65.9 65.5
fu 39.1 39.1 39.1 39.1 383 38.1 37.5 37.6 36.8 37.1 36.6 36.6
mao 2229.9 | 22299 | 22299 | 22299 | 22299 | 2229.8 | 22443 | 23279 | 2271.8 2260.1 2264.8 2244.7
marques 90.7 90.7 90.8 91.2 90 89 89.5 88.5 88.9 87.4 88.8 89.6
jakobs1 14.3 14.3 14.3 14.3 14.3 14.3 14.3 14.3 14.3 14.3 14.3 13.9
jakobs2 29.7 29.7 29.7 29.7 29.7 29.7 29.8 29.7 29.6 29.8 29.1 29.3

Table 6.5: Best solution obtained in 20 runs

Mini = 1| M =2 | i =3 | npi =4 | mii =5 | i =6 | npi=7 | ini =8 | nypi =9 | nypi =10 | njp = 11 | ngy = 12

polyla0 16.1 16.1 16.1 16.1 16.1 16.1 16.1 16.1 16.7 16.4 16.2 15.8
dighel 131.7 131.7 130.1 128.5 128.5 128.5 127 1275 117.1 115.1 115 116.7
shapes2-0 28.7 28.7 28.7 28.2 28.2 28.7 28.5 27.9 28.4 28 28.2 28
poly2a0 31.7 31.7 31.7 31.7 31.7 31.7 31.7 31.2 31.1 31.2 31.4 30.4
poly2b0 34.6 34.6 34.6 34.6 34.6 34.6 34.6 33 335 33.4 332 32.6
shapesO 64.5 64.5 64.5 64.5 64.5 65 65 65 64 64 66 63
poly3a0 47.6 47.6 47.6 47.6 47.6 47.6 46.1 46.9 459 46.2 46.9 46.4
albano 10721.1 | 10721.1 | 10592.5 | 10721.1 | 10426.1 | 10792.8 | 10772.5 | 10461.7 | 10586.8 10641 | 10205.8 | 10508.1
shapes2 28.8 28.8 28.8 29.3 29.5 28.8 28.3 29.2 27.8 28.6 28.2 28.1
dagli 63.5 63.5 63.5 63.5 64.2 63.3 62.5 62.9 62.5 63.1 63.3 62.4
shapes1 60 60 60 60 60 60 60 60 61 62 61 61
trousers 263.5 262 264.5 261.5 258.6 259 270.3 262.1 261.9 262 257 256.2
shirts 64 65.1 63.2 64.4 64 64.2 64 63.9 64 63.7 64.5 64
fu 35.4 35.4 354 35 35.7 349 34.9 352 34.1 34.7 33 33
mao 2048.7 | 2048.7 | 2048.7 | 2048.7 | 2048.7 | 2066.4 1940.6 | 2134.8 | 20185 1976 1877 1877
marques 85.2 85.2 85.2 85.2 85 84.4 83.1 82.8 84.8 82 83.3 83.3
jakobs1 13 13 13 13 13 13 13 13 13 13 13 13
jakobs2 28 28 28 28 28 28 28 28 275 27.6 26.8 27.2

In Table 6.6 we can see the average computational time needed in each case. The time limit for the first
MIP is 100 seconds.

In Figure 6.1 we show the relation between quality and computational time. Let us denote by AvL1 the
average length of the 20 runs with n;,; = 1. For each instance and for each n;,;, we calculate AvL/AvL1.
The X — axis represents n;y;, the left-hand side of the Y — axis represents the average of all the instances of
AvL/AvL1 and its right-hand side the average time.

We can observe that when n;,; increases, the time increases in an exponential way and the quality of the
solutions improves slowly. For n;,; = 1,..., 6 the quality of the solution remains practically at the same le-

vel, and when it begins to improve with n;,; = 7, ..., 12, then the computational time increases very sharply.
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Table 6.6: Average time in 20 runs

polyla0 2.4 2.5 2.3 22 2.4 22 2 2 1.9 3 22.1 70.7
dighel 2.4 2.4 2.5 22 22 2.4 3.1 6.7 18 472 75.9 90.2
shapes2-0 18.6 18.6 18.5 17.2 17.7 17.8 38.5 92.7 112.8 115.7 116.4 1152
poly2a0 319 31.9 31.8 31.6 319 32 30 33.8 51.3 59.6 103.9 1242
poly2b0 37.5 374 37.2 384 37.6 36 36.2 38.8 49.6 100.4 121.2 1323
shapes0 37.8 37.6 375 37 36.8 36.9 37 49 71 121 131.6 139.7
poly3a0 159.1 159 159.2 157.4 156.9 155.9 162.6 168.7 192.7 227.6 273.4 274.1
albano 16.2 15 15.9 14.4 15.4 23.7 53.1 85.9 105.1 113.4 113.5 113.4
shapes2 24.1 24.4 23.8 22.8 235 26.8 40.6 94.7 121.3 122.5 1222 124
dagli 20.9 20.2 20.8 20.3 20.3 21.6 249 424 65.8 114.1 1159 113.6
shapesl 62.7 58 59.2 58.7 60.2 59.1 73.5 69.3 113.2 139.6 154.6 158.4
trousers 184 187.7 178.1 183.5 187.8 190.4 185.9 196.6 209.3 211.6 237.4 277.6
shirts 966.4 | 1028.2 992.3 994.3 | 1009.1 936 | 1072.6 | 1034.9 | 1060.4 1059.9 1046.3 1066.2
fu 2.4 2.1 22 1.9 2 2.1 2.3 12.9 274 719 100.6 100.3
mao 12.8 123 11.5 10.6 11.5 10.7 67.2 85.3 98 113.4 109.9 109.2
marques 15 14.1 15.6 13.6 15.9 13.1 17.9 40 76.7 106.9 110.3 111.2
jakobs1 6.9 7 6.4 7.1 6.5 55 52 6 5.4 53 15.3 38.5
jakobs2 9.7 10.4 10 8.6 7.4 6.6 7 9.3 22.5 51.8 77.1 95.5

The computational time needed to prove optimality in a Nesting Problem with 12 pieces is very high. We
have considered a time limit of 100 seconds and in several problems there is no guarantee that the solution
given by CPLEX is optimal. There are instances such as jakobsl or jakobs2 for which CPLEX is able to
prove optimality in less than 100 seconds, but there are other instances, such as marques, where CPLEX
provides a good solution but it is not usually optimal. Therefore, in the computational tests of the next
sections we are going to consider n;,; = 1.

Instances with large and small pieces

Instances albano, trousers0, trousers, shirtsO and shirts have two definite sets of large and small pieces.
We can divide the pieces of these instances into two groups according to their size. If we sort the pieces of
these instances by area in a non-decreasing order, then there is a big gap between large and small pieces.
The area of the smallest piece in the set of large pieces is more than 1.5 times the area of the larger piece in
the set of small pieces.

For these instances we test a slightly different strategy when sorting the pieces. In a first step we are
going to place the large pieces and in a second step we add the rest of the pieces. We randomize the order
of the pieces within each one of these two sets, as described in the previous section.

The sets of large and small pieces in the respective instances are the following:

e albano: 10 large and 14 small pieces.

o trouserQ and trousers: 16 large and 48 small pieces.

o shirtsO and shirts: 24 large and 75 small pieces.

In Table 6.7 we can see the average lengths obtained. Note that changing parameter n;,; does not have

any effect, but if we compare these results with those presented in Table 6.4, there is a slight improvement.

In Table 6.8 we present the best results. We can see that there are no improvements when 7;,; increases.
However, these results are slightly better that the ones presented in Table 6.5.
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Figure 6.1: Representation of the quality of the constructed solutions and the computational time required for different
values of parameter njy;.

The average computational time of the 20 runs is presented in Table 6.9. We can see that the algorithm
requires a computational effort greater than that required by the previous version, reflected in Table 6.6.

6.3 Trunk insertion

In this section we present a constructive algorithm based on the movements that we make in order to arrange
the trunk of a car when we slightly move some of the items already placed to make room for the next item.
The idea is to select a specific set of binary variables of the pieces already placed and not to fix them, in
order to allow some flexibility while a new piece is being inserted.

Let us denote a given solution by s(X?, Y*, B, 6;), where X* = {x'l", .. ,x;'\,} and YS = {y{, ... ,y‘;v} are
the coordinates of the pieces, B* € (0, 1)’ gives the values of the binary variables, nb denotes the number
of binary variables in the problem and 6, = {0, ..., 0%} gives the rotation angles used by the pieces.

Let us denote by LP; the linear model that is solved in order to calculate X° and Y* when binary variables
(bjji) are eliminated from the model by fixing their values to those in solution s (bfjk).

In a given iteration of the constructive algorithm presented above a solution is partially constructed. Let
us denote the number of pieces already placed by »n’” and let iy, , € P be the next piece to be placed. Let us
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Table 6.7: Average length in 20 runs

trousersQ 273.15 273.83 274.62 275.89 274.31 279.02 271.69 270.76 271.55 274.56 272.12 270.76
shirtsO 67.02 66.73 66.37 66.40 66.33 66.72 66.03 66.22 66.41 67.44 66.95 66.88

albano 11139.35 | 11059.68 | 11159.11 | 11082.44 | 11032.15 | 10967.87 | 11238.25 | 10819.72 | 11052.70 | 10977.80
trousers 264.61 264.36 267.20 261.08 266.12 263.87 266.53 260.55 257.85 258.02
shirts 65.60 65.88 66.34 66.18 66.33 66.03 66.03 66.22 66.15 65.76

Table 6.8: Best length in 20 runs

trousersQ 261.56 261.56 265.83 262.38 261.99 267.42 260.37 262.75 259.76 257.18 259.36 262.75
shirtsO 64.31 65.17 64.00 64.45 64.17 64.90 63.33 63.99 64.00 66.07 65.50 65.30

albano 10544.66 | 10544.66 | 10544.66 | 10544.66 | 10547.58 | 10636.70 | 10948.64 | 10475.61 | 10613.88 | 10606.74
trousers 250.71 250.71 250.25 251.16 252.33 251.69 249.95 251.93 249.59 248.44
shirts 63.81 64.50 64.94 64.35 64.17 63.33 63.33 63.99 65.06 64.08

denote the pieces already placed by iy, ..., iy.

The relative position of each pair of pieces already placed is limited by the slice used, which is activated
by fixing the associated binary variable to 1. In order to make the relative position of a given pair of pieces
more flexible we allow the current slice to be changed for an adjacent slice. In what follows, we define the
concept of neighborhood of one piece in a given solution and the set of adjacent slices of a given slice.

Let i, and i, be two pieces already placed in a given solution s (1 < r < t < n’). We say that piece i, is
a neighbor by movement of piece i, if the distance between the reference point of piece i; and the limits of
the active slice in the NFP;; -coordinate system (defined in section 2.3) is lower than €. This distance is
defined as follows.

Let Fr(S¥) be the boundary of slice S*. We denote by Fr(S¥) the boundary Fr(S¥) when we remove
edges which match with the upper bound of the length of the strip (L). That is, Fr(S k) could be not a
polygon, but just a set of segments. In Figure 6.2, Fr(S f,) is represented in blue. The limit drawn in green is
given by an upper bound of the length of the strip, so if the reference point of piece i; is placed in the green
zone, we do not consider i, as a neighbor by movement to piece i, because the movement of the pieces is
being limited by L.

Then, i; is a neighbor by movement of piece i, with parameter ¢; if

min dist(q;, p) < &
peFr(sk)

where ¢; is the placement of the reference point of i; in the NFP;; -coordinate system.

We denote by N§;, the set of pieces which are neighbors by movement of i,. In Figure 6.3 we can see
an example, where pieces which belong to NS;, are drawn in green.

At each step of the constructive algorithm CHS2 we identify the pairs of pieces which are neighbors
by movement. For each pair of neighboring pieces, instead of keeping the variable expressing their relative
position fixed in the solution of the previous MIP, we consider three or more binary variables defined from
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Table 6.9: Average computational time in 20 runs

trousers0 314.96 | 324.01 285.99 | 300.31 288.36 | 257.37 | 384.46 | 408.68 | 440.64 410.73 408.72 480.94
shirtsO 1092.22 | 1150.65 | 1202.56 | 1193.52 | 1131.84 | 1200.20 | 1251.41 | 1200.74 | 1252.38 | 1452.36 | 1417.20 | 1294.38

albano 14.36 13.63 112.23
trousers 302.21 385.44 474.67
shirts 1104.09 1166.95 1254.09

NFP,;

biik

Figure 6.2: Boundary of slice b; ; .

the respective NF P, such that their corresponding slices share part of the boundary of the current slice, i.e.
we allow their relative position to be changed by an adjacent slice.

In Figure 6.4 we can see an example. Let us consider that pieces i and j are neighbors and let b; i, be the
binary variable whose associated slice S, is used. In the next step of the constructive algorithm CHS?2,
instead of fixing variable b;jx, = 1 we add equality b;jx, + b;jk, + bij; = 1.

We call the combination of the optimal insertion of one piece and the previous relaxation of the relative
position of two neighboring pieces trunk insertion . The constructive algorithm considering trunk insertion
is called CHS2-T1.

Therefore, in a given iteration of the constructive algorithm CHS2-TI, we have more binary variables
than in CHS2 because additionally we allow some of the pieces already placed to be reallocated. Thus the
corresponding MIPs are harder to solve.

In Figure 6.5 we can see an example of a trunk insertion in the third iteration of the constructive algo-
rithm CHS2-TT applied on instance fu. Initially, 3 pieces are placed. Then, in order to arrange the next piece
from the list 7, piece 9, we allow certain movements of pieces 4, 6 and 12 that CHS2 does not contemplate.
We can see that the relative position of pieces 4 and 12 has changed while piece 9 is being inserted.

In Table 6.10 we can see the comparison between CHS2 and CHS2-TI. We have chosen 5 instances,
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Figure 6.3: NS, considering €; = 0.1.

b
2 NFP;;

biji,

bij,

Figure 6.4: Relaxing the relative position.

from 12 to 43 pieces, with different types of rotations and with each constructive algorithm we have built 20
solutions.

On the one hand the solutions obtained by CHS2-TI are much better, both on average and in the best
length, than the results obtained by CHS2. On the other hand, the time increases considerably, requiring
more than 1000 seconds per iteration in instances with 43 pieces (shapes0O and shapesl).

6.4 Alternative objective functions

The objective function used in constructive algorithms CHS2 and CHS2-TI does not take into account the
coordinates of the reference point of the pieces, but only considers the length of the strip (L). There are
situations in which there are many places to insert a new piece such that the solution is optimal. In such
situations the constructive algorithm allows CPLEX to choose one of the optimal solutions. In this section
we are going to study different objective functions for placing the pieces, not only considering the length of
the strip, but also the coordinates of the pieces.
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Figure 6.5: Instance fu: Trunk insertion of piece 9. Relative position between pieces 4 and 12 is modified while piece
9 is being inserted.

Table 6.10: Comparing CHS2 and CHS2-TI

CHS2 CHS2-TI
Instances Av. L Best L  Total Time Av. L Best L.  Total Time

polyla 18.2 16.2 . 16.5 15.3 30.9
shapesO 70.6 65.0 64.6 62.0 1183.1

albano 11189.1 10721.1 . 10642.3  10314.1 128.3
shapes1 65.7 61.0 59.5 58.0 1100.6

fu 39.2 354 1.0 36.7 334 1.9

The objective function that we are going to consider has the following form:

N

N
minL+elzx,-+622y,- (6.1)

i=1 i=1

where €] and e, are parameters to be defined.

In order to balance instances which have pieces with a length of more than 100 units (e.g, albano, mao),
we transform the data by dividing the width and all the coordinates of the pieces by a multiple of 10 in such
a way that no length is greater than 100.

FOI: ¢, =0.00l and g, =0

This objective function places the pieces as close as possible to the Y-axis. Note that the main part of the
objective function is the minimization of the length of the stock sheet, and only in the case that there are
several places to choose for the position of a piece such that the length is not modified, is the model going
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to place the piece such that the X coordinate is as low is possible.

FO2: ¢ = 0.001 and ¢, = 0.001

If we consider this objective function, then an attempt is made to place pieces as close as possible to the
origin (the bottom-left corner of the strip). In fact, smaller pieces have more preference for being placed
closer to the origin than larger ones.

We denote by FOO the objective function which considers just the length of the strip (e = 0 and g = 0).

In Table 6.11 we make the comparison of the constructive algorithm CHS2 with the two objective func-
tions described above, FOI and FO2. Table 6.2 shows the computational results of CHS2 with objective
function FOO. We can observe that objective function FO2 obtains the best length average in 7 of 14 ins-
tances, followed by objective function FOI which obtains the best average in 6 instances. Objective function
F OO0 obtains the best average length on instance dagli. If we look at the best solution obtained in the 20
runs, objective functions FO! and FO2 find the best solution in 8 instances, in contrast with considering just
the length of the strip, FOO, which finds the best solution in 2 instances.

Table 6.11: Comparing objective functions in CHS2

CHS2 - FO1 CHS?2 - FO2
Instances Av. L BestL  Av. Time Av. L BestL  Av. Time
dighe2 143.3 108.7 1.0 146.0 130.0 1.1
polyla 18.1 16.0 2.6 17.6 16.3 4.0
dighel 143.8 129.9 2.8 147.0 130.1 2.8
shapes0 67.9 64.0 70.5 69.0 64.0 67.1
albano 11074.4 104344 13.8 || 11133.6 10491.6 13.9
shapes2 30.4 28.2 24.1 30.2 28.2 24.4
dagli 67.0 63.5 16.0 66.7 64.1 17.6
shapes1 65.7 62.0 69.2 65.3 61.0 68.4
fu 38.6 35.1 1.1 38.1 35.0 1.1
mao 22584 19393 9.6 2190.6  1916.6 13.7
marques 89.3 84.0 12.5 89.7 83.6 14.9
jakobs1 14.1 12.9 4.8 13.9 12.9 5.7
jakobs2 29.2 27.0 52 29.3 27.3 6.3

In Table 6.12 we present the comparison of the constructive algorithm HS2-TI with the two objective
functions FOI and FO?2. Table 6.10 shows the computational results of HS2-T1I with objective function FOO.

We can see that in three instances, polyla0, albano and fu, the best average length is obtained by objec-
tive function FO2. However, the computational time increases with respect to FOO. In the two remaining
instances the best average is obtained with FOO (see Table 6.1). The best lengths in instances polyla0 and
fu are obtained with FOO, in instance shapes0 it is obtained with FOI, L = 60.43, and in instance albano
the best solution is obtained with FO2. The best solution of instance shapesl, with L = 57.33, is obtained
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Table 6.12: Comparing objective functions in CHS2-TI

CHS2-TI - FO1 CHS2-TI - FO2
Instances Av. L Best L Av. Time Av. L Best L Av. Time

polyla0 16.40 15.44 25.32 16.34 15.60 30.71
shapesO 64.75 60.43  1614.00 68.41 64.00 1519.13

albano 10592.49  10317.27 178.74 || 10582.73 10174.45 196.28
shapes1 60.95 57.33 1527.75 62.16 57.33  1365.80

36.58 35.16 2.1209 36.27 33.68

with FOI and FO2.

In general, the computational time of the constructive algorithms when the objective function are FOI
and FO2 is greater than the constructive algorithms with FOO.

6.5 Conclusions

The constructive algorithms presented in this chapter use a mathematical model which is hard to solve and
the required computational time increases considerably if we compare it with the bottom-left corner algo-
rithm (BLC).

On the other hand, the results given show that the quality of solutions of the constructive algorithms
using model HS2 is better than the BLC. Model GO obtains good solutions but the computational time and
the complexity of solving the corresponding MIPs increases too much in instances with a large number of
pieces, and the algorithm could fail.

Trunk Insertion is an interesting approach and the solutions obtained using it are the best ones obtained
in all the constructive algorithms. For instance, the best known solution of instance shapes0O is L = 58 and,
with this algorithm, a solution of 60.43 is constructed. The problem of trunk insertion is the computational
time required to build a solution.
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Chapter 7

Different approaches to the Local Search

In Chapter 6 we studied constructive algorithms using different mathematical models with different objec-
tive functions. The computational study showed that the fastest algorithm is the Bottom-Left Corner (BLC)
implemented by Gomes and Oliveira. In this chapter we present different movements with the objective of
designing an efficient local search procedure.

Each section of this chapter presents a different local search movement based on the HS2 model. The
initial solution is built with the BLC algorithm.
In Section 7.1 we present the n-insertion movement. The case in which n = 1, I-insertion, is similar to the
optimal insertion used in the constructive algorithm CHS2 presented in Chapter 6.

In Section 7.2 we study a Compaction procedure. In this movement each piece maintains its position
relative to all the other pieces, though it can be modified slightly.

In Section 7.3 we study the k-compaction, which is the combination of the k-insertion and the Com-
paction movements. There is a strong relation between the /-compaction and trunk insertion presented in
Section 6.3. The I-compaction requires a great computational effort, so we propose a simplification of the
movement in a two-step procedure. First we do the compaction without the pieces selected for insertion,
and then we add the pieces using the [-insertion movement.

Finally, in Section 7.4 we study different criteria based on the objective functions described in the pre-
vious chapter in order to modify the current solution more frequently.

The set of instances that we are going to consider to test the different types of movements of the local
search is presented in Table 7.1. For each one of these instances we build 20 solutions for which the order
of the pieces is randomly chosen with probabilities weighted by area. The rotation angles are also randomly
chosen. The initial solution is the same in each one of the iterations for each instance.

7.1 n-insert

The core of this movement is the optimal re-insertion of a subset of n pieces. We are going to consider the
n-insertion withn = 1, n = 2 and n = 3. In each one of these cases we consider different objective functions

129



Table 7.1: Nesting instances used in the local search study

Instances || Types of Pieces Number of pieces Average of vertices Plate width Problem type

dighe2 10 10 4.7 100 Jigsaw puzzle
polyla 15 15 4.6 40 Artificial
dighel 16 16 3.87 100 Jigsaw puzzle
shapesO 4 43 8.75 40 Artificial
albano 8 24 7.25 4900 Garment
shapes2 4 20 7.5 15 Artificial
dagli 10 30 6.3 60 Garment
shapes1 4 43 8.75 40 Artificial
fu 12 12 3.58 38 Artificial, convex
mao 9 20 9.22 2550 Garment
marques 8 24 7.37 104 Garment
jakobs1 25 25 5.6 40 Artificial
jakobs2 25 25 5.36 70 Artificial

and different strategies for choosing the pieces to be re-inserted.

Let s(X*, Y*, O°) be a solution of a given nesting problem. Vectors X* = (x},...,x3)and Y = (y,...,y3)
denote the coordinates of the reference point of the pieces and vector O = (o7, ..., 0},) denotes the rotation
angle used by the pieces.

Each solution s(X*, Y*, O%) is associated with an HS2 model defined by the vector of rotations O°. We
denote by MIP° the model defined by the solution s. Furthermore, given s, for each pair of pieces, i, j, we
can identify the slice in which the reference point of j lies relative to i and then we can determine which bi-
nary variable associated with NFP;; takes the value 1. The identification is not necessarily unique, because
the reference point of piece j may lie on the border of more than one slice. We denote this set of binary
variables by B;.

If we solve the corresponding linear problem with the binary variables of Bj set to the value 1, we obtain
a solution s’ satisfying Ly < L, where L and Ly denote the length of solutions s and s’, respectively.

We denote by N, (i1, ..., i,;01,...,0,) the optimal reinsertion of pieces iy, ..., i, with angles of rotation
o1, ..., 0y, respectively. In order to complete N, (i1, ...,i,;01,...,0,), we solve an MIP model, denoted by
MIPS(il, ey in;Ol, e ,On).

In the next subsection we explain the structure of the model MIP*(iy,...,i,;01,...,0,). The relative
position between pieces iy, ..., i, and all the other pieces in the problem has to be free, that is, the model is
going to choose the best relative position of pieces i1, ..., i,. However, the relative position between pieces
of Pr = P\{iy,...,i,} is going to be fixed, so binary variables from B which separate pieces of Py are fixed
to 1 in the model.
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7.1.1 1-insertion

Let i € P be a given piece and let us denote by N;(i) the optimal insertion of piece i having studied the
different rotations. This movement is done by solving several mixed linear problems MIPs, as many as the
allowed rotations of piece i. Each one of the MIPs considered is denoted by MIP(i, 0;), where o; denotes
the rotation angle of piece i.

In order to complete N;(i), we have to solve the corresponding M1P(i, 0;) for each o; € O. The best
solution obtained is the optimal insertion of piece i. Note that the placement of piece i after the N} (i) move-
ment can be its previous position, which means that no change has been made in the solution.

Let us suppose that the rotation of piece i is changed from angle o; to o;. The construction of M1P(i, 0})
is not immediate, because we have to rotate piece i in the current model. Let us denote the previous MIP
(0; is the previous rotation of i) by MIP’(i;0;). All binary variables in the entire problem are considered
(no relative position between any pair of pieces is fixed). Then, to build MIP(i, 0}), we have to modify the
following components of M1P(i; 0;):

e Non-overlapping constraints (9.7). The NFP-constraints to be considered are those formed by the
relative position of piece i to the rest of the pieces. Note that NFP;;, Vj € P\{i} could change when
piece i is rotated. For all pairs of pieces j;, j» € P\{i}, the non-overlapping constraints do not change.

e The lifted bound constraints (2.23) and (2.24). These constraints also consider the interaction between
each pair of pieces and use the NFPs. Then, if an NFP is modified, the corresponding lifted bound
constraints have to be recalculated.

e Itis possible that we need more binary variables. The new NFPs between piece i and the other pieces
can be more complex, their outer regions can have more slices and then more binary variables would
be needed for the MIP model.

Once piece i is rotated, we have to eliminate binary variables corresponding to NFPjy, j # i, k # i by
fixing the corresponding relative position of pieces j and k given in the previous solution.

The first computational experiment that we are going to do consists in applying Ny (i), Vi € P, stopping
when no improvement is found, using the scheme in Algorithm 3.

In Table 7.2 we can see the computational results of the /-insert movement with three different objective
functions. The first objective function, FOO, is the length of the strip (L). The second objective function,
FO1l, also considers the X-coordinate of the pieces and tries to place the pieces as much as possible at the
beginning of the strip. The third objective function considers both coordinates of each piece. These objec-
tives functions are defined in Section 6.1, where €, = 0.001 and &, = 0.001.

The average percentage of improvement obtained using FOO is slightly lower (7.91%) than that obtained
using objective functions FOI and FO2, which get very similar results (8.34% and 8.41% respectively). The
use of these functions has a positive effect on the performance of the insertion move. However, it increases
the computational times, an effect already observed in Chapter 6.

The next computational test consists in checking the linear problem in which the piece to be re-inserted
is eliminated from the model. If the solution to this linear problem does not improve the solution for the
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Algorithm 3 /-insertion movement

Require: s. = (X', Y*, B%, 0,.);

while s, improve do

Build 7 randomly (order of pieces to be re-inserted);

fori=1,...,Ndo
PIECE = n(i);
N1,(PIECE);

if Find best solution then

Update solution s;

end if
end for
end while

initial complete model, then it is not necessary to re-insert the piece because it cannot produce any impro-
vement and we have to consider other pieces for reinsertion. We call the model without the piece to be
re-inserted and with all the binary variables fixed the reduced linear problem. The results are presented in
Table 7.3. The solutions obtained do not always match the ones given in Table 7.2 because CPLEX does not

always give the same solutions, because it depends on the MIPs solved before the insertion.

We can see that checking the reduced linear problem before re-insertion reduces the computational effort

considerably.
Table 7.2: Performance of 1-insert with different objective functions
1-insert-FOO 1-insert-FO1 1-insert-FO2
Instances || % Imp BestL  Av.Time || %Imp BestL  Av.Time || %Imp BestL  Av. Time
dighe2 17.91 107.76 1.92 16.78 124.26 2.17 16.83 126.59 2.17
polyla 12.48 16.37 4.59 14.34 16.23 7.03 13.32 16.27 8.03
dighel 11.32 129.52 5.92 11.07 128.43 8.83 9.92 128.33 7.31
shapesO 2.64 67.00 22.33 3.19 67.00 99.51 3.11 66.87 120.00
albano 532 10297.30 85.56 6.12  10297.82 110.94 6.75 10260.16 141.25
shapes2 5.49 29.00 62.09 5.63 28.17 75.81 5.69 28.50 82.70
dagli 9.34 65.04 100.79 10.27 64.17 117.51 10.83 62.79 139.54
shapes1 3.09 61.00 184.63 3.61 60.00 227.19 3.75 60.00 248.90
fu 11.70 33.40 5.53 11.87 33.00 5.48 12.12 33.00 6.31
mao 6.96 1942.06 81.41 7.56 1942.82 94.52 7.66 1942.37 101.23
marques 6.22 82.55 149.42 7.49 82.14 202.20 8.22 80.86 255.83
jakobsl 4.59 13.00 3.30 4.59 13.00 6.29 4.76 13.00 7.21
jakobs2 5.80 28.00 4.61 5.86 28.00 8.97 6.31 27.50 11.01
Average [ 7.91 5478 || 8.34 7434 ]| 841 87.04 |
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Table 7.3: Performance of 1-insert when the reduced linear problem is previously solved

1-insert-FOO 1-insert-FO1 1-insert-FO2
Instances || % Imp  BestL  Av. Time || % Imp BestL  Av. Time || % Imp BestL  Av. Time
dighe2 17.97 107.76 2.49 17.39 124.26 2.80 17.44 123.03 2.58
polyla 12.84 16.37 5.53 13.92 16.23 6.18 13.20 16.27 6.85
dighel 11.49 129.43 8.15 10.07 128.43 8.27 9.84 128.06 7.93
shapes0 275 67.00 39.46 3.05 67.00 50.26 3.03 67.00 5242
albano 522 10358.98 52.20 6.25 10299.48 83.56 599 10257.72 76.56
shapes2 5.39 28.83 48.89 6.05 28.17 53.34 6.06 28.50 55.50
dagli 9.16 63.95 64.03 9.39 62.52 66.26 10.24 64.26 81.27
shapesl 3.31 61.00 59.54 3.68 61.00 81.45 3.53 60.00 80.52
fu 11.17 33.40 3.60 11.53 33.00 4.00 12.03 33.00 4.74
mao 6.70  1949.00 43.80 796 194277 55.61 734 194252 58.87
marques 6.03 82.55 64.49 7.25 82.60 106.38 7.53 82.14 125.03
jakobs1 4.59 13.00 4.71 4.59 13.00 4.60 4.76 13.00 5.28
jakobs2 5.94 28.00 6.31 6.16 27.50 6.94 6.01 28.00 8.40
Average || 7.89 301 ]| 825 4074 | 823 43.54 |
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7.1.2 2-insertion

The 2-insertion tries the reallocation of a pair of pieces. We randomly choose a pair of pieces and eliminate
the relation of both pieces to all the other pieces. This means that we consider more binary variables than in
the [-insertion and the corresponding MIPs are harder to solve to optimality.

Let us denote by N»(i, j; 0;,0;) the optimal insertion of pieces i and j at once with a random rotation.
The MIPs that we need to solve in order to complete the N> (i, j) movement are denoted by MIP(i, j; 0;,0)),
(0i,0)) € Ox0.

In order to rotate a piece in the model we have to modify the constraints described in the /-insertion.
Since in the 2-insertion we have to rotate two pieces, we do it iteratively. The rotation angles are obtained
randomly.

It could be interesting to choose a promising pair of pieces to be reallocated, but initially we study 10%
of all the pairs of pieces using a random selection.

We consider the three different objective functions defined in Section 6.4. In Table 7.4 we can see that
the best average results are obtained with the objective function FO2. In all cases the improvement per-
centages are clearly higher than in the /-insertion, but we need more computational time to complete the
2-insertion.

As in the [-insertion, we are going to check whether the linear problem considered by dropping the
two pieces to be reinserted improves the given objective function. If there is no improvement, we do not
complete the 2-insertion of the given pair of pieces. In Table 7.5 we can see that when checking the linear
problems, the total computational time is reduced.

Table 7.4: Performance of 2-insert with different objective functions

2-insert-FOO 2-insert-FO1 2-insert-FO2
Instances || % Imp  BestL  Av.Time || % Imp BestL  Av.Time || % Imp BestL  Av. Time
dighe2 24.51 100.00 10.78 25.92 100.00 10.72 25.15 100.00 11.13
polyla 18.83 15.44 33.62 20.05 14.97 51.71 20.70 15.62 67.22
dighel 16.48 125.22 37.55 16.81 128.33 42.18 17.29 122.72 49.85
shapes0 3.93 65.00 80.44 4.67 64.00 567.72 4.11 66.00 570.35
albano 6.72 10413.14 153.56 7.44  10243.85 217.62 7.52  10185.82 230.28
shapes2 9.11 27.16 156.65 10.12 27.62 207.63 9.69 27.717 190.84
dagli 12.64 61.08 222.96 12.85 60.00 262.46 12.99 61.57 302.97
shapes1 4.05 62.00 456.54 3.94 60.00 796.95 3.86 60.00 613.32
fu 16.92 32.69 12.02 18.36 33.00 15.76 17.18 32.87 12.41
mao 946  1888.48 204.34 9.65 194641 245.86 10.57  1934.83 251.34
marques 7.11 82.55 160.80 8.61 82.56 238.42 8.97 82.00 284.48
jakobs1 8.06 12.00 9.82 6.54 12.44 39.75 7.98 12.50 31.05
jakobs2 8.19 26.50 16.60 8.10 27.00 56.08 8.15 27.00 48.38
Average || 11.23 119.67 || 1177 21176 || 11.86 204.89 |
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Table 7.5: Performance of 2-insert with FOO when the reduced linear problem is solved

2-insert-FOO 2-insert-FOO checking LP ||
Instances || % Imp  Lbest Av.Time || %Imp Lbest Av. Time
dighe2 24.51 100.00 10.78 23.44 100.00 12.88
polyla 18.83 15.44 33.62 19.73 15.50 40.37
dighel 16.48 125.22 37.55 18.33 120.82 52.58
shapes0 3.93 65.00 80.44 3.76 66.00 123.88
albano 6.72  10413.14 153.56 6.81 10402.15 173.86
shapes2 9.11 27.16 156.65 10.33 27.42 176.39
dagli 12.64 61.08 222.96 11.40 61.65 152.49
shapesl 4.05 62.00 456.54 3.62 61.00 138.66
fu 16.92 32.69 12.02 17.92 33.00 12.37
mao 946  1888.48 204.34 9.17  1949.00 129.97
marques 7.11 82.55 160.80 8.16 82.55 113.51
jakobs1 8.06 12.00 9.82 6.73 13.00 10.73
jakobs2 8.19 26.50 16.60 7.72 27.00 22.30
Average || 11.23 119.67 || 11.32 89.34

7.1.3 3-insertion
The idea is the same as the previous movements. We denote the optimal reinsertion of three pieces by

N3 (i, j, k).

We randomly choose 1% of all the sets of three pieces and we randomly choose the rotation of each
piece. In Table 7.6 we can see the computational results of the 3-insertion movement. The average impro-
vement is increased in relation to the 2-insertion, but the computational time increases considerably.

Table 7.6: Performance of 3-insert with different objective functions

3-insert-FOO 3-insert-FO1 3-insert-FO2
Instances || % Imp BestL  Av.Time || % Imp BestL  Av.Time || %Imp BestL  Av. Time
dighe2 28.07  100.00 23.60 29.97 100.00 25.50 27.75 100.00 22.58
polyla 24.33 15.12 92.18 24.49 14.84 108.18 23.17 15.39 107.13
dighel 2048  122.59 84.70 19.82 125.56 76.87 20.16 118.85 78.01
shapesO 6.49 64.00 121596 9.24 62.00  4494.49 8.04 61.00 3821.27
albano 10.28 9931.25  1827.24 9.51 10131.77  1407.52 7.92 10170.82  1231.73
shapes2 14.18 2620 5899.70 15.39 26.50  6524.60 14.28 26.50  6396.90
dagli 9.74 59.87 523378 9.41 60.20  5592.14 8.83 58.92  5459.56
fu 18.75 32.71 38.72 19.56 32.00 35.84 19.26 32.20 3341
mao 1648 1849.12  1500.33 15.57 1853.84  1096.99 14.37  1856.00 1196.17
marques 12.07 79.00  1547.24 12.44 80.33  1563.61 10.97 81.00 1624.10
jakobsl 10.87 12.00 62.40 11.91 12.00 124.31 9.78 12.00 276.01
jakobs2 13.42 26.00 83.16 18.10 25.37 220.95 16.93 26.00 279.65
Average || 15.43 1467.42 || 16.28 1772.58 || 15.12 1710.54 |
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7.2 Compaction

The idea of this movement is to allow certain changes in the position of the pieces by giving them some
flexibility to move to adjacent slices but without leaving any piece completely free. This idea is the same as
trunk insertion described in Section 6.3.

Let s be a solution. For each NFP;; such that pieces i, j are neighbors, we consider at least three
binary variables. We consider the neighborhood by movement defined in Section 6.3 and another type of
neighborhood, called neighborhood by placement, which considers the distance between the pieces. The set
of pieces which belongs to the neighborhood by placement of piece i in solution s is given by:

NP} ={je€P|(xj,y)) € Ri}
where R; is the rectangle whose vertices are: (x; —Al;, ;i —puw;),(x; + 1 + ALy, yi—uw;), (x;+ 1+ A, yi+wi+ puw;)
and (x; — Al;, yi + w; + uw;). Initially, we consider 4 = 1 and u = 1.

We define the combined neighborhood of a piece i in solution s as NC; = NP N NS':.

Once the combined neighborhood of each piece is calculated, we consider the binary variables whose
corresponding slices are adjacent to the current slice in solution s, as shown in Figure 6.4.

We do the compaction movement until no improvements are obtained. Table 7.7 shows the computatio-

nal results. We can see that this movement does not produce an important improvement. In fact, it works
worse than the /-insertion movement.

Table 7.7: Compaction comparative with different objective functions

Compaction-FOO Compaction-FO1 Compaction-FO2
Instances || % Imp BestL Av.Time || %Imp BestL  Av. Time || %Imp BestL  Av. Time

dighe2 791 137.85 0.81 7.38 137.85 0.75 7.41 137.85 0.76
polyla 12.56 17.06 3.61 10.89 17.06 4.50 11.09 16.60 4.41
dighel 3.76 140.29 1.22 3.62 140.29 1.56 3.62 140.29 1.57
shapesO 4.10 65.50 221.95 3.72 65.90 228.12 3.59 65.83 250.43

albano 462 1063419 1095 || 330 1063419 1499 [ 3.66 10634.19 1670
shapes2 488 2007 7759 | 470 2007 10435 || 451 2907  114.26
dagli 445 6539 1082 | 402 6613 2107 || 366 6613  19.39
shapes1 3.5 6275 15066 || 291 63.00 18821 || 3.08 6200  247.92
fu 651 34.00 146 || 478 34.00 146 [ 529 34.00 1.59
mao 6.83 196278 1447 || 629 196278 3169 || 598 196278  29.19
marques 313 8648 931 | 384 8648 1265 | 338 8648 2142
jakobs1 859 1282 3.63 || 7.63 12.82 547 || 8.03 12.82 6.22
jakobs2 857 2778 927 || 807 2776 2267 | 837 2776 3275
Average || 6.09 39.67 | 547 904 551 57.43

7.3 1-Compaction

In the compaction movement there is no piece whose relative position with all the other pieces is completely
free. That is, none of the pieces can change its position dramatically.
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The idea of the /-Compaction movement is a combination of the /-insertion with the compaction. So,
one piece is going to be completely free and not all the variables of the NFPs of this piece with all the other
pieces are fixed. The remaining pieces can only change their relative positions locally by the compaction
movement.

We study two ways of performing the /-compaction. The first approach is based on solving just one
MIP, I-Compact in one level, which is harder than the /-insertion and the compaction because it considers
both sets of binary variables at once. The second approach has two phases. The first phase eliminates the
selected piece and does the compaction until there is no improvement and then the missing piece is reinser-
ted.

We study all the pieces to be re-inserted in a random order and all the allowed rotations until there is no
improvement in the solution.

7.3.1 I-Compaction in one level

In Table 7.8 we can see that the computational time is very high and there are instances in which many MIPs
cannot be solved to optimality and CPLEX returns the best upper bound. The time limit for each MIP is 50
seconds. This situation is worse when complex objective functions are used because the MIPs take longer
to solve, which explains the relatively better performance observed when using FOO.

Table 7.8: Performance of 1-Compaction done in one step

1-Compaction-FOO 1-Compaction-FO1 1-Compaction-FO2
Instances || % Imp L best Av. Time || % Imp L best Av. Time || % Imp L best Av. Time
dighe2 26.06 100.00 7.12 21.13 100.00 7.75 20.71 100.00 7.89
polyla 27.21 15.16 63.90 19.56 15.85 64.46 16.21 16.15 43.69
dighel 16.81 128.06 27.12 12.66 129.33 28.40 13.00 128.15 29.11
shapesQ 8.02 63.50  3587.68 4.36 65.00  1438.88 3.37 64.83  1184.02
albano 9.86 10111.01 1041.28 5.28 10250.08 199.22 5.33  10553.31 141.82
shapes2 15.28 27.03  6463.74 9.58 27775  2264.51 9.36 27775  2134.29
dagli 18.35 59.19 608.93 10.97 63.05 644.88 8.05 64.67 269.61
shapes1 7.98 58.50  4343.89 3.56 62.00  2389.22 2.90 61.00  1503.39
fu 20.92 33.00 21.77 15.52 33.00 18.50 16.68 32.47 19.98
mao 15.02  1902.92 329.16 10.44  1890.46 215.00 8.19  1941.28 140.11
marques 12.13 80.00 443.74 8.46 82.55 266.19 6.93 84.23 190.26
jakobs1 14.24 12.00 42.55 11.16 12.07 41.83 8.92 12.89 36.66
jakobs2 16.94 26.00 154.85 12.82 26.45 194.83 9.32 27.01 161.37
Average || 16.06 1318.13 || 11.19 597.97 || 9.92 450.94

7.3.2 1-Compaction into two phases

In Table 7.9 we can see that the computational time is reduced. On average this move is slightly better than
the 2-insertion.
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Table 7.9: Performance of 1-Compaction done in two phases

Set of 1-Compaction-2S-FOO 1-Compaction-2S-FO1 1-Compaction-2S-FO2
Instances || % imp  BestL  Av. Time || %imp BestL  Av. Time || % imp BestL  Av. Time
dighe2 18.48 123.00 12.17 18.93 100.00 12.28 17.62 118.97 12.02
polyla 20.62 15.51 59.74 19.72 15.57 55.17 18.85 15.68 44.63
dighel 13.71 123.63 41.33 13.34 130.45 38.35 13.48 127.19 37.81
shapesO 7.58 63.50  2454.81 6.89 63.50  1953.22 4.64 64.00 1328.72
albano 749 10242.11 311.16 5.53  10247.19 171.98 524 10156.15 182.42
shapes2 11.59 27.52 889.56 11.19 27.54  1095.13 10.55 27.71 814.78
dagli 13.38 61.44 493.97 13.31 61.00 418.01 10.74 62.00 296.87
shapes1 7.39 59.33  1791.13 591 61.00  1444.38 5.25 61.00  1303.58
fu 16.01 33.00 16.31 16.12 33.00 14.35 14.74 33.00 14.29
mao 11.71 1935.05 235.14 9.85  1942.15 184.25 7.51 1946.76 187.02
marques 9.44 80.14 206.04 8.30 82.00 194.37 6.92 84.21 182.45
jakobs1 10.32 12.82 44.95 7.93 12.24 49.63 8.30 12.19 78.06
jakobs2 13.48 26.18 94.08 13.21 26.26 132.72 11.86 26.00 121.47
Average || 12.40 51157 || 11.56 44337 || 10.44 354.16

7.4 Crossed objectives

In many of the solutions that we obtain when an MIP is solved we do not change the current solution, so
much of the computational effort shown in previous tables is unsuccessful. That happens in all the local
searches for optimization problems, but it is especially costly in this case because solving the MIPs requires
very long computing times.

In this section we study alternative objective functions in order for modifying the current solution des-
pite the length of the strip remaining unchanged.

Let us consider the /-insertion movement. When a piece is removed from a solution s, a hole in the
solution is created. To encourage the neighboring pieces to change their positions and cover the hole, we
use a crossed objective function. Let i be the piece which is going to be reallocated. We denote by NP} the
set of pieces which are neighbors of piece i in solution s. We divide NP? into four subsets as follows:

e NPI(i,s) ={j € NP} | x; < xj,y; < yj}
o NP2(i,s) ={j € NP} | x; 2 xj,y; 2 y;}
o NP3(i,s) ={j € NP} | x; < xj,y: > yj}
o NPA(i,s) ={j € NP} | x; > x;,y; <yj}

Note that NP = NP1(i, s) U NP2(i, s) U NP3(i, s) U NP4(i, s). Then the crossed objective function,
COF, is defined as follows:

COF : minL + Z e(x;+yj)+ Z e(=xj—y;)+ Z e(x;—yj)+ Z e(=xj+y;)

JENP1(i,s) JjENP2(i,s) JENP3(i,s) JjENPA(,s)

Figure 7.1 shows an example of a /-insertion movement using the crossed objective function. In Figure
7.1 (a) we can see a solution of instance shapes0O with L = 69. We randomly select piece 36 to be reinserted.
The neighborhood of piece 36 is drawn in blue. In Figure 7.1 (b) piece 36 is removed and the direction

138



specified in the objective function for each piece of the neighborhood is drawn. After the corresponding
MIP model is solved, we obtain the solution presented in Figure 7.1 (c), with L = 68.5. Note that the hole
created when piece 36 is removed is partially covered by piece 28.

We can use these objective functions in the 2-insertion and 3-insertion. In these cases it is possible that
the coordinates of one piece appear more than once in the objective function because this piece can be a
neighbor of the two pieces being reinserted (or the three pieces in the 3-insertion). In order to forbid this
situation we assign a priority to the pieces being reinserted and for a piece which is a neighbor of more than
one piece, we consider that it is a neighbor only of the piece which has greater priority.

In Table 7.10 we can see the effect of using the crossed objective function in the I-insertion and 2-
insertion movements. The results are improved considerably with respect to those obtained with the other
objective functions.

Table 7.11 shows the results obtained by the 2-insertion and 3-insertion where all the rotations are che-
cked in the reinsertion, and the crossed objective function is considered. In the 2-insertion we can see a
strong improvement but in the 3-insertion the improvement is rather worse and the computational time is
reduced. What happens in the 3-insertion is that CPLEX gives upper bounds because it is not able to solve
many of the MIPs to optimality. Then, when no improvement is detected, the movement stops.

Table 7.10: Performance of 1-insert and 2-insert with crossed objective functions

1-insert-COF 2-insert-COF
Instances || % Imp  BestL  Av. Time || %Imp BestL  Av. Time
dighe2 19.44 100.00 3.05 23.29 118.97 15.94
polyla 17.32 15.53 13.93 22.94 15.19 67.12
dighel 10.26 130.90 12.18 19.41 123.70 82.93
shapesQ 2.49 67.00 89.53 7.25 63.00 535.66
albano 734  10255.62 191.27 10.41 10077.25 514.37
shapes2 7.36 28.02 95.40 12.20 27.10 336.18
dagli 11.86 61.93 210.19 15.87 60.02 633.85
shapes| 3.46 62.00 301.26 10.30 58.00  1385.21
fu 14.41 33.00 10.01 19.42 32.82 26.34
mao 10.75  1907.09 176.48 15.55  1852.82 606.66
marques 10.75 80.67 405.51 11.06 79.56 545.99
jakobsl 5.25 12.94 11.00 8.01 12.00 60.64
jakobs2 6.17 27.00 15.17 10.98 26.00 93.92
Average || 9.76 110.99 || 14.36 377.29
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Table 7.11: Performance of 2-insert and 3-insert with crossed objective functions and using the best rotations

2-insert-COF-rotation 3-insert-COF-rotation
Instances || % Imp  Lbest Av. Time || % Imp Lbest Av. Time
dighe2 26.06 100.00 35.95 26.49 100.00 37.44
polyla 23.88 15.03 119.81 23.72 14.96 227.36
dighel 19.84 117.47 114.56 19.48 113.79 113.48
shapesO 6.21 63.00 499.63 3.48 66.00 586.60
albano 9.53 10084.08  1025.85 9.29 10201.59 830.49
shapes2 13.71 26.72 981.08 11.96 27.42  1189.40
dagli 16.19 60.02  1388.36 8.71 60.64  1301.64
shapes1 10.15 58.00  2256.27 - - -
fu 20.25 32.17 134.63 19.59 31.89 69.56
mao 1585  1852.73  1331.52 16.07  1844.49 1453.07
marques 13.28 7737  2132.46 12.40 79.69  1854.55
jakobsl 8.13 12.00 102.40 8.07 12.17 74.81
jakobs2 9.77 26.00 142.68 9.20 26.00 186.31
Average || 14.84 789.63 || 14.04 660.39
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Figure 7.1: One iteration of a 1-insertion movement with a crossed objective function
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Chapter 8

Iterated Greedy Algorithm

8.1 Introduction to the Iterated Greedy Algorithm

An Iterated Greedy Algorithm (IGA) generates a sequence of solutions by iterating over constructive heuris-
tics using a destruction and a construction phase. It can be improved by a local search after the construction
phase. The difference with the Iterated Local Search (ILS) is that the IGA iterates over construction heuris-
tics instead of iterating over a local search procedure.

Iterated Greedy Algorithms have been applied successfully to the Set Covering Problem by Jacobs and
Brusco [36] and Marchiori and Steenbeek [44]. Ruiz and Stiitzle [57] use an IGA for the permutation flow-
shop problem. However, IGA has not yet been applied to nesting problems.

The destruction procedure removes several pieces from either the current solution or the best known so-
lution. The strategy for choosing the number of pieces to be removed and the selection criteria are presented
in Section 8.2. As happens in ILS, at an iteration combining destruction, construction and a local search the
IGA could produce the same solution from which the iteration started. In this case, the destructive algorithm
can change along the IGA iterative process, becoming more aggressive.

The construction phase is based on the insertion of the pieces removed in the destruction phase in a
similar way to the constructive algorithm presented in Section 6.3. After this phase we obtain high quality
solutions and in many cases the best solution of the algorithm. However, in order to look for even better
solutions, after the construction phase we apply a local search procedure based on the movements presented
in Chapter 7. In Section 8.2 we present the destructive phase and in Section 8.3 we explain the constructive
phase. The local search procedure is defined in Section 8.4. The Iterated Greedy Algorithm structure is
explained in Section 8.5. Finally, the computational results and conclusions are presented in Section 8.6.

8.2 Destructive phase

The solution obtained after applying the local search procedure described in Chapter 7 is usually tight. To
determine the level of tightness of a given solution associated with the current MIP model, we solve two
linear problems which consist of fixing all the binary variables to their current values and changing the
objective function as follows:
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FOI: L+ er-l:l X
FO2: L - Z?:l Xi

When we solve the linear model with FO1, all the pieces are placed as close as possible to the beginning
of the strip. On the other hand, when we consider FO2, all the pieces are placed as close as possible to
the end of the strip. The total Euclidean distance between the X-coordinates of each piece in both solutions
(obtained by FOI and FO2) is therefore a good indicator of the tightness of the solution.

We divide the pieces into two groups. Let us denote by xl.l and xl.2 the value of the x-coordinate of piece
pi in the solution obtained by considering, respectively, objective functions FOI and FO2. We divide the
pieces into the following two subsets:

o Pl ={i] dist(xl.l,xl.z) =0}
o P2 ={i| dist(xl.l,xl.z) > 0}

The set of pieces which remains in the same position after the two linear problems are solved, P!, could
be viewed as the skeleton of the solution. That is, we have to modify the relative position between a pair of
pieces of P! in order to improve the current solution. The pieces of P?> do not determine the current length
of the solution directly because they have some slack.

Therefore, we are going to choose pieces from P' randomly. At the beginning, the number of pieces
to be removed, n’, is going to be n’ = 3, but it could increase by one if the local search procedure or the
constructive algorithm reaches the same solution as the previous iteration. If the best solution is found in the
current iteration, then n’ changes again to 3. We consider n” < 5 as the upper limit, because the constructive
phase allows us to change the relative positions between the pieces already placed and that makes it compu-
tationally hard to rebuild the solution if n” > 5.

8.3 Constructive phase

In Chapter 6 we developed and studied several strategies for constructive algorithms. The algorithm pro-
ducing the best results included a special feature, allowing certain flexibility of the pieces already placed
in the strip when inserting a new piece ((trunk insertion). This algorithm required computing times which
were higher than the simpler approaches. If we want to use this strategy in the IGA, we need to control the
computational effort at each iteration. We also know from the computational tests in Chapter 6 that since
the constructive algorithm inserts the pieces one at a time, the first insertions are easier than the last ones.
The number of binary variables can be considered a good indicator of the relative difficulty of the problems,
so if there are a lot of binary variables in an MIP problem, it is likely to be difficult to solve. Furthermore,
we have also seen that when an MIP model is solved by CPLEX and it stops before optimality because of
the time limit, the solution returned by CPLEX can be a bad solution.

Bearing in mind all these lessons from Chapter 6, we have to control the computational effort each time
an MIP is solved. To do that, we use two parameters:

e nh : the number of pieces whose relative positions are relaxed in the next insertion. In the constructive
algorithm presented in Section 6.3, nh is always the number of pieces already placed in the bin,
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but here this number will be controlled and adjusted by the dynamic strategy described in the next
paragraphs.

o ¢,: determines the size of the neighborhood by movement of a piece and thus the number of neighbors
whose positions can be relaxed.

The value of these parameters nh and €, are not fixed beforehand, but adjusted using the information
from the MIPs being solved, the quality of the solutions obtained and the time spent obtaining them.

Let us denote the number of pieces already placed by n” and let i,.,; € P be the next piece to be placed.
Let us denote the pieces already placed by iy, ..., i,y. Initially, nk is going to be the number of pieces already
placed in the bin (nh = n’). The time limit considered for each insertion is 50 seconds, that is, if CPLEX
is not able to prove optimality in 50 seconds then it returns the best solution found. We denote by f#i the
computational time needed by CPLEX to solve the MIP model.

In the case that #i < 25, we consider that the MIP has been easy to solve and the following parameters
are modified:

e nh is incremented by one (in the case that it is less than the number of pieces already placed in the
bin). Since iy, is placed, then n’ has incremented by one and, therefore, nh is increased by one.

e ¢, is multiplied by 2. If € increases, the neighborhood of a given piece is expanded. If €; were big
enough, all the pairs of pieces in the bin would be considered as neighbors and the structure of the
solution could change completely after the new insertion is made.

If ti > 25, we consider that the corresponding MIP has been hard to solve and the parameters are adjusted
in the following way:

e nhis reduced by one

e ¢, is divided by 2 in order to reduce the number of binary variables in the next MIP model.

Since we use 50 seconds as the time limit for CPLEX, in the worst case ti = 50. In this case we focus
on the GAP given by CPLEX and compare it with 7.

o If the GAP obtained is lower than 7, then the last insertion is accepted, nh = 0 and €; = 0.1 for the
next insertion.

o In the case that the GAP obtained is greater than 7, then the given solution is not accepted and there is
an attempt to reinsert i,y With nh = 0 and €; = 0.1.

We are going to consider 7 = 0.3, that is, we accept the feasible solution given by CPLEX if the GAP is
lower than 30%.
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We denote this constructive algorithm as DCHS2-TI (Dynamic CHS2-TI). Table 8.1 compares the
DCHS2-TI with the static version CHS2-T1, both with objective function FOI. We can see that the DCHS2-
T1I algorithm produces similar results and the computational time is reduced considerably when the instance
size increases. In fact, DCHS2-TI is able to deal with large instances such as swim or shirts. Table 8.2 shows
the average results of 20 runs for all the instances of nesting problems that we can find in the literature (see
Section 6.1).

Table 8.1: Comparing static CHS2-TI and dynamic DCHS2-TI.

Set of CHS2-TI - FO1 DCHS2-TI
Instances Av. L Best L Av. Time Av. L Best L Av. Time

polyla0 16.40 15.44 25.32 16.23 15.39 69.19
shapes0 64.75 60.43  1614.00 66.10 62.00 463.69
albano 10592.49 10317.27 178.74 || 10587.49 10128.78 158.99
shapes| 60.95 57.33 1527.75 62.09 58.00 433.88
fu 36.58 35.16 2.1209 35.69 34.10 4.87

The constructive algorithm DCHS2-TI is used to build the initial solution for the IGA algorithm and to
rebuild the partial solutions given by the destructive phase. When DCHS2-T1 is used after the destructive
phase, we evaluate whether the completed solution is accepted or not for going to the local search phase,
depending on the length obtained. The idea is to send only those solutions which are considered promising
to the time-consuming local search procedure, that is, those which have possibilities of improving the best
known solution. In order to do that, we use a threshold p which gives the maximum percentage of devia-
tion with respect to the best known solution a solution can have to be considered for local search. Initially,
for each iteration of the IGA algorithm, we consider p = 0.05 (5%) and it increases 0.01 every two times
DCHS2-TI fails.

8.4 Local search procedure

In Chapter 7 we described different movements for the local search. The different approaches are the n-
insertion (see Section 7.1), the compaction (see Section 7.2) and the /-compaction (see Section 7.3). The
3-insertion and I-compaction require a high computational effort and will not be used here in the design of
the local search phase.

On the other hand, we have improved the /-insertion and the 2-insertion in such a way that the local
search procedure produces good improvements in a reasonable time. The original /-insertion is very rigid
and does not produce a good improvement over the constructive algorithm. Therefore we propose a new
version of the /-insertion which changes dynamically depending on the evolution of the Iterated Greedy
algorithm. We are going to use a similar idea on the 2-insertion.

In both movements, /-insertion and 2-insertion, we consider the crossed objective function COF defined
in Section 7.4. We have shown that this objective function works better than FOI or FO?2.
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Table 8.2: Average results of DCHS2-TI in all the nesting instances.

Set of DCHS2-TI
Instances Av. L BestL  Av. Time

dighe2 126.17 100.00 2.23
polyla0 16.23 15.39 69.19
dighel 133.00 123.68 77.24
shapes2-0 28.48 27.63 255.57
shapes0 66.10 62.00 463.69
trousersO 266.05 256.97 1332.21
shirtsO 66.18 63.44 2358.34
blaz2 21.56 21.10 74.19
albano 10587.49 10128.78 158.99
shapes2 28.55 27.41 256.31
dagli 63.48 61.27 217.48
shapes1 62.09 58.00 433.88
swimml 7100.11  6750.09 2232.94
trousers 256.18 248.45 1074.28
shirts 66.07 63.94 1920.12
fu 35.69 34.10 4.87
mao 2042.89  1928.78 98.39
marques 82.25 80.29 91.95
jakobsl 12.47 12.00 147.93
jakobs2 27.08 26.00 222.67
polyla 15.61 14.71 87.13
poly2a 30.44 28.45 412.24
poly2b 34.03 30.76 447.10
poly3a 45.01 43.19 802.95
poly3b 44.76 42.85 825.39
poly4a 60.47 56.92 1411.32
poly5Sa 80.06 76.68 2374.67

The local search procedure is based on applying either the /-insertion or 2-insertion while the length
is reduced. In the case of the solution changing and the length remaininig equal, then we repeat the same
movement one more time. If in the second iteration the length is not reduced, we change to the other mo-
vement. The local search finishes when the two movements are performed without changing the current
solution, or in two iterations for each movement the length remains equal. The first movement to be applied
is chosen randomly.

8.4.1 I-insertion modified

We use the notation introduced in Section 7.1. Let i € P. In order to obtain the best re-insertion of piece i
with rotation o; we need to solve the model MIP(i, 0;). In the standard N(7) the relative position between
the remaining pieces, Pg = P\ {i}, is fixed. We denote by N;’h’es(i) the Ni(i) where nh pieces of Pg relax
their relative positions with respect to their corresponding neighborhood by movement defined by parameter
€;.

To choose the piece to be reinserted, we consider the pieces whose slack in the strip is 0, that is, we are
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going to use the strategy presented in Section 8.2 to identify the set of pieces which belongs to the skeleton
of the current solution. If there are more than 20 pieces on the skeleton we randomly choose 20 of them to
be reinserted, otherwise we try to reinsert all the pieces of the skeleton.

The constructive algorithm presented in Section 8.3 uses a dynamic strategy here to calibrate the values
of parameters nh and €;. When the solution is completely built, the values of nh” and €; used in the insertion
of the last piece are considered a good starting point for the values of the parameters nh and €, in the local
search procedure. However, in order to intensify the local search movements during the /G algorithm, nh
could increase.

Initially we consider the values nh = min{5, nh’} and €, = min{W/10, €;}. If during three iterations of the
IG algorithm the best known solution does not change, n# is increased by 1 unit. The upper limit is nh < 15.
If in a given iteration of the local search the best known solution is improved, n/ is reset to its initial value.

8.4.2 2-insertion modified

Let i, j € P. The 2-insertion (N(i, j)) with crossed objective functions presented in Section 7.4 is based
on the reinsertion of pieces i and j together, and the objective function encourages neighboring pieces to be
placed in the holes produced by removing i and j. However, the position of the neighboring pieces from i
and j could be limited by other pieces and the probability of placing both pieces at their initial positions can
be very high. So, as in DCHS2-TI and in the modified /-insertion, some of the pieces are going to relax
their relative position within their neighborhood. In DCHS2-TI and [-insertion these pieces are selected
randomly. Here we are going to consider the neighborhood of pieces i and j, that is, we relax the relative
position between any piece from the neighborhood of pieces i and j and the pieces from the corresponding
neighborhood of the given piece. We call this movement the modified 2-insertion.

The modified 2-insertion has the following parameters:
e np: The number of pairs of the skeleton which are attempted to be reinserted.
e ¢;: Defines which pieces belong to the neighborhood of a given piece.

The computational test presented in Section 7.4 considered np to be 10% of all the pairs of pieces. In
the modified 2-insertion we consider several values for np, ranging between 5 and 80 without taking into
account the total number of pieces. The second parameter, €, can take the values 1, W/10 and W/15. With
such values we build different strategies for the 2-insertion.

LO : np=5and e =0.1.
L1 : np=20and ¢ =0.1.
L2 :np=20and ¢ = 1.
L3 :np =20and e = W/10.
L4 : np =40 and ¢ = W/10.

L5 : np =60 and ¢, = W/10.
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L6

:np = 80 and ¢, = W/10.

The modified 2-insertion of level 0 (LO) is the fastest. When the IGA does not improve the best solution
in three iterations, then the level of the 2-insertion is incremented. If the best known solution is improved in
the current iteration of the IG algorithm, we reset the level of the 2-insertion to LO.

8.5

IG Algorithm

The Iterated Greedy (1G) algorithm is based on the constructive algorithm DCHS2-TI presented in Section
8.3. The (IG) algorithm is organized as follows:

S.1
S.2

S.3

S.4
S.5
S.6

Build the solution with the constructive algorithm.
Apply the local search procedure.

If the best solution is improved, then it is updated. If the distance between the solution obtained
and the best known solution is lower than 1%, we randomly choose the solution to be used in the
destruction phase (the best or the current solution). Otherwise, we consider the best known solution
in the destructive phase.

Perform the destructive phase.
Use the DCHS2-TI algorithm to rebuild the partial solution.

If the threshold (p) is satisfied (the distance between the solution obtained and the best solution is
lower than p), go to (S.2). Otherwise, go to (S.4) with the best known solution.

We denote the best known solution by s*. The solution obtained in the constructive phase is denoted
by s (initially s = s*). In the second step we apply the local search procedure presented in Section 8.4

(S.2).

We denote by s the solution obtained after applying the local search procedure to solution s. Then

we differentiate the following cases:

Ly < L. In that case the best known solution is improved, so s* is updated and the following
parameters reset their values:
— n’ = 3, where n’ denotes the number of pieces to be removed in the destructive phase.

— nh = min{5,nh’} and €, = min{W/10, €/} in the /-insertion of the local search (see Subsection
8.4.1).

— np =5 and € = 0.1 in the 2-insertion (LO) of the local search (Subsection 8.4.2).
Ly > L. In that case we update the solution s (s « s’) (note that by construction Ly < Lg). The
number of iterations without improving the best known solution (niter) is incremented by one. In the
case that niter = 3 and the movements of the local search can increase the parameters (we are not
using the most aggressive version of either movements), then we do:

— If n’ < 10, then n’ increases by one unit.

— niter =0
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— The levels of both movements in the local search procedure are incremented, if possible.

After the local search procedure we use the destructive phase described in Section 8.2 in order to elimi-
nate n’ pieces from either the current solution s or the best known solution s* ((S.3) and (S.4)). In the case
that the distance between L; and Ly is more than 1%, we consider s* in the destructive phase. Otherwise,
we randomize the selection between s and s™.

The destructive phase eliminates several pieces randomly chosen from the skeleton of the solution. The
partial solution obtained is rebuilt with the constructive algorithm (S.5). As we mention in Section 8.3, we
use a threshold (p) to eliminate bad solutions obtained in (S.5). If the solution given by (S.5) satisfies that
the distance between the best known solution is lower than threshold p, we apply the local search (go to
S.2). Otherwise, we go to step (S.4) with the best known solution and every two times that happens p is
incremented by one unit.

The stopping criteria are based on the computational time, the total number of iterations and the number
of iterations without improving the best known solution. We consider that one iteration is completed after
the local search procedure is used (S.2). The IG algorithm finishes in the following cases:

e Total computational time is greater than 36000 seconds and during 20 iterations the best known solu-
tion has not been modified. In difficult instances as swim, trousers, poly2a, poly2b, poly3a, poly3b,
poly4a, poly5a and shirts, which one iteration the local search procedure requires more than 1000
seconds we allow only 2 iterations without improve the best known solution.

e The total number of iterations is greater than or equal to 100, and for 20 iterations the best known
solution has not been modified.

The next section shows the computational results and a comparison with state of the art algorithms.

8.6 Computational results

The Iterated Greedy Algorithm (IGA) described in the previous section was implemented in C++ using
Visual Studio 2008. We used CPLEX 12.5 to solve the Mixed Integer Programming models and the compu-
tational tests were performed on a PC with a core 17 2600 processor and a 12 GB memory.

We use the instances presented in Section 1.6.1 with the following exceptions and modifications:

o Instances glassli, glass2, glass3, dighe2 and dighel are simple to solve. These instances are broken
glass instances and the pieces cannot rotate The IGA algorithm obtains the optimal solution in less
than 10 seconds in all the instances, with the exception of instance dighel for which it proves op-
timality in 10567 seconds. Furthermore, all the algorithms that we are going to consider obtain the
optimal solution of instances dighel and dighe?2 (instances glass are not considered).

e Instances poly4b and poly5b have only been used by Burke et al.[18] and with the tools we have
available we had problems calculating all the non-fit polygons, as there are too many different types
of pieces (60 and 75 respectively).

e For the instance swim we have built a version reducing the number of vertices of the pieces in such a
way that each solution of the reduced version is a valid solution for the original instance.
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We are going to consider the algorithms state of the art algorithms from the literature as follows:
BLFH The Bottom-Left-Fill heuristic algorithm by Burke et al.[18] (2006).
SAHA The hybrid simulated annealing algorithm by Oliveira et al. [32] (2006).

2DNEST The fast neighborhood search for polygon placement using a bottom-left strategy by Egeblad et al.
[26] (2007).

ILS The iterated local search by Imamichi et al. [35] (2009).
FITS The local search algorithm by Umetami et al. [69] (20009).
BS The beam search implementation by Song and Bennell [62] (2010).
ELS The extended local search algorithm based on nonlinear programming by Leung et al. [40] (2012).

SA-SMT The two level algorithm by Sato et al. [58] which uses the collision-free region and exact fitting
placement. Since the inner level is a simulated annealing algorithm then we refer to this algorithm as
SA-SMT (Simulated Annealing by Sato, Martins and Tsuzuki, 2012).

In Table 8.3 we compare the minimum length obtained by all the algorithms in all the instances. The
table has two parts because some instances have been used by all the authors while others have only been
used by Burke et al.[18].

In the first part of the table, we can see that none of the algorithms gets the best solution for all the ins-
tances, showing that for this very difficult problem none of the proposed approaches is consistently the best.
Our algorithm IGA improves the best solution published in the literature in instances shapesO and shapes2
(in Section 1.6.1 we can see the solutions drawn). In general, the results obtained with /GA are competitive
with all the other algorithms. However, it seems that our algorithm works slightly worse on instances with
a high number of pieces, such as swim, shirts, trousers. Furthermore, in these instances, the computational
time increases considerably in order to complete 20 iterations without improvement (see Table 8.4). This
behaviour indicates that the corresponding MIPs that we solve in each movement of the local search proce-
dure are very hard to solve to optimality.

In the second part of the table, the results obtained with the /GA algorithm improve the best know solu-
tion in all these instances, with the exception of instance poly5a. However, instances poly2a, poly3a, poly4a,
poly5a, poly2b and poly3b require a great computational effort although the number of pieces is not too high.

Instance polyla0 can only be compared with the result obtained with the exact algorithm presented
in chapter 3. We can see that by giving 36000 seconds to both algorithms, the /GA obtains a solution of
L = 14.6, while the exact algorithm gets L = 15.9 (see Table 3.10).

Table 8.4 completes the information in Table 8.3 not only for IGA but for all the other algorithms. It can
be seen that the good results of SA-SMT are obtained at a high computational cost, much higher than those
of ELS, ILS and FITS, which attain a very good balance between quality and cost. In our case, we have
allowed our algorithm a higher computational time than these three algorithms, but not as high as SA-SMT.
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Table 8.3: Best length obtained by each algorithm

Instances  BLFH SAHA  2DNEST ILS FITS BS ELS SA-SMT IGA

Albano 9980.86 9957.41  9905.94 9874.48 9942.62 9905.88 9838.70 9758.70 9887.62
Dagli 59.94 58.20 58.24 58.08 59.40 57.65 57.56 57.40 57.56
Fu 31.57 31.33 30.97 31.43 31.24 31.57 31.00 31.00 31.00

Jakobsl 11.50 12.41 11.00 11.28 11.00 11.40 11.00 11.00 11.32
Jakobs2 24.70 24.97 23.80 23.39 23.87 24.01 23.00 22.75 23.77
Mao 1821.70 1785.73 173126 1766.43 1760.35 1753.20 1747.80 1749.88 1769.54
Marques 78.00 78.48 77.04 77.70 77.54 71.79 77.09 76.85 76.85
Shapes0 60.00 60.00 59.52 58.30 60.00 62.00 58.99 59.03 58.00
Shapesl 55.00 56.00 54.04 54.04 54.01 55.00 53.00 55.02 55.00
Shapes2 26.80 25.84 26.48 25.64 26.44 26.57 25.65 25.93 25.57
Shirts 63.40 62.22 61.77 60.83 62.13 60.21 61.09 61.65 63.38
Swim 6270.88 5948.37 6097.78 5875.17 5970.52 5892.72 5864.24 6162.43 6161.40
Trousers 24528  242.11 24123 24256  243.63  241.00 243.01 241.83  244.28

polyla0 14.60
polyla 13.30 13.16
poly2a 27.09 26.16
poly3a 41.07 40.32
poly4a 54.60 54.14
polySa 68.84 70.56
poly2b 29.63 29.54
poly3b 40.50 40.38

Looking at the results obtained by /GA in more detail, we have observed that it obtains good solutions
after applying the destructive and constructive phases. In fact, these procedures often obtain the best cur-
rent solution before applying the local search procedure. Nevertheless, the local search procedure usually
improved the current solution. The movements used have been extensively studied. The difficulty of the
models that we have to solve each time any movement is done depends on the problem and even on the
current solution. For this reason we have chosen a dynamic strategy based on the gap obtained and the
computational time needed by CPLEX to solve the corresponding models and we have tried to adjust the
parameters in order to build affordable MIP problems.

Despite the fact that instance shapes! has 43 pieces and instance poly2b only 30, one iteration of the
local search procedure requires more time in instance poly2b. This difference might be given because the
proportion between the width of the strip and the average width of the pieces is greater on instance shapes|.
That is, generally, pieces are wider in proportion with the strip width on instance shapes].

The computational results show that /GA is competitive with the state of the art algorithms and improves
the best known solution in several instances.
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Table 8.4: Computational times of algorithms

Instances BLFH SAHA 2DNEST ILS FITS BS ELS  SA-SMT IGA

Albano 299 45140 21600 12000 12000 20883 12030 190342 36000
Dagli 252 102200 21600 12000 12000 68601 24100 629047 36000
Fu 139 5920 21600 6000 12000 4435 12000 32497 13605
Jakobsl 29 6640 6000 6000 12000 7543 6030 7497 36000
Jakobs2 51 9080 21600 6000 12000 285 6020 79496 36000
Mao 152 164900 6000 12000 12000 62772 12040 3195538 36000
Marques 28 150140 21600 12000 12000 39508 12040 74614 36000

Shapes0 274 78820 6000 12000 12000 1119 12070 181204 36000
Shapesl 239 206280 6000 12000 12000 1410 12120 491459 36000
Shapes2 281 45140 21600 12000 12000 20784 12050 261004 36000

Shirts 194 207820 21600 12000 12000 32616 12930 2528972 203563
Swim 141 138740 21600 12000 12000 64678 12460 5287061 113981
Trousers 243 171760 21600 12000 12000 28631 12370 1016331 91689
polyla0 36000
polyla 254 36000
poly2a 239 67986
poly3a 159 198253
poly4a 224 58931
polySa 300 108866
poly2b 189 133521
poly3b 114 202277
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Chapter 9

Two dimensional irregular bin packing
problems with guillotine cuts

9.1 Introduction

The two-dimensional irregular-shape bin packing problem with guillotine cuts arises in the glass cutting
industry, where each cut in the cutting process divides the stock sheet, or the given part that is going to be
cut, into two different parts. Most of the algorithms that can be found in the literature on two-dimensional
irregular-shape packing problems minimize the length of the strip required to accommodate the pieces and
do not force a guillotine cut structure. On the other hand, most of the algorithms including guillotine cuts
deal with rectangles, so the guillotine cuts are orthogonal with the edges of the stock sheet. Therefore, the
problem considered here combines three difficult components: the non-overlapping of the pieces, which
with irregular polygons is a hard problem, especially when the pieces are allowed to rotate freely; the bin
packing problem in which pieces have to be associated with bins; and the guarantee that the solution can be
produced by a set of guillotine cuts. We propose a constructive algorithm which inserts the pieces one at a
time by using a mathematical model and two different guillotine cut structures. This constructive algorithm
outperforms the previous algorithms designed for this problem.

9.2 Literature review

The problem considered in this chapter is a very special case of nesting problems. As the material to be cut
is glass, only guillotine cuts are allowed. That in turn forces the pieces to be convex, but they adopt different
geometrical non-rectangular shapes: triangles, trapeziums and other shapes. Another special characteristic
is that the raw material cannot be considered a strip of infinite length, because it comes in rectangular sheets
of given dimensions. Therefore, the problem is a bin-packing problem in which the number of bins required
to accommodate all the pieces has to be minimized. Pieces are allowed to rotate freely. An example of this
problem appears in Figure 9.1.

Up to now, the only paper which has dealt with the irregular-pieces bin packing problem with guillotine
cuts is presented by Bennell et al. [11]. They propose two different construction heuristics. The first heuris-
tic, a one-stage algorithm, combines two pieces (or two sets of pieces) by matching two of their edges using
a dynamic solution evaluation to create a new item which is transformed into its convex hull. Therefore, the
guillotine cut structure is always satisfied. This algorithm produces high-quality results in problems with
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Figure 9.1: Real example of a bin packing problem with guillotine cuts and non-rectangular pieces

a low number of pieces per bin. When pieces are small and many pieces fit into one bin, this algorithm
requires great computationally effort. The second constructive heuristic, a two-stage algorithm, combines
pairs of pieces into rectangles by using the phi-functions presented by Romanova et al. [56], and then uses
the guillotine bin packing algorithm developed by Charalambous and Fleszar [19] to pack the rectangles.
The combination of the pieces into rectangles using phi-functions requires great computational effort, up to
eighteen hours in the largest instance (149 pieces), although the packing algorithm by Charalambous and
Fleszar [19] takes less than one second.

In this chapter we propose a constructive algorithm based on the insertion of pieces one at a time. In
order to add one piece to a given bin, a mixed integer model is solved to optimality. The model is based
on the formulation proposed in Chapter 2 for nesting problems but, in order to guarantee a guillotine cut
structure, after the insertion of a new piece we identify a new guillotine cut which is going to be associated
with one of the pieces already placed. The difference between both constructive algorithms lies in the way
the association of guillotine cuts to pieces is done. The first guillotine cut structure associates each new
guillotine cut with the latest inserted piece. The second guillotine cut structure does not take into account
the insertion order of the pieces. The idea is to associate the new guillotine cut with the piece for which one
of the edges is concurrent with the guillotine cut. Note that each guillotine cut is defined in order to separate
two pieces, so it is important to associate the guillotine cut with one of those pieces.

The mixed integer formulation (MIP formulation) used here is based on those by Fischetti and Luzzi
[27] and by Gomes and Oliveira [32], which use the Non-Fit polygons (NFP) to obtain the non-overlapping
constraints. We use the horizontal slices formulation (HSF) presented in Chapter 2 to obtain the partition of
the outer zone of each NFP.

For pieces of irregular shapes, in Bennell and Oliveira [12] we can find an interesting discussion on the
different strategies for building the NFPs. In our case, as the pieces are convex, it is easy to obtain the NFPs.
Bennell and Oliveria [12] describe an algorithm which just sorts the edges of both pieces by taking into ac-
count the angles and the NFP is easily obtained. However, the pieces can be rotated continuously and can
also be reflected (a mirror transformation). Each NFP corresponds to a fixed rotation and a fixed reflection
of two polygons, so each time that a given piece changes its rotation or reflection, the MIP model has to be
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updated because the NFPs of the pieces could be different. In this chapter we also present an algorithm to
decide the rotations and reflections of the pieces.

Due to the computational cost of the constructive algorithms it makes no sense to apply a local search
procedure like the tabu search presented by Lodi et al [42], which tries to empty less occupied bins by
assigning pieces to sub-instances that include pieces from k bins. This tabu search might improve the bin
packing component of the problem because the association of the pieces in the bins that we use is completely
greedy, but the computational effort would be excessive.

In the next section we give a detailed description of the problem and some notation. Section 9.4 presents
the horizontal slices MIP model (HSF), which is going to be used for the insertion of each piece. The two
different guillotine cut structures are presented in Section 9.5. In Section 9.6 we describe the algorithm
used to decide the rotations and reflections of the pieces and in Section 9.7 we introduce the constructive
algorithm scheme. In Section 9.8 we propose a different way of getting the guillotine cut structure and in
Section 9.9 we embed an improvement procedure into the constructive process. Section 9.10 contains the
computational study. Finally, in Section 9.11 we draw some conclusions.

9.3 Problem description

The problem consists in cutting a set of required pieces from the minimum number of stock sheets, hence
it is an input minimization problem. There are sufficient stock sheets available to meet the demand. The
size of the stock sheets is standard, where L denotes the length and W the width. The set of irregular convex
pieces is denoted by P, |P| = n. Pieces can be rotated continuously, that is, there are no fixed rotation angles.
The reflection of the pieces (a mirror transformation) is also allowed. To obtain the reflected polygon of
a given piece we calculate the reflection over the Y axis. If the piece has some symmetry, then the mir-
ror transformation is redundant. Only guillotine cuts are allowed and the cutting line is not constrained to
being parallel to an edge of the stock sheet. There are no limits on the number of cuts applied to each bin.
According to the typology proposed by Waescher et al. [70], this is a single bin size bin packing problem
(SBSBPP).

Let B denote the set of bins used. Each bin, b;(P;, X, Y;, Ri, M, G;) € B, has a set of pieces associated,
P; C P. Each piece p € P; is given by an ordered list of vertices, p = (v,...,V;), and its edges can be
expressed by e; = (vj,v;41), where i = 1,...,n — 1 and the n'h edge is e, = (v, v1). The coordinates of
the reference points of the pieces are given by vectors X; € Rl and ¥; € RIPI. The rotation angle and the
reflection (mirror transformation) of the pieces are given by R; € RPil and M; € BIPl, where 1 represents
that the mirror transformation of the original piece is done. Finally, G; = (gl.1 . g'l.P "H) is an ordered set
of guillotine cuts in such a way that the first guillotine cut, gl.1 € G; divides b; into two parts. The second
guillotine cut, gl.2 € G;, is going to divide one of those parts, and so on. Note that the endpoints of a cut can

lie on some of the previous cuts instead of on one of the edges of the bin.

Each guillotine cut, gf.‘(p, Vini> Vend) € Gi, where k € {1,...,|P;| — 1}, has a piece p € P; associated and
the endpoints of the cut, v;,; and v,,4, are expressed in a coordinate system in which the reference point of
piece p is placed at the origin. This means that we have to know the position of piece p in order to know
where g; is placed in the bin. We say that gi.‘ has order k if it is the k™ guillotine cut. The order in which
the guillotine cuts are added is very important because the endpoints of the guillotine cuts are given by the
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intersection with either the closest guillotine cut with a lower order or the edges of the bin.

For each b; € B we consider that the bottom-left corner of the boundary of b; is located at the origin, and
the position of each piece p € P; is given by coordinates of the reference point (x,,y,), x, € X; and y, € ¥,
which corresponds to the bottom-left corner of the enclosing rectangle of the piece, even if p; changes its
rotation or reflection.

Objective
The objective is to minimize the total number of bins (stock sheets) used. The last bin is usually used only

fractionally and then if a horizontal or vertical cut is applied, the largest reusable rectangle is not considered
as waste. So the objective is to minimize the fractional number of bins (F).

The stock sheet usage (U) is defined as

~ W Area(pj)
(N -=1LW) +R*

9.1)

where N is the total number of bins and R* is the rectangle of the stock sheet used once the reusable residual
part has been removed. In that case, the objective would be to maximize the stock sheet usage.

Either of both measures (U) and (F) is helpful for differentiating the quality of competing methods when
they produce solutions with the same number of bins. There is a close relation between (F) and (U). If we
consider two different solutions s; and s, such that U(s;) > U(s,), indicating that the usage obtained by
solution s is better, then s; has a smaller fractional number of bins F(s) < F(s7).

9.4 Mixed integer formulation for the insertion of one piece

Each time a new piece is inserted into a bin, a Mixed Integer Problem (MIP) is solved to optimality. In this
MIP model the position of the pieces already placed is not fixed, though they must respect the guillotine cut
structure already defined in previous steps. The solution for the model provides the position of all the pieces
involved in such a way that the new piece does not overlap any of the other pieces and does not cross any
of the existing guillotine cuts. The MIPs become harder to solve when the number of pieces placed into the
bin increases. The new piece which is going to be inserted has a fixed rotation and a fixed reflection in order
to calculate the NFPs between the new piece and the pieces already placed.

Let P; C P be the set of pieces already placed and let p € P \ {P;} be the piece which is going to be
inserted into bin b; € B and let r;, and m,, be, respectively, the rotation and reflection of p. We first write the
whole model and then explain each component in detail:
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Min wLe + (1 —w)W, 9.2)

s.t. L. <L (9.3)
W. < W 9.4)

xj<L.—1; p; € P;U{p) (9.5)

Vi< We—wj pj € PiU{p} (9.6)

ar(xe = xp) + Bk — yp) < Xi% Sivie 1 <k < |Pj| 9.7
Mg = 1 1 <k<|P| 9.8)

ayj(xx — xj) + Brjvk = ¥j) < ¥j 1 <j<k<|Pi 9.9)
INT(P)Ngk=10 k=1,...,P|-1 (9.10)

vir € {0, 1} 1 <k<|Pi,1<t< 9.11)

xj,y;20 pj € PiU{p} (9.12)

e Objective function

The objective function (9.2) is a weighted combination of the length and width used, represented by
L. and W,, respectively. With this objective function we try to pack the pieces as tightly as possible.
We consider three different alternatives for the relative weight w:

- FOO: w = m

In this case, the rectangle (L., W,) grows keeping the proportions of the bin.
- FOI: w=0.01

The objective is to minimize the width, and the length is used as a tie-breaker.
- FO2: w =0.99

The objective is to minimize the length, and the width is used as a tie-breaker.

e Containment constraints

Inequalities (9.3) and (9.4) ensure that the length and width used by the pieces in the bin do not exceed
the bin dimensions. Inequalities (9.5) and (9.6) define L. and W,, that is, all the pieces are placed into
the rectangle whose bottom-left corner is the origin and whose upper-right corner is (L., W).

e Non-overlapping constraints

Inequalities (9.7) are defined to ensure that the new piece p does not overlap any other piece already
included in the bin. These constraints are taken from the horizontal slices formulation proposed
in Section 2.3. In that case, binary variables associate to slices are denoted by v;j, i, j € P and
ke l1,...,m;j, being m;; the number of slices defined from the NFP;;.

e Guillotine cut constraints

The next set of constraints (9.9) is the guillotine cut constraints which separate pieces already placed
in the bin. Since the guillotine cuts have to be satisfied by all the pieces and each guillotine cut is
defined in order to separate two pieces, it is not necessary to consider non-overlapping constraints for
the pieces already placed.
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If we consider the piece p which is going to be inserted, besides the non-overlapping constraints
already described, we need a set of inequalities (9.10) which ensures that no guillotine cut is going to
divide polygon p. These inequalities appear in the formulation in a symbolic way, using the notation
INT (p) to indicate the interior of piece p and gf.‘ to indicate the existing guillotine cuts. They will be
fully explained in the next section.

e Lifting the bound constraints

The typical containment constraints which are used in Gomes and Oliveira [32] and Fischetti and
Luzzi [27] are (9.5) and (9.6). These constraints are going to be used for all pieces already placed in
the bin p; € P;, but for the new piece p which is going to be inserted we are going to use the lifted
bound constraints defined in Section 2.3.

Initially, all the pieces are sorted by a certain criterion in order to be inserted into the bins. If one piece
does not fit into a given bin, before creating a new bin we try the insertion of the remaining pieces into that
bin.

The rotation of the pieces and the reflection are obtained by the algorithm presented in Section 9.6. This
algorithm chooses r different rotations of both the original and the reflected polygons, taking into account
the pieces and the edges of the bin. Each one of the rotations in the given reflection determined by the
algorithm is tried by solving the corresponding MIP model. The final position of the pieces is the one which
produces a lower value on the current objective function. Note that we solve several MIP models in order to
make the insertion of one piece, and for each different rotation or reflection (if the piece is not symmetrical)
the NFPs and the non-overlapping constraints have to be recalculated.

9.5 Guillotine cut structure

In the previous section we mentioned that the MIP has to include two types of constraints related to guillotine
cuts. On the one hand, when a new piece p is going to be inserted, constraints (9.10) have to ensure that the
existing cuts do not cross it. On the other hand, once the model has been solved, we have to identify a new
guillotine cut separating the new piece from some piece already placed. This new cut and the cuts from the
previous iterations (constraints (9.9)) have to be included in the next models to ensure the separation of the
pieces already included.

We consider two different associations between the guillotine cuts and the pieces. A first structure, asso-
ciated guillotine cuts (AGC), tries to associate the guillotine cut with the piece which has an edge concurrent
with it, in such a way that all the guillotine cuts have at least one piece with one concurrent edge. The se-
cond guillotine cut structure, iterated guillotine cuts (IGC), is based on the association of a new guillotine
cut with the latest piece inserted.

AGC

In what follows we are going to use the example presented in Figure 9.2. When the first piece is inserted
into the bin, no guillotine cut is needed. So the model defined in Section 9.4 is going to have only the
containment constraints (9.3), (9.4), (9.5) and (9.6) because there is no overlapping problem. Once the first
piece p; is inserted, we try to insert another piece, p». The model for the second insertion is going to have
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the containment constraints for both pieces and the non-overlapping constraints of both pieces. Note that
there are still no guillotine cuts defined. When the model with two pieces is solved, the solution provides
the coordinates of both pieces in the bin and we have to identify a guillotine cut.

Since pieces are convex polygons, there is at least one edge of one piece which can be used as a valid
guillotine cut. Thus the guillotine cut is associated with the piece for which one of its edges is concurrent
with the guillotine cut. In the example in Figure 9.2, the guillotine cut is concurrent with an edge of p;, so it
is associated with p,. Therefore, the relative position between p, and this guillotine cut is fixed throughout
the construction process. In other words, wherever piece p; is moved after the solution of successive MIPs,
the guillotine cut will be moved with it.

The first guillotine cut in this example can be denoted as g (pz, Vinis Ven d), where p; is the associated
piece and the line defined by points v ; and v .q Sives the relative position between p; and g'. That s, in
order to know the position of the cut g 1n the b1n we have to add up the coordinates of p, to v! i and ven g
The endpoints of this guillotine cut are determined by the intersection between the cut and the edges of the

bin. The inequality defined by g' which separates p; and p; (inequality (9.9)) has the following structure:

app(x; —x2) + bio(y1 —y2) < ci2 (9.13)

where a3, b1p and ¢, are the coefficients needed to define the inequality. Let p3 be the third piece to
be inserted with a given rotation and reflection. In this case the non-overlapping position between p; and p;
is ensured by an inequality (9.9) defined by the guillotine cut g!. The non-overlapping constraints (9.7) are
included for separating p3 from p; and p».

In order to guarantee inequality (9.10) for piece p; and g', we add the following three inequalities:

@py p3 1 (Xps = Xpy) + B ps 1 Vps = Vpy) < sz ot T (1- Pz . M 9.14)

Wpy 31 (Xpy = Xpy) + Bps o1 Ops = Vpo) < m st P =X M (9.15)
R L _

Xprpsd T Xpypyn =1 (9.16)

Constraint (9.14) forces p3 to be placed to the right of g' when the corresponding binary variable

R = 1. When binary variable ,\/ | takes the value 0, then the big-M constant deactivates the in-

szpal

equality. Similarly, in order to place p3 to the left of g', we define a binary variable, y* and inequality

p2.p3, 1
(9.15). Equation (9.16) forces p3 to be placed at one side of the g'. We consider that the piece which has
the guillotine cut associated is always placed to the left of the cut and we maintain that notation in all the

cases, irrespective of the slope of the cut.

Coefficients @, p,,1 and S, ps.1 are the same in both inequalities (9.14) and (9.15) because the lines
are parallel. However, coefficients y bl and y[L)z 1 AT€ different because the vertex which touches the

guillotine cut at each side, mamtalmng all the vertices on the same side, are different.

Once ps3 is inserted into the bin in Figure 9.2, we have to identify the guillotine cut of order 2 which
separates p3 from either p; or p,. We can observe that the position of pieces p; and p; and guillotine cut g'
have changed when piece p; is inserted. Since ps is placed on the same side of g' as p, the new guillotine
cut is going to separate pieces p; and p3. The thick black edge on the left of piece p; is used as the new
guillotine cut, g2, which is associated with p3. In that case, the top and the bottom limits of g, are given by
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the intersections with the edges of the bin.

After the third insertion the model becomes somewhat different because of the guillotine cuts. Let p4
be the piece which is trying to be inserted. Inequalities (9.9) defined by guillotine cuts g' and g2 ensure the
non-overlapping configuration of pieces pi, p» and p3. Note that there are two inequalities (9.9) associa-
ted with g': one given by (9.13) and another given by fixing Xl;z,ps,l = 1, which reduces equations (9.14),
(9.15) and (9.16) to one inequality of type (9.9). Both inequalities are needed for the separation of the pairs
p1—p2 and p, — p3. Finally, there is one inequality which uses the last guillotine cut g> to separate p; and ps.

The non-overlapping constraints (9.7) are used to separate ps from the rest of the pieces. In order to
guarantee that p,4 is going to respect g, and g;, constraints (9.10), we add the following constraints:

pypat Xpy = Xpy) + By pit Opy = Ypy) < m oot T (1= pz )M 9.17)
py pad (Xpy = Xpy) + Bropst Opy = Vo) < pz oot T (- m )M (9.18)
X ped T X et = 1 (9.19)

Wps.psd Xps = Xp3) + Bpyput Ops = ¥py) S Vi o+ (1= m oM (9.20)
Apypat Xpy = Xp3) + By puit Ops = Vp3) < yan,m,l +(1- p} )M 9.21)
Xﬁz,m,l :Xﬁs,m,l +X1L73,p4,1 (9.22)

Inequalities (9.17), (9.18) and equality (9.19) have the same structure as constraints (9.14), (9.15), (9.16),
corresponding to the insertion of p3, because the first guillotine cut must always be satisfied, that is, the new
inserted piece has to be either to the right or to the left of g!.

In addition, inequalities (9.20), (9.21) and (9.22) are defined to force ps to be placed at one side of gz,

if that is necessary. If sz il = 1, p4 and g? are placed on opposite sides of g', so gZ and py4 are separated

by g! and there is no need for a new constraint to separate them. Equation (9.22) allows the fixing of both
binary variables, )( ol and Xp L pal 1O 0, deactivating inequalities (9.20) and (9.21). If X ypal = 1, then
p4 would be placed on the same side of g1 as go (also p; and p3), and if we do not add mequahty (9.22),
then g, could cross p4. In that case, one of both binary variables Xps,m,l or Xp3,p4, , has to take the value 1,
activating the corresponding inequality. If, instead of using this conditional structure, we had repeated the
structure of constraints (9.17), (9.18) and (9.19), forcing the new inserted piece to satisfy all the guillotine

cuts already defined, the model would have become unnecessarily restrictive.

Figure 9.2 shows the insertion of piece p4. We can see that the endpoints of the new guillotine cut nee-
ded to separate pieces p; and p4 are defined by the intersection with previous guillotine cuts instead of with
the edges of the bin. It can also be observed that while maintaining their relative positions, pieces p, and
p3 have been moved upwards, taking the associated guillotine cuts with them, and making room for piece p4.

We can add the rest of the pieces iteratively, as shown in the other drawings in Figure 9.2. Let p; be the
next piece to be inserted. The previous solution has already placed [ — 1 pieces into the bin and there are
[ — 2 guillotine cuts defined. For each guillotine cut g, r = 2,...,1— 2, we know which of the guillotine cuts
with lower order it is associated with, ¢/ = 1,...,7— 1. That is, g can be placed at one side of g’ or can be
separated from g by another guillotine cut, having no relation with g* .
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We denote the previous guillotine cut with which ¢ is related by t* € {1,...,1— 1}.
Then, in a general form, inequalities (9.10) can be written as follows:

R
apkspr,S(xpt - xl’k) +Bpk,p;,s(yp, - ypk) < ng,p,,s + (1 _ka,p,,s)M

k=1,....ts=1..., 8 (9.23)
@pprsXp, = %) + BprprsOpe = Vo) S Vo prs + A = x5 OM
k=1,....t,s=1...,5 (9.24)
Xyt T Xt = | (9.25)
X pos = Xpow + X, k=1,....0,s=1..., 5 (9.26)

Inequalities (9.23) and (9.24) define the guillotine cuts, which are activated by binary variables ng,ph s
and )([L,k, s> Tespectively. The number of guillotine cuts associated with piece py is denoted by s.

Equality (9.25) ensures that the first guillotine cut, i.e. the guillotine cut with order 1, is always satisfied
by the new piece to be inserted (p;). After that guillotine cut is satisfied, the remaining guillotine cuts are
going to have a relation with the new inserted piece using equalities (9.26). The value of o could be L (left)
or R (right), depending on what the relation is between the guillotine cuts obtained in the previous steps
of the constructive procedure. If the corresponding binary variable which is on the left-hand side of (9.26)
takes the value 1, then a relation is needed between the s”* guillotine cut associated with p; and piece p;.
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Figure 9.2: Example of the packing of a bin with the AGC structure.
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AGC IGC

Figure 9.3: Difference between AGC and IGC (real example on instance hanl20).

IGC

The Iterated Guillotine Cut structure associates each guillotine cut with the last piece inserted into the bin
and does not take into account if any edge of the piece is concurrent with the guillotine cut.

Inequalities (9.9) and (9.10) are the same in both structures. The /GC structure is simpler than the AGC
because each piece, except p;, has one and only one cut associated (s = 1 fork =2,...,f— 1 and 51 = 0).

Difference between IGC and AGC

Figure 9.3 shows two different packings of the first bin for instance H/20 (see Section 9.10). With the AGC
structure the constructive algorithm places 5 pieces instead of the 4 placed when using the /GC structure.
The algorithm works similarly in both cases until piece 4 is placed. The first two pieces are separated in
both cases by a vertical line which is associated with piece 1. The second guillotine cut separates pieces
0 and 2 and is associated with piece 2 in both cases. The third guillotine cut is associated with piece 3 in
both cases. When piece 4 is placed, with the AGC structure the new guillotine cut is associated with piece
1 with which it has a concurrent edge, while with the /GC structure it is associated with piece 4, the last
piece placed. Then, piece 5 (a tiny triangle) fits into the packing on the left-hand side of Figure 9.3 because
piece 4 can be moved to the top of the bin while the cut stays with piece 1, making room for piece 5. In the
packing on the right-hand side of Figure 9.3, if piece 4 is moved to the top of the bin, the guillotine cut has
also to be moved upwards and there is no feasible placement for piece 5.
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9.6 Rotations and reflections

We define the reflection of a given piece p € P as the polygon obtained by applying the mirror transforma-
tion. The rotation of the pieces is completely free, that is, they can be rotated continuously between 0 and
360 degrees.

In this section we present an algorithm which decides the best rotations of one piece to be inserted into
the bin, taking into account the slope of the edges of the pieces already placed and the edges of the bin.
Since the model presented in Section 9.4 allows the piece which is going to be inserted to be placed in any
part of the bin, it is interesting that the given rotation of the piece produces as many matchings as possible
between the new piece and the pieces already placed. That is, the algorithm looks for rotations of the new
piece which would allow it to fit better with the pieces already placed.

The algorithm GR (Get Rotations) chooses a set of rotations for the piece which is going to be inserted
in the next iteration of the constructive algorithm. The number of rotations n, is an input of the algorithm
and the output is a set of n, rotations.

Let p; be the piece which is trying to be inserted. The set of rotation angles that we are going to study
is obtained by matching each edge of p; with each edge of the bin and each edge of each piece already
placed into the bin. If the number of angles that we obtain is lower than 7,, then algorithm GR returns all
these angles. In the case that we obtain more than n, different rotations, we sort the angles by the following
criteria:

a) Non-increasing number of matchings between the edges of the polygon obtained by applying the
given rotation to the piece and the edges of the bin and the edges of all the pieces already placed in
the bin.

b) In order to break ties in (a), we use the total length of the edges of all the matchings.

The first n, rotations are returned by the GR algorithm.

The different strategies that we are going to use in the constructive algorithm are:
e 3R: We try the three best rotations given by algorithm GR.

e 3Rx3R: We try the three best rotations of the piece given by algorithm GR and the three best rotations
after applying the mirror movement.

e 6R: We try the six best rotations given by algorithm GR.

e 3R+1x3R+1: We try the three best rotations given by algorithm GR (also in the mirror polygon) for
the first piece of each bin and we increase the number of rotations by one every time a new piece is
inserted.

e 3R+3x3R+3: Similar to the previous one, but we increase the number of rotations by three.

e S5R+5x5R+5: Similar to the two previous strategies, but we increase the number of rotations by five
and we begin to study five rotations for the first piece.
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9.7

E30: Every 30° in both polygons (the original one and after applying the mirror). The first rotation is
given by matching the longest edge of the piece with the bottom edge of the bin.

E10: Similar to E30, but considering the rotations every 10°.

Constructive algorithm

In Section 9.4 an MIP mixed integer formulation is proposed to insert optimally one piece with a fixed
rotation and reflection. The following elements have to be determined in the constructive algorithm:

The initial permutation of the pieces.

The rotations of the pieces to be inserted. That implies the number of rotations and the criterion for
choosing the rotations. The different criteria are described in Section 9.6.

The reflections. It would be interesting to know if using reflections produces better solutions or
whether with just the rotations it is enough to find good solutions.

The objective function used in the MIP model. We consider the three different objective functions
defined in Section 9.4.

The guillotine cut structure used, /GC or AGC, described in Section 9.5.

We are going to consider three different criteria for sorting the pieces at the beginning of the process:

Randomly.
By non-increasing area. This is very similar to ordering the pieces by a non-increasing perimeter.

By shape. We are going to pack first the pieces whose shape is similar to a rectangle and then the
rest of the pieces. Pieces are therefore divided into two sets: one set is given by pieces whose shape
is similar to a rectangle and in the other set we consider the rest of the pieces. In order to identify
whether a piece has approximately a rectangular shape, we calculate the minimal enclosing rectangle
by matching each edge of the piece with one of the edges of the rectangle and if the usage, define
as U = f%, is greater than a given threshold u then the piece is included in the first set of
pieces. After all the pieces are classified, we sort both sets by area and we begin with the insertion of
the first piece from the first group.

The structure of the constructive algorithm is presented in Algorithm 4. Once a permutation of the
pieces is selected, with the given order we try to insert as many pieces as possible into the first bin. When
no more pieces fit into the first bin, if there are still some remaining pieces, a new bin is built, and there is
an attempt to place the remaining pieces into the new bin. The algorithm ends when all the pieces are placed.

We solve many MIP problems along the algorithm. The computational effort of the constructive algo-
rithm depends greatly on the number of rotations to be attempted for each piece and the computational time
is duplicated when we consider the reflection. In Section 9.10 the benefit of using the reflection is shown.

The first time the insertion of a new piece into a given bin is tried, we use as an upper bound the value
of the objective function when L. and W, are substituted for L and W. However, if in a given rotation and
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reflection the MIP model is feasible, it provides a valid solution whose value can be used as an upper bound
for the following insertion of the same piece in the remaining angles of rotation. That is, if we have found a
good insertion of a given piece, then we use the objective function value as an upper bound for the remaining
polygons obtained by rotating and reflecting the given piece.

Once all pieces are placed into bins, the less occupied bin is rebuilt with the objective functions FO1
and FO2 in order to find the cut, either horizontal or vertical, which produces a bigger non-used rectangle.
This part is not going to be considered as waste (see Section 9.3).

9.8 Constructive algorithm with two phases

In Section 9.7 we presented the constructive algorithm in which each time there is an attempt to insert a new
piece, an MIP model is solved. The guillotine cuts are guaranteed because there are several constraints in
the MIP model, described in Section 9.5, which force the piece being inserted to respect all the guillotine
cuts previously defined.

Since the guillotine cut inequalities reduce the feasible zone for placing the new piece, we now propose
to try first the insertion without taking into account the guillotine cut constraints (inequalities 9.10 in Section
9.4). It may then be that the position of the new piece does not respect the previous guillotine cut structure.
In that case, we need to identify a new guillotine cut structure if there is one. A procedure for doing that is
presented in this section.

Let i € P be the piece which is going to be inserted. We denote by MIP' the MIP model used in the
constructive algorithm defined in Section 9.4 without taking into account inequalities (9.10). The complete
model is denoted by M1 P2. Then, if MIP! is unfeasible, MIP? is also unfeasible.

When MIP! is feasible we obtain a position of the pieces with no overlap, but we do not know if it could
be obtained by guillotine cuts. We use a simple algorithm to find a guillotine cut structure. Each edge of
every piece is considered as the possible first guillotine cut. If an edge can be used as the first guillotine
cut, because it does not divide any piece and there are pieces on both sides, then the bin is divided into two
parts and the same procedure is used on each part until all the pieces are separated. If in any part of the bin
there are three or more pieces for which none of the edges of these pieces can be considered a guillotine
cut, we consider that the given solution cannot be obtained by guillotine cuts. The algorithm is called FGCS
(Finding a Guillotine Cut Structure).

Then, when MIP! is solved and gives a feasible solution, we call FGCS to know if there is a feasible
guillotine cut structure. If FGCS fails, MIP? is built and solved. The new guillotine cut structure found is
used for the next insertion, building a new MIP model.

In the case that MIP' is unfeasible, we try the next rotation of the given piece and when there are no
rotations left, we consider the next piece to be inserted as in the constructive algorithm (Section 9.7). Then,

only in the case that MIP! is feasible and FGCS fails to find a guillotine cut structure, the MIP? is solved.

This algorithm with two phases is more flexible and can produce better solutions. Figure 9.4 shows a
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Figure 9.4: Solutions obtained by a constructive algorithm and a constructive algorithm with two phases.

simple example with rectangular pieces, applying both constructive algorithms. On the left-hand side we
can see that with the initial algorithm the guillotine cuts separating pieces p;, p2 and ps are too restrictive
and it is impossible to place any other rectangle, while on the right-hand side piece p4 is placed and then a
guillotine cut structure is easily found.

9.9 Embedding an improvement procedure into the constructive algorithm

The irregular pieces make the bin packing problem very difficult to deal with. We have tried to adapt several
local search procedures which have been reported to work well for the standard bin packing problem with
rectangular pieces (Lodi et al. [42] and Charalambous et al. [19]), but we have only obtained marginal
improvements at a very high computational cost. Therefore, we have adopted a different strategy. Instead
of applying improvement procedures to the complete solutions, we have developed a procedure, embedded
into the constructive procedure, which is applied to each bin once no more pieces can be inserted into it and
before a new bin is opened.

When a bin is closed, that is, when the constructive algorithm cannot place more pieces into it, if the
usage is lower than a given threshold «, we identify the piece which produces more waste and either the
rotation of the piece or even the piece itself is changed. We propose a new criterion to assess the quality
of the placement of each piece in a given bin and a new criterion to compare the quality of two different
layouts of the bin with the same pieces.

Let np, be the number of pieces already placed into bin b. The guillotine cuts divide the bin into ny
containment polygons. Each one of these polygons contains exactly one piece and the respective waste of
each piece in its containment polygon can be calculated. Then, we consider the one which produces more
waste as the worst placed piece, taking into account the corresponding containment polygon. Figure 9.5
shows the containment polygon of the worst inserted piece, pg, in the top-right corner of the bin. In this
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Figure 9.5: Containment polygon of piece pg

example, the usage of the piece in the containment polygon is lower than 0.5.

Once the worst placed piece is identified, the bin is rebuilt in the following way. The bin is emptied, the
worst piece is removed from the list and the other pieces are inserted again with their same rotations and
reflections. Once all the previous pieces are placed, we try to insert the worst piece considering 10 different
rotations for each reflected polygon. These rotations are obtained by using a modified version of algorithm
GR, in which the edges of the bin are not considered and only the matchings with the previously placed
pieces are computed. If we succeed, the remaining pieces in the problem are tested for insertion.

This procedure is applied twice and we accept a new construction of the given bin if the waste has been
reduced. In this case we repeat the procedure until no improvements are found in two iterations.

9.10 Computational experiments

In this section we study several strategies to find the best constructive algorithm. All the different versions
follow the structure described in Algorithm 4 (page 182).

We have used the test data presented by Bennell et al. [11]. They consider eight instances, four pro-
vided by a company in glass cutting for conservatories and another four generated using properties of the
industrial data. The number of pieces ranges between 40 and 149. The instance name is coded by a letter
and a number: the letter can be J or H depending on whether the instance is provided by a company (J) or
is generated (H); the number represents the total number of pieces to be packed into the bins.

The first constructive algorithm that we are going to study, CA1, considers the one given by sorting the
pieces by non-increasing area as the initial permutation. The algorithm to decide the rotation is 3Rx3R,
which considers 3 rotations for both polygons, original and reflected. The guillotine cut structure is AGC.

We have considered the following modifications of CA1:
CA2: As CAl, but initially pieces are sorted randomly.
CA3: As CAl, but initially pieces are sorted by shape (see Section 9.7).
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CA4:
CAS:
CAG6:
CA7:
CAS:
CAY9:

CAI0
CAll
CAI2

As CA1l, but the objective function is FO1 (see Section 9.4).

As CA1l, but the objective function is FO2 (see Section 9.4).

As CA1, but the strategy for obtaining the rotation of the pieces is 6R (see Section 9.6).

As CA1l, but the strategy for obtaining the rotation of the pieces is 3R+ /x3R+1 (see Section 9.6).
As CA1, but the strategy for obtaining the rotation of the pieces is 3R+3x3R+3 (see Section 9.6).
As CA1, but the strategy for obtaining the rotation of the pieces is SR+5x5R+5 (see Section 9.6).
: As CAl, but the strategy for obtaining the rotation of the pieces is £E30 (see Section 9.6).

: As CAl, but the strategy for obtaining the rotation of the pieces is E/0 (see Section 9.6).

: As CAl, but the strategy used for the guillotine cuts is /IGC (see Section 9.5).

Table 9.1 shows the total number of bins used to pack all the pieces using these versions of the construc-

tive

algorithm. Tables 9.2 and 9.3 show, respectively, the fractional number of bins used and the usage of

the bins, while in Table 9.4 we can see the computational time in seconds.

Table 9.1: Number of bins used (N)

Instances || CAl CA2 CA3 | CA4 CAS | CA6 CA7 CA8 CA9 CAl10 CAll | CAl2
J40 8 9 8 8 8 8 8 8 8 8 8 8
J50 10 11 10 10 10 10 10 10 10 10 10 10
J60 11 12 11 11 11 11 11 11 11 11 11 11
J70 12 14 12 12 12 13 12 12 12 12 12 12
H80 10 11 10 10 10 10 10 10 10 10 10 10
H100 16 18 17 16 16 17 16 16 16 16 16 16
HI120 16 18 17 16 17 17 16 16 16 17 16 17
H149 22 25 23 23 23 23 22 22 22 22 22 22

Table 9.2: Fractional number of bins used (F)

Instances CAl CA2 CA3 | CA4 CA5S| CA6 CA7 CA8 CA9 CAlI0 CAIll | CAL2
J40 740 842 738 745 743 770 725 721 721 7.33 7.25 7.52
J50 9.27 1051 937 | 924 931 9.53 931 9.16 9.16 9.36 9.25 9.38
J60 1035 11.67 10.54 | 10.52 10.40 | 10.68 10.35 10.21 1022 10.36 10.28 | 10.41
J70 11.63 13.60 11.85 | 11.80 11.78 | 12.18 11.57 11.66 11.62 11.79 11.74 | 11.79
H80 9.46 1035 947 948 946 934 940 930 935 9.43 9.33 9.55
H100 1556 1748 16.12 | 1587 1582 | 16.16 15.62 1543 1547 1594 1554 | 15.75
HI120 1575 17.26 16.17 | 15.65 1624 | 16.39 15.69 1565 1574 16.14 1595 | 16.21
H149 21.83 2453 2239 | 22.09 2224|2209 21.88 21.72 21.77 21.87 21.75 | 21.83

The comparison between CA1, CA2 and CA3 in Table 9.1 shows that the best sorting criterion is non-
increasing area (CA1). We can see that CA2 is always worse than CA1 and CA3 is worse in the last three
instances. Furthermore, Table 9.2 shows that CA1 obtains better results than CA3 in the first five instances

with

the exception of instance J40, in which CA3 is slightly better.

In order to decide which objective function produces better results, we compare CA1, CA4 and CAS.
Table 9.1 shows that CA1 is slightly better than CA4 and CAS. Only on instances J50 and H120 is the
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Table 9.3: Usage (U)

Instances || CAl CA2 CA3 | CA4 CAS5 | CA6 CA7 CA8 CA9 CAl10 CAll | CAl2
J40 082 072 082 082 082 079 084 084 084 0.83 0.84 0.81
J50 082 073 082 083 082 | 080 082 0.84 084 082 083 0.81
J60 084 074 082 082 083 | 081 084 085 085 0.84 084 0.83
J70 085 073 0.83 | 0.84 084 | 081 085 085 085 0.84  0.84 0.84
H80 086 0.79 0.86 | 0.86 0.86 | 0.87 087 0.88 0.87 0.87 0.87 0.85
H100 086 0.77 0.83 | 0.84 085 | 0.83 086 0.87 0.87 0.84  0.86 0.85
H120 0.87 080 0.85| 088 085 | 0.84 0.88 0.88 0.87 0.85 0.86 0.85
H149 088 0.78 0.86 | 0.87 0.86 | 0.87 0.88 0.89 0.88 0.88 0.88 0.88

Table 9.4: Time in seconds (T)

Instances || CAl CA2 CA3 | CA4 CAS | CA6 CA7 CA8 CA9 CAI0 CAll | CAI2
J40 14 24 15 14 16 41 31 83 105 58 177 15
J50 18 36 22 20 19 24 52 89 108 95 237 22
J60 32 50 45 73 36 65 96 204 180 162 440 39
J70 62 84 121 93 129 44 142 334 305 281 609 55
H80 155 231 131 112 158 | 117 354 610 545 449 1257 99
H100 124 143 97 | 223 177 92 294 582 587 720 1286 108
H120 326 387 149 | 288 186 | 158 771 1198 1424 782 2769 194
H149 624 635 235 | 225 208 | 193 1042 1529 1525 1307 3369 250

fractional number of bins used lower with CA4. It seems that CA4 produces better results than CA5 because
the length of the bin is greater than the width in all the instances. However, the weighted objective function
F OO0 works better than both FO1 and FO2.

The advantages of using reflection can be seen by comparing CA1 and CA6. Each insertion tries 6 dif-
ferent shapes of one piece, CA1 considers the best three rotations of both original and reflected polygons and
CAG6 does not take into account the reflection. We can see that the results are clearly better if we consider
the reflected polygons.

Algorithm CA1 considers 6 different polygons of the piece which is going to be inserted. This means
that 6 MIP models are solved to optimality in order to decide the relative position between the new inser-
ted piece and the pieces and guillotine cuts already placed. Algorithms CA7, CAS8, CA9, CA10 and CA11
consider more rotations for both polygons, original and reflected, of a given piece. Then, in Table 9.4 we
can see that the computational time increases, CA11 being the slowest algorithm (note that at each insertion
CA11 72 MIPs are solved to optimality). Table 9.1 shows that all these algorithms produce results with the
same number of bins with the exception of CA10 which obtains a worse result on instance H120. The best
results are given by CAS8, which produces the best results for 6 of 8 instances. However, the computational
time of CA8 increases considerably in comparison with CA1.

Finally, since CA1 works slightly better than CA12, it seems that the AGC structure produces better
solutions than the IGC.

Comparison of the constructive algorithms with two phases and the improvement procedure

Table 9.5 shows the comparison between the original CA1 and the CA1 configuration using the two-phase
constructive algorithm. The computational time remains similar and the quality of the solutions is slightly
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improved.

On the other hand, when the improvement procedure presented in Section 9.9 is embedded into the
constructive algorithm CA1 with two phases (CA1M), the quality of the solutions is even better. The num-
ber of bins in instances J40, /50 and J60 is reduced and in instances H100 and H120 the fractional number
of bins is reduced. That is, on 5 instances this improvement procedure obtains a better solution, though the
computational times increase.

Table 9.5: Comparing the initial and the two-phase constructive algorithms

CAl CA1 two phases CAIM
N U F T N U F T N U F T
J40 8 0.82 740 14 8 0.83 7.31 21 7 088 692 168

J50 10 0.82 9.27 18 10 0.83 923 26 9 08 897 344
J60 11 084 1035 32 11 0.83 1049 68 10 087 9.99 445
J70 12 0.85 11.63 62 12 0.88 11.28 99 12 086 11.54 703
H80 10 0.86 9.46 155 10 0.89 9.20 121 10 0.89 921 1275
H100 16 0.86 1556 124 16 0.87 15.33 165 16 0.88 1527 1412
HI120 16 0.87 15.75 326 16 0.87 15.74 488 16 0.89 1537 2406
H149 | 22 088 2183 624 22 0.89  21.57 524 22 089 21.59 3314
Total | 105 101.27 105 100.13 102 98.87

Lower bounds for the total number of bins

In order to assess the quality of the solutions obtained, we have computed a simple lower bound for N by
solving a 1-dimensional bin packing model. This model uses an upper bound for N, N, given by the
constructive algorithm. In order to indicate that bin i is open we use a binary variable y;, which takes the
value 1 if the bin is used in the solution. We consider binary variables x;; which take the value 1 if piece j
is placed on bin i, and O otherwise. The model can be written as follows:

Min 3Ny, (9.27)

s.t. Z;?:] a;jxij < apy; i=1,...,Ny (9.28)
Y =1 j=1l..n (9.29)

xij €0, 1Ly €0, 1), 1<j<n1<i<Ny (9.30)

where n denotes the total number of pieces, N, is an upper bound for the total number of bins, a; is the
area of piece j € {1,...,n} and a, the area of one bin. In the objective function we try to minimize the total
number of bins used. Inequalities (9.28) ensure that the total area of pieces placed in bin i € {1,..., Ny}
must be less than or equal to the area of the bin. Finally, equalities (9.29) force each piece to be placed
exactly in one used bin.

In Table 9.6 we can see that the number of bins used in every feasible solution is never more than two
bins away for the simple 1-dimensional lower bound. That gives an idea of the difficulty of reducing the
number of required bins even more.

173



Table 9.6: Comparison with lower bound for N

Instances | Lower Bound CAI1 two phases (N)
J40 7 7
J50 8 9
J60 9 10
J70 10 12
HS80 9 10
H100 14 16
H120 14 16
H149 20 22

Comparison with the best known algorithms

Bennell et al. [11] propose several versions for the one step algorithm depending on two parameters: 6 is
the threshold for accepting matches of blocks and K controls the linearity of the dynamic weighting scheme.
The best two algorithms using the one-step approach are given by the following combinations:

o /5-0.94-5: with§ = 0.94 and K = 5.

e /5-0.97-3: withf =097 and K =3

The two-step algorithm (25) also proposed by Bennell et al. [11] works slightly worse than the one-step
algorithms, but there is one instance (see J70 in Table 9.7) where the two-step algorithm found a better
solution with fewer bins than all the one-step algorithms.

Table 9.7 shows the computational results obtained by the two-step algorithm 25 and the one-step algo-
rithms /5-0.94-5 and 15-0.97-3. The two last columns correspond to CA1 and CA1M (CA1 with two phases
and the improvement procedure). Algorithm CA1M produces the best known results for five of the eight
instances (the best known solution of instance J70 is given by CAl two phases in Table 9.5). The behavior
of algorithm CALl is also interesting because on average it works better than the algorithms proposed by
Bennell et al. [11], and it is faster. In fact, we can see that CA1 reduces the number of bins used in /5-0.94-5
and /5-0.97-3 in 4 instances. Algorithm /5-0.97-3 produces the best result for instance J50.

Comparison with the state of the art algorithms in rectangular bin packing problems

The constructive algorithms proposed in this paper deal with irregular pieces and use a mathematical model
which is hard to solve to optimality in each step. Nevertheless, they can be applied to standard bin packing
problems with rectangular pieces to assess their performance for this problem.

For the bin packing problem with rectangular pieces, there is a standard benchmark set composed of
500 instances divided into 10 classes. The first 6 classes were proposed by Berkey and Wang [15] and the
last 4 classes by Lodi et al. [42]. We consider two rotations for the insertion of each piece (0° and 90°) and
therefore we are solving the 2DBP|R|G problem.
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Table 9.7: Comparison with the algorithms proposed by Bennell et al. [11]

28 1S-0.94-5 | 1S-0.97-3 CAl CAIM
N 8 8 8 8 7
J40 F 1.72 7.39 7.32 7.40 6.92
T | >1h 110 47 14 168
N 10 9 9 10 9

J50 F 9.66 8.55 8.45 9.27 8.97
T | >1h 130 74 18 344

N 11 11 11 11 10

J60 F | 10.90 10.23 10.51 10.35 9.99
T | >1h 170 60 32 204

N 12 13 13 12 12

J70 F | 11.95 12.75 12.65 11.63 11.54
T | >1h 200 98 62 703

N 10 10 10 10 10

H80 F 9.63 9.25 9.45 9.46 9.21
T | >1h 405 187 155 1275

N 17 17 17 16 16

H100 F | 16.40 16.31 16.35 15.56 15.27
T | >1h 700 201 124 1412

N 17 17 17 16 16

HI120 F | 16.14 16.25 16.58 15.75 15.37
T | >1h 714 247 326 2406

N 23 23 23 22 22

H149 F | 2229 22.33 2241 21.83 21.59
T | >1h 947 389 624 3314

TOTAL | N 108 108 108 105 102
F | 104.69 103.06 103.72 101.27 | 98.87

Table 9.8 compares the total number of bins used by the constructive algorithm CA1 with fast heuristic
algorithms: the Knapsack-Problem-based heuristics of Lodi et al. [42] (KP), the Guillotine Bottom-Left
heuristic of Polyakovsky and M’ Hallah [53] (GBL) and the Constructive Heuristic of Charalambous and
Fleszar [19] (CH).

We can observe that the constructive algorithm CA1 is competitive, working better than GBL, slightly
worse than KP and clearly worse than CH. Algorithm CA1 with two phases produces better results than any
other constructive algorithm. However, the state of the art procedure on rectangular bin packing problems
with guillotine cuts is the CHBP algorithm proposed by Charalambous and Fleszar [19], in which their
constructive algorithm (CH) is followed by a postoptimization phase. CHBP requires only 7064 bins.

Table 9.9 shows the total number of bins used by algorithms CH, CA1, CA1 with two phases and CHBP
for each class of instances. The main differences between algorithms CH and CA1 appear in classes 7 and
8, the behavior in the rest of the classes being similar. The differences disappear if we consider algorithm
CA1 with two phases, which seems especially well fitted for these types of instances. Note that CA1 and
the other constructive algorithms presented in this paper are carefully designed to decide the position of the
pieces in a given bin and do not focus on the assignment of pieces to bins. Nevertheless, they work well on
rectangular bin packing problems.
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Table 9.8: Toral number of bins in the 10 classes.

Total number of bins

KP 7297
GBL 7367
CH 7191
CAl 7303
CA1(2 phases) 7146
CHBP 7064

Table 9.9: Total number of bins in each class.

Class 1 2 3 4 5 6 7 8 9 10
CH 997 127 705 126 894 115 792 792 2131 512
CAl 994 130 718 127 896 116 844 843 2124 511
CAl(2 phases) | 984 128 695 126 878 116 792 795 2124 508
CHBP 975 124 687 125 872 113 770 776 2119 503

9.11 Conclusions

A new approach to ensuring a guillotine cut structure is proposed by using a mathematical model. To our
knowledge, in the literature of guillotine cut problems we cannot find any mathematical model which consi-

ders guillotine cuts.

The rotations and reflections of the pieces make the mathematical model harder to define. A new algo-
rithm (GR) for deciding rotations is proposed and it is demonstrated that it produces good results. In order
to deal with reflection, we double the computational effort if pieces are not symmetric, trying the insertion

of each piece for each reflected polygon.

The constructive algorithm proposed obtains high quality results on the bin packing problem with guillo-
tine cuts and irregular convex pieces, improving the best known solutions in 6 of 8 instances and it is com-

petitive with the rectangular bin packing problem with guillotine cuts.
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Algorithm 4 Constructive algorithm structure

Require: P, L, W;
Set P’ (initial permutation);
Set n, (number of rotations);
Set OF (objective function);
Set guillotine cut structure;
B =0, cont = 0;
while P’ # 0 do
Create a new bin b,,;.
fori=0,...,|P|-1do
Set bestOFvalue = wL + (1 — w)W (w is given by OF);
IN = false;
P* is the set of all polygons obtained by the different rotations of p; = P’[i];
if p! has no symmetries and reflection is allowed then
P, is the set of all polygons obtained by the different rotations of m(p;) (reflected polygon);
end if
for each polygon p € P* U P;, do
Add p to the MIP model,
Solve the MIP model using as upper bound bestOFvalue;
if model is feasible then
IN = true;
Update best rotation (and reflection) of p;.
bestOFvalue =current objective function value;
end if
Remove p from the model.
end for
if IN = true then
Add p; 10 beonr
Insert the piece into the MIP model with the best rotation (and reflection).
Identify the new guillotine cut and update the guillotine cut constraints of the model.
P’ =P\ (p))
end if
end for
B = B U {bcom};
cont = cont + 1;
end while
Sort bins B by non-decreasing waste;
Rebuild last bin of B with objectives functions FO1 and FO2 and choose the best configuration.
return B,
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Chapter 10

Conclusions and future work

This thesis can be divided into three parts. The first part is formed by Chapters 2, 3, 4 and 5. The second
part includes Chapters 6, 7 and 8. Finally, the third part is included in Chapter 9.

First of all we have developed an exact algorithm, a Branch & Bound algorithm, for the two-dimensional
irregular strip packing problem (Nesting Problem) where pieces have a fixed rotation. This algorithm im-
proves the algorithm proposed by Fischetti and Luzzi [27] and is able to solve instances with up to 16 pieces
to optimality. In order to add a cutting process to the Branch & Bound we propose several new kinds of valid
inequalities. The computational results show that the separation algorithms require too much, time making
the cutting process inefficient.

Secondly we have designed an Iterated Greedy algorithm to solve the two-dimensional irregular strip
packing problem where pieces can be rotated at several angles. This algorithm can be classified as a math-
heuristic algorithm because we solve many MIP problems to optimality. The computational results show
that this algorithm obtains good results and it is competitive with the state of the art procedures.

Thirdly we have proposed an efficient constructive algorithm for the two-dimensional irregular bin pa-
cking problem with guillotine cuts appearing in the glass cutting industry. This algorithm outperforms the
previous algorithms proposed by Bennell et al. [11] and it is even competitive for the rectangular bin packing
problem with guillotine cuts. A new and efficient approach is used to guarantee the guillotine cut structure.

In Chapter 1 we introduce a literature review of the different versions of Nesting Problems. Since the
exact algorithm and the Iterated Greedy algorithm deal with the two-dimension strip packing problem, the
most studied version of Nesting Problems, we added two sections with a literature review for both cases,
exact and heuristic algorithms. Another section includes the properties of the instances used along the thesis
and the pictures of the best solutions obtained by the algorithms that we have developed.

Chapter 2 contains the MIP formulations. We have improved the Gomes and Oliveira model proposed
in [32] by modifying the Fischetti and Luzzi [27] model. We propose two formulations based on defining
the Fischetti and Luzzi slices in a horizontal way. The computational results show that HS2 model works
better than all the other formulations.

The exact procedure is based on a Branch & Bound algorithm. Chapter 3 studies different strategies
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for branching. We have improved the Fischetti and Luzzi strategy and the computational results show that
different branching strategies obtain a wide range of quality results.

In order to add a cutting process into the Branch & Bound algorithm, we have found different valid in-
equalities which are presented in Chapter 4. Some of the inequalities combine real and binary variables, X-Y
inequalities and Impenetrability constraints, and other inequalities try to find a set of binary variables which
produce an unfeasible solution if all variables take the value 1, cliques, covers, LU-covers and Transitivity
inequalities. In Chapter 5 we propose separation algorithms for several of those inequalities. The compu-
tational results show that we have failed to design good separation algorithms because the computational
effort used on the separation algorithms is too high and it is preferable to branch rather than add inequalities.

In Chapter 6 we have designed Constructive Algorithms using the previous models based on the inser-
tion of the pieces one at a time. A new and interesting idea for the insertion of one piece is trunk insertion,
which allows certain movements of the pieces already placed in order to place the new piece better. Despite
the high computational effort needed on these algorithms, the computational results show that they produce
high quality results.

In Chapter 7 we have studied different movements separately in order to design an efficient local search
procedure. These movements are based on the optimal insertion of n pieces (n-insert); the compaction of
the pieces which allows small changes on the relative position of neighboring pieces; and the /-compaction
with is a combination of the previous two movements. We also propose different objective functions and the
computational results show that the Crossed Objective Function, presented in Section 7.4, produces the best
results.

The Iterated Greedy Algorithm is described in Chapter 8. This algorithm is based on a constructive
algorithm with trunk insertion, but we add a dynamic procedure to calibrate the different parameters along
the process. This idea arises because different MIPs that we need to solve in order to obtain a solution have
different degrees of difficulty. This dynamic procedure is based on the number of binary variables. It seems
that MIPs with a high number of binary variables are usually more difficult to solve to optimality. We define
the skeleton of a given solution as the set of pieces which, to improve the current solution, have to modify
their relative position. The destructive algorithm removes some of the pieces from the skeleton of the current
solution. The local search procedure considers two movements, the /-insertion and the 2-insertion. Both
movements, as in the constructive phase, have a dynamic procedure for changing the parameters, making
the movements more aggressive in some cases. The computational results show that this algorithm is com-
petitive, providing the best known results in several instances.

In Chapter 9 we propose a constructive algorithm for the two-dimensional irregular bin packing problem
with guillotine cuts. In that problem, pieces can rotate freely and can be reflected. Since we use a similar
model to the HS2 model, we have designed an algorithm to decide the rotations and reflections of the pieces
to be inserted by taking into account the pieces already placed. As the computational results show, this al-
gorithm decides good rotations to be tested. Furthermore, a new approach to guaranteeing the guillotine cut
structure by using linear inequalities is presented. We have also designed a strategy to find a guillotine cut
structure for a given solution and a criterion to identify pieces whose placement produces too much waste.
Taking into account these two elements, we have designed an improvement procedure embedded into the
constructive algorithm which produces good results. The computational results show that this algorithm
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produces the best results and it is competitive with algorithms designed specifically for the rectangular bin
packing problem with guillotine cuts.

As future work, it could be interesting to combine the algorithm which decides the rotations of the pieces
presented in Chapter 9 with the Iterated Greedy algorithm presented in Chapter 8, providing an algorithm
for general Nesting Problems, allowing pieces to be freely rotated.

Since we have failed to design an efficient cutting process in the Branch & Bound algorithm, it could
be interesting to improve the separation algorithms presented in Chapter 5 and to try to find new valid
inequalities. Furthermore, if the formulation were improved, then the constructive algorithms presented in
Chapter 6 and the heuristic algorithm presented in Chapter 8 might also improve their computational results.
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