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PREFACE
The main goal of the present thesis is to describe on the basis of

high-level ab initio quantum chemical calculations di�erent aspects of

the intrinsic response to UV irradiation of some organic chromophores.

In particular, the following systems have been studied:

1. 1-aminonaphthalene, a naphthalene derivative whose interest be-

longs to the research aimed to gather a better understanding of

the photophysical properties of simple aromatic chromophores.

2. The indole system, the main emissive source of proteins and the

chromophore of the essential amino acid tryptophan and the neu-

rotransmitter serotonin.

3. The thymine-thymine (6-4) adduct, a DNA photolesion whose

mechanism of formation is poorly understood.

4. The cytosine nucleobase, a DNA building block chromophore whose

photoresponse has been largely studied in the last decade, and it

does not appear clear yet.

5. The asulam molecule, a widely used herbicide.

The main radiative and non-radiative deactivation paths have been

analyzed for 1-aminonaphthalene, indole, cytosine, and asulam. For the

stacked thymine-thymine system we have analyzed the photoinduced

formation mechanism of the DNA photolesion thymine-thymine (6-4)

adduct. In order to perform the research project, our approach has been

based on the determination of the most relevant features characterizing

the potential energy hypersurfaces (PEHs) of the involved electronic



states. In this respect, the spontaneous and possible evolutions of a state

from a non-equilibrium geometry (a situation that normally takes place

when an excited state is populated by radiation) are mainly determined

by the corresponding barrierless and energetically accessible paths along

its PEH.

The thesis is organized as follows. In the �rst chapter, a short

overview regarding the importance and beauty of photoinduced pro-

cesses is introduced, together with the underlying motivations that have

catalyzed the study of the analyzed systems. The fundamental concepts

on which the thesis is based (as for example the idea of PEH, the def-

inition of photophysics and photochemistry, etc) are subsequently ex-

plained in the chapter entitled �Theoretical background�. In the �Theo-

retical methods: problems to be solved� chapter, the two main problems

that must be solved are described, and the methods used to treat them

are illustrated. In the �Results� chapter, the obtained outcomes are pro-

vided, highlighting the scienti�c contest of the performed research and

the provided original contributions. In the �Conclusion� chapter the

main results for each of the studied systems are then listed. Finally, a

summary of the performed work is provided in Spanish.
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Chapter 1

Introduction

1.1 The importance of studying photoinduced

processes

Light is undoubtedly an important part of our universe. On Earth it is

widely present due to solar radiation. It is characterized by extremely

interesting properties whose study belongs to the knowledge of the basic

elements of Nature. Apart from its intrinsic importance, light induces

fundamental processes that are essential for the biological systems of the

Earth. Light is in fact the most e�cient medium in order to transmit

energy and information. Light is the main source of energy on Earth,

which is �rst converted to electrical and next to chemical energy in the

so-called photosynthesis [1]. This complex process that takes place in

many living organisms (among them green algae and plants) converts

carbon dioxide and water into organic material and molecular oxygen.

Molecular oxygen can subsequently be used to produce chemical energy

in most of the living organisms (including humans) through the funda-

mental mechanisms of aerobic cellular respiration [1]. Most of the free
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molecular oxygen present in the Earth, which is a basic reactant in the

so-important aerobic cellular respiration, is produced as a byproduct of

photosynthesis. For the aforementioned reasons, it is easily understand-

able the outstanding importance of the photoinduced process of pho-

tosynthesis for life in the Earth. Another fundamental process which

is mediated by light is vision. Vision can be regarded as the ability to

interpret the light emitted or re�ected by the surrounding environment

as information, and it constitutes an important sensorial skill in humans

and in many animals. Light is consequently used as a precious medium

for transmission of information. The �rst step in order to decode light

is of course a photoinduced phenomenon. In human eyes this task is ac-

complished by di�erent photoreceptors (as, for example, the well studied

rhodopsin molecule [2,3]) whose signi�cant response to light interaction

is a cis-trans photoisomerization of a carbon-carbon double bound [4].

Besides these bene�cial photoinduced processes, others can cause less

useful and even deleterious consequences. As a remarkable example of

such cases, the interaction of light with the genetic material and, in

particular, with its nucleobase constituents may lead to the formation

of mutagenic and carcinogenic products. Two major classes of photo-

products have been detected in DNA as a consequence of UV exposure

during a su�cient time: the so-called cyclobutane pyrimidine dimers

(Pyr<>Pyr) and pyrimidine-pyrimidone (6-4) adducts [5,6]. Interest-

ingly, these photoinduced formation mechanisms have been proven to

be e�ciently quenched by the intrinsic ability of single canonical nucle-

obases to rapidly dissipate the absorbed energy, an important property

rarely shared with most of the modi�ed nucleobases [7]. Also, very in-

teresting is the fact that such photolesions can be e�ciently repaired

through photoinduced mechanisms started by the photoactivation of

speci�c enzymes (mainly �avoenzymes) [8,9]. Even if the presented ex-
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amples are only a few of the total photoinduced reactions that occur in

the biological systems present on Earth, their relevance unambiguously

demonstrates the importance of studying photoinduced processes. Such

a research is also pushed by di�erent practical applications. For exam-

ple, the solar radiation is used in solar cell devices to convert light into

electricity by means of the photovoltaic e�ect. In medicine, the interac-

tion of light alone or with a drug is used in the so-called phototherapy

[10], which is normally employed to treat some speci�c illness, as the

neonatal jaundice. The study of photoinduced processes is consequently

catalyzed by di�erent motivations. Firstly, the simple but vital curiosity

that lead us to study photoinduced processes taking actually place in liv-

ing organisms. Secondly, the importance of understanding photoinduced

processes in order to have a clear vision of fundamental mechanisms on

which the biological systems of Earth are based on. Finally, by their

already existing and promising future applications.

1.2 Studied systems

1.2.1 Basic aromatic biological chromophores

1.2.1.1 1-aminonaphthalene

Natural and arti�cial chromophores can be considered almost in�nite in

number. Despite such complexity, it is possible to individuate some ba-

sic molecular chromophores whose modi�cation leads to the formation

of many other systems. It is then reasonable to classify chromophores

according to their intrinsic molecular structure. For example, all nu-

cleobases that can be regarded as a modi�ed pyrimidine molecule are

normally referred as pyrimidine nucleobases. The properties of a class

of chromophores can consequently be related to those of the parent
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structure. This leads both to the identi�cation of a possible common

photophysical and photochemical behavior expected for a certain class

of chromophores, and to the study of the e�ects due to a particular mod-

i�cation, as for example the introduction of a given functional group.

Depending on the speci�c substitution, the photophysical and photo-

chemical properties of a system can signi�cantly change. As an example,

the non-canonical nucleobases, obtained by modi�cation of the canonical

nucleobases, do not normally share the well-documented photostability

of the parent structures [7].

Naphthalene is among such basic molecular chromophores, having a

simple structure composed by two-fused benzene rings. The molecule

1-aminonaphthalene can be considered as a modi�ed naphthalene struc-

ture in which a hydrogen atom has been substituted by an amino group

(see Figure 1.1). The description of its photophysical and photochemical

response is a precious tool in order to study more complex systems, to

understand the intrinsic properties of naphthalene, and the e�ects pro-

duced by the amino group. In general, substituted aromatic molecules

with electron-donating groups have been shown to play an important

role in di�erent photochemical and photobiological processes. For ex-

ample, in the bichromophoric systems employed to analyze electronic

energy transfer (EET) and photoinduced electron transfer (PET), sub-

stituted aromatic molecules such as aminobenzonitrile act as a donor or

acceptor [11-13].
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Figure 1.1: 1-aminonaphthalene molecule.

For the mentioned reasons, the study of the photophysical behav-

ior that characterizes 1-aminonaphthalene has been undertaken. The

present work is the result of a combined theoretical and experimental

research carried out in collaboration with the experimental group of

Fernando Castaño at the Universidad del País Vasco, where transient

ionization signals at femtosecond time resolution have been collected for

the entitled molecule. The comparison of the photophysical standpoints

obtained on the basis of theoretical calculations and experimental data

is certainly instructive.

1.2.1.2 Indole, the main emissive source of proteins

Many di�erent biological functions in most living organisms are per-

formed by proteins. In order to understand their importance, it is just

su�cient to recall that most of the enzymes are proteins. They are very
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complicate systems normally built by more than one hundred amino

acids, bound together through the formation of peptide bonds. The ac-

tivity and speci�c function of a protein is dictated by the sequence of

the amino acids building blocks and by its three-dimensional structure.

These features determine in fact the so-called binding site, which is the

region of the protein that normally interacts with a particular substrate.

Characteristics of the binding site de�ne then the molecules that the pro-

tein can recognize and in�uence. In order to study the biological role of

a protein, it is consequently essential to establish, apart from its amino

acid sequence, its three-dimensional structure. One of the most powerful

techniques able to achieve such a goal is X-ray di�raction [14]. Its main

inconvenient is that it provides information of only crystallized proteins,

whose spatial conformation can signi�cantly change with respect to their

native form. A di�erent way to get information of the spatial arrange-

ment of a protein, which can be applied directly in biological systems,

is by analyzing its �uorescence features. Such strategy is based on the

fact that their chromophoric parts are signi�cantly sensitive to micro-

environmental conditions. Consequently, it is possible to relate the pho-

tophysical properties of a protein with its three-dimensional structure.

The case of a protein in an aqueous solution represents an illustrative

example. If the conformation determines that the chromophores are

directly surrounded by water molecules, then a certain �uorescent radi-

ation is produced. Otherwise, if the chromophores are enclosed in the

same protein, a di�erent emission is produced.
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Figure 1.2: Indole molecule.

The amino acids tryptophan, tyrosine, phenylalanine, and histidine

can be considered as the main aromatic chromophoric constituents of

proteins. [15,16]. Among them, tryptophan is undoubtedly the most

important emissive source. The basic chromophore of tryptophan is in-

dole (see Figure 1.2), which is also present in other biologically relevant

molecules as the neurotransmitter serotonin (see Figure 1.3). Indole is a

π-conjugated heterocyclic organic molecule. It has a bicyclic structure,

composed of a benzene ring fused together with a pyrrole ring. In order

to provide the necessary information to understand the photoresponse

of more complex systems, in the context of the present thesis, the pho-

tophysics of the basic aromatic molecule indole has been studied, due

also to its intrinsic importance as a natural chromophore.
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Figure 1.3: Tryptophan and serotonin molecules, in which the indole

structure is highlighted.

1.2.2 DNA related chromophores

DNA (deoxyribonucleic acid) is certainly one of the most important

molecules for life. It has the fundamental role of keeping, transmitting,

and preserving the genetic information of living organisms. It provides

the instructions to build the sequences of amino acids that form the

needed proteins. Chemically, it is a double-strand helix constituted

by two polymers built of repeating units called nucleotides, which in

turn contain a nucleobase, a sugar, and a phosphate group. Four dif-

ferent nucleobases named canonical are normally present in DNA: two

pyrimidine nucleobases, which are cytosine and thymine; and two purine

nucleobases, which are adenine and guanine. Di�erent DNA systems

are characterized by di�erent sequences of nucleobases. The speci�c

arrangement of a DNA molecule is the way in which the genetic infor-

mation is stored. In fact, for each speci�c sequence of nucleobases, a

speci�c sequence of amino acids is encoded. Consequently, the integrity

of DNA in a living organism is undoubtedly a necessary requirement

for its correct functionality. The nucleobases involved in DNA are chro-

22



mophores [5]. The absorbed radiation promotes the population of their

excited states, and subsequently they can evolve to the formation of pho-

toproducts, which can seriously compromise the so-important chemical

integrity of DNA, that is the preservation of the genetic information.

Di�erent protection mechanisms are operating against such deleterious

occurrences. Firstly, the four nucleobases that form the genetic material

are characterized by a high photostability [7]. The gained energy can in

fact be e�ciently released in an ultrafast (in the order of the femtosec-

ond) non-radiative process, leading the molecule back to the original

equilibrium structure of the ground state. Interestingly, the process is a

feature of canonical nucleobases, normally not present in non-canonical

nucleobases. Secondly, there are speci�c photoactivated enzymes able

to repair such DNA damages [8,9].

In the performed research we have analyzed two important aspects of

the photophysics and photochemistry of DNA: the photoinduced mech-

anism of production of an important DNA lesion, and the intrinsic pho-

tostability of a DNA building block molecule.

1.2.2.1 Thymine-Thymine (6-4) adduct, a DNA photolesion

The most frequent and important DNA photoproducts are caused by

reaction of two adjacent pyrimidine nucleobases in the same strand.

They can be classi�ed in two main groups: the cyclobutane pyrimi-

dine dimers (Pyr<>Pyr) and the pyrimidine-pyrimidone (6-4) adducts

[5,6]. The former are the results of a photocycloaddition between the

carbon-carbon double bonds of two pyrimidine molecules, which form

a cyclobutane structure. The latter are produced by the reaction of a

carbon-carbon double bond and a carbonyl or an amino group belonging

to di�erent moieties. Probably due to its higher yield of formation in

cellular DNA, the mechanism of production of Pyr<>Pyr dimers has
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been extensively studied [17-24], while little is known about the pro-

cesses that lead to pyrimidine-pyrimidone (6-4) adduct formation. The

present thesis compiles the great e�orts addressed to unveil the intrinsic

mechanisms of the photoinduced formation of such group of photoprod-

ucts, considering in particular the thymine-thymine (6-4) adduct (see

Figure 1.4).

Figure 1.4: Structure and atom labeling of the thymine-thymine

(6-4) adduct.

1.2.2.2 Cytosine, a DNA building block chromophore

As previously highlighted, the chromophores normally present in DNA

(the canonical pyrimidine and purine nucleobases) have been shown by
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di�erent outstanding theoretical and experimental groups to be highly

photostable, since their respective bright excited states can e�ciently

decay back to the original equilibrium geometry of the ground state

[7]. The details of the mechanism that allows such important property

have been the object of many debates, due to the intrinsic di�culty to

describe such phenomenon and the di�erent approaches used to explain

it. Along the years, the description of the photophysical behavior of

cytosine (see Figure 1.5) has proven to be particularly challenging. In

the context of the present thesis, the theoretical works aim to rationalize

from a static point of view the photophysics of cytosine up to date have

been critically analyzed. Inspired by a suggestion present in a previous

paper [25], a CASPT2 minimum energy path (MEP) calculation from

the Franck-Condon (FC) region on the bright excited state has been

performed.

Figure 1.5: Cytosine molecule.
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1.2.3 Chromophores introduced by humans

1.2.3.1 Asulam, a widely used pesticide

Chemistry has undoubtedly provided many di�erent tools for human

progress, which have changed society and have enormously increased hu-

man possibilities. Just to mention a couple of examples, it is su�cient to

think about the impact of plastic materials and batteries in normal life.

Besides the undeniable advantages that chemical industry has in general

introduced, considerable negative consequences have also been created.

In fact, the use and/or production of chemical compounds is frequently

a source of pollutants which represent a real risk for both humans and

ecosystems. For example, exhausted batteries contain dangerous ele-

ments as lead, mercury, and cadmium. Catalyzed by such concerns a

new branch of chemistry aimed to research substances and processes

that minimize the environmental impact appeared: the so-called green

chemistry. Among the di�erent �elds in which chemistry (and unfortu-

nately chemical pollutants) plays a pivotal role, it is the primary sector

of the economy. Indeed, one of the main problems associated with agri-

culture is related to the use of large quantities of chemical products,

such as pesticides, fertilizers, and herbicides. Their presence in the en-

vironment may cause serious problems for human health, as well as for

the equilibrium of ecosystems [26]. This fact has prompted the study

and development of methods for the degradation of such substances, and

it has been shown that in many cases this aim can be achieved by pho-

todegradation. A photodegradable pesticide will de�nitely constitute a

highly-desirable chemical agent. Of course, the key requirement is that

the by-products of photodegradation will not be toxic, and ideally the

photodegradation process should be mediated by solar radiation after

a given period of time. In order to evaluate the possibility of obtain-

26



ing photodegradable pesticides, the understanding of the photophysics

and photochemistry of the most used molecules in agriculture consti-

tutes a basic requirement. A commonly employed class of compounds

are the so-called carbamate insecticides. Chemically, such molecules

are esters derived from the carbamate acid. They are used as pesti-

cides due to the ability of inactivating the enzyme acetylcholinesterase,

whose capacity to hydrolyze acetylcholine is of fundamental importance

in biological neurotransmission processes. Among carbamate systems,

the study of the molecule asulam, methyl((4-aminophenyl)sulfonyl)car-

bamate or N-(4-aminophenyl)sulfonylcarbamic acid methyl ester (see

Figure 1.6) is particularly interesting since it is a common herbicide em-

ployed for bracken control [27,28]. In the context of the present thesis,

a contribution in this �eld of research has been provided through the

exploration of the photophysics and photochemistry of asulam by means

of the CASPT2//CASSCF protocol. Such a work has been performed

in collaboration with the experimental group headed by Professor Juan

Arturo Santaballa, at the Universidade da Coruña.

Figure 1.6: Structure and atom numbering of asulam.
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Chapter 2

Theoretical background

2.1 Fundamental concepts in quantum chemistry

2.1.1 Potential energy hypersurface

The equation that is normally assumed to describe in a good approx-

imation the states of a system formed by electrons and nuclei (as for

example an isolated molecule), without considering explicitly its rela-

tivistic e�ects, is the so-called time-independent Schrödinger equation

(see equation 2.1) [1]. It constitutes an eigenvalue-eigenfunction prob-

lem for the Hamiltonian operator Ĥ(r,R) (see equation 2.2), where each

of its eigenfunction Ψn(r,R) represents a wave function of a particular

state of the system, whose energy is given by the corresponding eigen-

value En(r,R).

Ĥ(r,R)Ψn(r,R) = En(r,R)Ψn(r,R) (2.1)

Ĥ(r,R) = T̂Nu + T̂el + V̂Nu−el + V̂el−el + V̂Nu−Nu (2.2)
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where T̂Nu represents the kinetic operator for the nuclei; T̂el corresponds

to the kinetic operator for the electrons; V̂Nu−el stands for the opera-

tor for the Coulomb attraction between electrons and nuclei; V̂el−el is

the operator for the Coulomb repulsion between electrons; V̂Nu−Nu ac-

counts for the operator of the Coulomb repulsion between nuclei. In the

preceding and following equation r and R represent the coordinates of

the electrons and nuclei, respectively.

It is worth reminding that this equation could be obtained from the

more general time-dependent Schrödinger equation in the case that the

potential energy felt by the system does not depend on time, and when

only the so-called stationary states are considered (which are particu-

lar solutions product of a function depending on time and a function

depending on the spatial coordinates) [1].

Except for hydrogen-like atoms, the time-independent Schrödinger

equation cannot be solved exactly since the Hamiltonian operator is not

separable in terms that depend on a single variable. A commonly used

assumption in order to simplify the problem is the Born-Oppenheimer

approximation (BOA) [1-4], which is based on the fact that nuclei are

much heavier than electrons and therefore they move more slowly. Justi-

�ed by such physical fact, it is reasonable to consider that the electronic

distribution instantaneously adapt itself according to any movement of

the nuclei. Then it is possible to regard a molecule as a system com-

posed of objects (the nuclei) immersed in an external potential �eld

(created by the electrons and by the nuclear repulsion energy) that vary

according to the their coordinates. Mathematically the BOA leads to

a separation of the time-independent Schrödinger equation in two re-

lated eigenvalue-eigenfunction problems. The �rst equation describes

the motion of the electrons in the �eld of the nuclei considered �xed at

some positions, and it is normally referred as the electronic problem or
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the electronic Schrödinger equation (see equation 2.3) [1,2]. The sec-

ond equation describes the motion of the nuclei in the average �eld of

the electrons, obtained by the resolution of the electronic problem. The

electronic Schrödinger equation is an eigenvalue-eigenfunction problem

for the so-called electronic Hamiltonian operator Ĥel(r;R) (see equation

2.4) that describes the original system in which the nuclei are consid-

ered �xed at some positions. The electronic Hamiltonian depends on

the nuclear coordinates through the term accounting for the Coulomb

attraction between electrons and nuclei, making the solutions dependent

parametrically on the chosen �xed nuclear con�guration.

Ĥel(r;R)ψi(r;R) = Eel
i (r)ψi(r;R) (2.3)

Ĥel(r;R) = T̂el + V̂Nu−el + V̂el−el (2.4)

Actually, the operator V̂Nu−Nu appears also in the Hamiltonian describ-

ing a system composed of moving electrons in the presence of �xed

nuclei. Since in such a case the repulsion between the nuclei is con-

stant, and because any constant added to an operator only adds to the

operator eigenvalues and has no e�ect on the operator eigenfunctions,

the V̂Nu−Nu term does not appear in the de�nition of the electronic

Hamiltonian.

The electronic problem has several solutions, each of which repre-

sents an electronic state with a particular electronic energy given by the

corresponding eigenvalue. In the framework of the BOA the electronic

energy can be regarded as the value of the potential �eld that the elec-

trons apply to the nuclei for the molecule in that particular geometry

and electronic state.

The BOA can formally be derived writing the time-independent
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Schrödinger wave function in the complete basis set of the solutions of

the electronic problem. It is important to notice that no approximations

have been introduced in this �rst step.

Ψn(r,R) =
∑
i

ϕi
n(R)ψi(r;R) (2.5)

Inserting the previous expression into the time-independent Schrödinger

equation (equation 2.1), and multiplying to the left by ψi(r;R), it is

possible to obtain:

Enϕ
i
n = [T̂Nu + Vi]ϕ

i
n +

∑
j

Λ̂ijϕ
j
n (2.6)

Where Vi = Eel
i + VNu−Nu is the electronic energy plus the nuclear

repulsion energy, and Λ̂ij are the non-adiabatic coupling terms, equal

to:

Λ̂ij = −
~2

2
< ψi|4R|ψj > −~2 < ψi|∇R|ψj > ∇R (2.7)

The main contribution to Λ̂ij is given by the last term of the preceding

expression (the so-called derivative coupling) which can be expressed

making use of the Hellmann-Feynman theorem [1] as:

< ψi|∇R|ψj >=
< ψi|∇RĤ

elψj >

Eel
j − Eel

i

(2.8)

The BOA consists in considering negligible the non-adiabatic coupling

terms Λ̂ij . The assumption is in agreement with the above presented

physical interpretation and motivation of the BOA, since the non-adiabatic

coupling terms account for the variation in the electronic wave function

due to nuclear displacements. In such a way, the time-independent
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Schrödinger equation is reduced to:

[T̂Nu + Vi]ϕ
i
n = Enϕ

i
n (2.9)

Where Vi is given by the eigenvalue of the corresponding electronic prob-

lem plus the nuclear repulsion term. Consequently, as anticipated above,

the time-independent Schrödinger equation is divided in two related

eigenvalue-eigenvector problems: the electronic problem and equation

2.9, called nuclear Schrödinger equation [1-2]. The solution of the time-

independent Schrödinger equation in the framework of the BOA is then

equal to a product of an electronic wave function and a nuclear wave

function:

Ψn(r,R) ≈ ϕi
n(R)ψi(r;R) (2.10)

In that way a system can be considered in a certain electronic state

(characterized by the electronic wave function ψi(r;R) and the corre-

sponding electronic energy Eel
i (r;R)), and in a particular nuclear state

(having the nuclear wave function equal to ϕi
n(R) and nuclear energy

En). The nuclear Schrödinger equation and consequently both the nu-

clear wave function and energy can be further divided in three con-

tributions associated with the vibrational, rotational, and translational

nuclear states of the system, here named in decreasing energy ordering.

It is important to notice that the nuclear states (and consequently the

possible vibrational, rotational, and translational states) depend on the

particular electronic state in which the system is considered, since the

electronic energy is part of the nuclear Hamiltonian (see Figure 2.1).
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Figure 2.1: Potential energy hypersurface for two electronic states

in which the respective vibrational states have also been represented.

As stated above, in the BOA a molecular system can be regarded as

a collection of particles (the nuclei) subject to a potential �eld. Since the

behavior of a system immersed in an external potential �eld is strongly

a�ected by the characteristics of the latter, most of the e�orts for de-

scribing a molecule within the BOA are devoted to the determination

of such external �eld, and in particular to the part of it caused by the

electrons. The determination of the potential �eld apply by the elec-

trons to the nuclei is accomplished by the resolution of the electronic

problem for each of the possible nuclear con�gurations that the system

can adopt. Addition of the nuclear repulsion energy to the electronic

energy of a particular electronic state constitutes the potential energy
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for the system in that particular state. The collection of all the values of

the potential energy as a function of the nuclear coordinates corresponds

to the potential energy hypersurface (PEH) of that state [1-3]. A PEH

consequently represents the potential �eld that the nuclei feel for the

system in a given electronic state at their respective coordinates. Then

the nuclear coordinates of a system (its geometry) will evolve according

to such potential �eld, and will normally tend to a stable conforma-

tion (i.e. a minimum of the corresponding PEH). For the same system,

di�erent electronic states are characterized by di�erent PEHs.

The concept of PEH is one of the basic tools in order to explain

and predict chemistry, since according to the exposed model the stabil-

ity of a geometry and the possible deformations that a molecule may

undergoes through are determined in good approximation by the topog-

raphy features of the corresponding PEHs. In a thermal reaction, the

energy required for a molecular system in a stable conformation of its

lowest-energy electronic state (the ground state) to evolve to a di�erent

minimum structure, is determined by the lowest energy barrier that sep-

arate such points in the corresponding PEH. In the case of photoinduced

processes involving more than one electronic state, the chemical process

will be determined by the features of all the corresponding PEHs, and

in particular by the relation among them.

2.1.2 Interaction of radiation and matter

Di�erent approaches can be employed in order to describe the interaction

of matter with light. The one used in the present thesis, which will

be brie�y introduced in the followings lines, is referred as semiclassical

treatment [1]. The name re�ects the fact that the molecular system is

considered quantum-mechanically while the radiation is described as a
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classic electromagnetic wave of oscillating electric and magnetic �elds.

A further approximation that is also adopted here is to consider only

the interaction created by the radiation electric �eld, which is normally

much bigger that the interaction caused by the radiation magnetic �eld.

A molecule exposed to radiation for a certain period of time con-

stitutes a system subject to an external potential �eld that depends

on time. The description of such a situation is given by the solutions

of the corresponding time-dependent Schrödinger equation, which can

be obtained using time-dependent perturbation theory [1]. The total

Hamiltonian of the system can in fact be regarded as the sum of a main

term describing the isolated molecule, plus a small perturbation repre-

senting the electric potential �eld produced by the radiation. According

to time-dependent perturbation theory, a system in a single stationary

state e(−iEnt/~)Ψn(R, r) will be described after the application of a small

and short time-dependent perturbation by the following wave function,

that is a superposition of the initial stationary states:

Φ(t, R, r) =
∑
m

bm(t)e(−iEmt/~)Ψm(R, r) (2.11)

The coe�cients bm of such an expansion, whose absolute square value

gives the probability to �nd the system in the corresponding state, are

equal to:

bm(t) = δmn −
i

~

ˆ t

0
e[i(Em−En)t/~] < Ψm|Ĥ ′|Ψn > dt (2.12)

where Ĥ ′ is the perturbation. For the study situation Ĥ ′ is given by

the radiation electric �eld, which in the case of a plane-polarized elec-

tromagnetic wave traveling in the z direction is equal to:
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Ĥ ′ = −ε0
∑
i

Qixisin(2πνt− 2πzi/λ) (2.13)

where Qi indicates the charges of the system, while ν and λ are the fre-

quency and the wavelength of the electromagnetic wave, respectively.

Using the last expression in equation 2.12, and neglecting the term

2πzi/λ due to its little contribution to the integral < Ψm|Ĥ ′|Ψn >,

it is possible to obtain:

bm(t) = δmn+

ε0
2~i < Ψm|

∑
iQixi|Ψn >

[
ei(ωmn+ω)t−1

ωmn+ω − ei(ωmn−ω)t−1
ωmn−ω

] (2.14)

where the following de�nitions have been used:

ωmn = (Em − En)/~
ω = 2πν

(2.15)

Expression 2.14 consequently gives the coe�cients characterizing the

superposition of states that represent the wave function of a molecular

system initially described by the stationary state e(−iEnt/~)Ψn(R, r) af-

ter a short interaction with the electric �eld generated by a radiation

having ν frequency. In the case that one of the following equations is

satis�ed:

ωmn = ω (2.16)

ωmn = −ω (2.17)

the corresponding bm coe�cient will be particularly large, and conse-
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quently the system will be mainly described by the e(−iEmt/~)Ψm(R, r)

state. Using the expressions 2.15 is easy to verify that equation 2.16 and

2.17 are satis�ed in the case in which (Em−En) = hν and (En−Em) =

hν, respectively. In both situations the exposure to a radiation having

ν frequency will cause the transition from the state Ψn to the state Ψm,

but since ν is always positive, in the �rst case Em > En, while in the

second case En > Em. Such phenomena are normally called absorption

and stimulated emission, respectively [1].

According to expression 2.14, the bm coe�cient are also proportional

to < Ψm|
∑

iQixi|Ψn >. The latter is called the transition dipole mo-

ment (TDM) [1,5], and its presence in equation 2.14 impose that a

transition between the n and the m states will be allowed only if the

corresponding transition dipole moment is not equal to zero. For ex-

ample, a transition between states having di�erent spin multiplicity will

not be allowed according to the presented theoretical treatment.

The energy gap associated to the transition from the n to them state

can be divided in electronic and nuclear components since, if the BOA

is valid, each time-independent wave function can be decomposed in the

product of an electronic and a nuclear wave function. The interaction of

a compound with a radiation having a frequency equal to the energy gap

between two electronic states whose corresponding TDM is not equal

to zero will cause the transfer of population from the initial to the �nal

state. In the present thesis we will study the interaction of di�erent

molecular systems with radiations able to promote electronic transfers,

which are of particular interest since they can cause �uorescence and

phosphorescence emission and they can catalyze photochemical reac-

tions. Such radiations are normally taking place in the UV-vis region

of the spectrum. Depending on the precise energy of the radiation, the

absorption process populates an excited electronic state in an excited
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nuclear state, as for example an excited vibrational state.

In general, the probability that the interaction of a molecular system

with radiation causes a transition from the n to the m state can be

estimated by computing the so-called oscillator strength f [5]:

f =
2

3
(Em − En)TDM

2 (2.18)

where the energies and the transition dipole moment are expressed in

atomic units. The presence of the square of the transition dipole moment

in the de�nition of the oscillator strength is intimately related with the

equation for the coe�cients bm (see equation 2.14), in which TDM ap-

pears. The oscillator strength is actually a classically derived magnitude

that can be related to the relative area of the electronic transition band

and that it can be compared with the experimental outcomes based on

shapes and band-widths.

2.1.3 Conical intersection and singlet-triplet intersystem

crossing region

In a photoinduced process normally more than one electronic state of the

system are involved in the global mechanism. As shown in the preceding

subsection, the interaction of radiation and matter can in fact promote

the system into an excited state, from which the possible ways of de-

activation of the absorbed energy determine the photoinduced events.

One of the possible relaxation mechanisms that can be operative is the

so-called internal conversion process (IC) [3,5], which is the radiationless

transfer of the population of an electronic state to a di�erent electronic

state having the same spin multiplicity. The mechanism is mediated

by an appropriate coupling of the two involved states, which in turn is

normally caused by a small or zero energy di�erence between the cor-
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responding electronic energies. A region where two electronic states get

close in energy without crossing is called an avoided crossing, while a

region characterized by a real crossing is named conical intersection (CI)

[3,5-8]. Both situations may be involved in actual internal conversion

processes, although CIs are able to promote much more e�ciently an

ultrafast population transfer, a property that can be regarded as the

most important feature in the determination of a photoinduced event.

In order to understand the capacity of CIs to e�ciently mediate

internal conversion processes, it is instructive to analyze the main as-

sumption introduced with the BOA. As explained in subsection 2.1.1,

through the BOA the time-independent wave function of a system is

expressed as the product of an electronic wave function and a nuclear

wave function. This has been possible by neglecting the non-adiabatic

coupling terms. When such approximation is valid, it is plausible to see

the system as in a particular electronic state. On the contrary, in the

situation in which the ignored terms are considerably large, the system

cannot be regarded any more in a single electronic state, but must be

considered in all the electronic states that give signi�cant non-adiabatic

coupling elements. In a CI the derivative coupling term between the two

crossing states tends to in�nity and is consequently not negligible. In

fact, as shown in equation 2.8, the derivative coupling is inversely pro-

portional to the energy gap of the involved states. A CI is then a region

of the PEH in which the BOA is not valid. Consequently, the system

in a CI cannot be regarded in a single electronic state, being equally

described by the corresponding relevant electronic functions. For the

mentioned reasons, in a CI an internal conversion process is e�ciently

promoted.

An important point that must be established is the actual presence

of CIs in polyatomic systems, which can be addressed by analyzing the
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conditions that must be ful�lled in a CI region [6]. Considering a basis

set {ξ1, ξ2} that spans the space of two electronic wave functions ψ1 and

ψ2, it is possible to write the latter in the form:

ψi = ci1ξ1 + ci2ξ2 i = 1, 2 (2.19)

The corresponding electronic energies can be derived by the secular

equation: [
H11 − E H12

H21 H22 − E

][
c1

c2

]
= 0 (2.20)

where H11, H22, H21, and H12 are the elements of the matrix repre-

sentation of the electronic Hamiltonian in the {ξ1, ξ2} basis set. The

electronic energies are given by the following expression, in which the

equality between H12 and H21 has been considered:

Ei =
1

2

[
(H11 +H22)±

√
(H11 −H22)2 + 4H2

12

]
i = 1, 2 (2.21)

Then the two electronic energies will be degenerate if the following two

independent conditions are satis�ed: H11 = H22

H12 = 0
(2.22)

In a system described by 3N − 6 independent variables nuclear coor-

dinates, where N is the number of atoms, the solution of the above

described system of two equations will �x the value of two independent

nuclear coordinates. This de�nitely proves the existence of CI in poly-

atomic systems, which are characterized by more that two independent
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nuclear coordinates. The �rst equation of expression 2.22 determines

one coordinate, denoted by the symbol R1, the second equation �xes

a second coordinate, referred as R2. The space spanned by such coor-

dinates and its orthogonal complement space are called the branching

space and the seam or intersection space, respectively [3,5-8]. The names

re�ect the fact that from the geometry of a CI in which the values of

R1 and R2 are determined by the ful�llment of expression 2.22, a dis-

placement in the intersection space will not a�ect the crossing between

the two electronic states, while a displacement in the branching space

will lift the degeneracy. For that reason, a CI in a system with more

than three degrees of freedom can be regarded as a (3N−8)-dimensional

hyperline in the 3N − 6 nuclear space.

In order to further study such important regions, it is useful to de-

scribe the topography at and near a CI [6]. Expanding up to �rst or-

der at a CI point (linear approximation) the elements of the electronic

Hamiltonian matrix that appears in equation 2.21, the following expres-

sions are derived:

H11 =W +∇RH11 ·R1
H22 =W +∇RH22 ·R1

H12 = ∇RH12 ·R2

(2.23)

whereW is the common value of both H11 and H22 at the CI. Substitut-

ing these equalities in the previously obtained equation for the electronic

energies (equation 2.21), the next expressions are obtained:
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Ei =
1
2 [(2W +∇R(H11 +H22) ·R1)

±
√
(∇R(H11 −H22) ·R1)

2 + 4 (∇RH12 ·R2)
2

]
i = 1, 2

(2.24)

Ei =W + s12 ·R1 ±
√
(g12 ·R1)2 + (h12 ·R2)2 i = 1, 2 (2.25)

in which the following de�nitions have been used:

h12 = ∇RH12 (2.26)

g12 =
h11 − h22

2
(2.27)

s12 =
h11 + h22

2
(2.28)

The equality 2.25 is mathematically an equation of an elliptic double

cone. In fact, if the energies of the two states are plotted against the R1

and R2 coordinates, a characteristic double-cone shape will appear (see

Figure 2.2). From the above analysis, it seems convenient to describe the

space spanned by R1 and R2 through the so-called intersection adapted

coordinates x1 and x2, de�ned as follows:

x1 =
g12
‖g12‖

(2.29)

x2 =
h12
‖h12‖

(2.30)
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which are called the gradient di�erence vector and the non-adiabatic

coupling vector, respectively [3,5-8].

Figure 2.2: PEHs of two electronic states at and near a CI between

them, represented in the branching space spanned by the gradient dif-

ference and the non-adiabatic coupling vectors.

The values of ‖g12‖, ‖h12‖ , and s12 describe the topography near

a CI according to the presented linear approximation. In particular,

the parameters ‖g12‖ and ‖h12‖ specify the slope of the cone in the

two directions x1 and x2, while the projections of s12 along x1 and x2
determine the tilt of the cone and in particular if a CI is sloped or

peaked [5-8]. In a sloped CI both PEHs present a downhill slopes and

touch each other at the crossing points, while in a peaked CI both PEHs

are elliptical cones pointing against each other with a common tip (see

Figure 2.3). The sloped or peaked nature of a CI has been proven to

46



in�uence the probability that the population of the original state pass

to the second state [8,9].

Figure 2.3: PEHs of two electronic states at and near a peaked CI

and at and near a sloped CI.

A similar situation as the one described in CIs occurs when the cross-

ing states have di�erent spin multiplicity, as for example in a singlet-

triplet crossing region (STC), where a singlet and a triplet state are

degenerate in energy [3,5-8]. At such points, the same conditions previ-

ously determined for CIs must be ful�lled (see expression 2.22), which

are reduced to one since the non-adiabatic coupling term, H12, is al-

ways zero due to the di�erent spin multiplicity. For that reason, only
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one nuclear coordinate is speci�ed in order to ful�ll the requirement,

and a STC region constitutes a (3N − 7)-dimensional hyperplane in

the 3N − 6 nuclear space. The degeneracy is preserved along all the

coordinates but the corresponding gradient di�erence vector.

Consideration of only the kinetic and electrostatic terms in the Hamil-

tonian of the system leads to solutions of the time-independent Schrödinger

equation characterized by speci�c spin symmetry. Consequently, a sin-

glet wave function can be written in the basis of all the solutions of

the electronic problem with singlet spin symmetry. According to that,

the population of a state will not pass to a state having a di�erent

spin multiplicity. Such transfers are nevertheless possible due to rela-

tivistic e�ects, and in particular to the interaction of the electron spin

magnetic moment with the magnetic moment due to the orbital motion

of electrons [3,10]. The term accounting for such phenomenon, called

spin-orbit operator (ĤSO), determines the mixing of states having di�er-

ent spin multiplicity, and consequently causes that the solutions of the

time-independent wave function must be written in a basis of functions

with di�erent spin multiplicity. The importance of such interaction be-

tween two states is determined by the corresponding spin-orbit coupling

(SOC), which in the case of a singlet Sk state and a triplet Tl state can

be expressed as follows [3,5,11]:

SOClk =

√∑
u

∣∣∣< Tl,u|ĤSO|Sk >
∣∣∣2 u = x, y, z (2.31)

As in the BOA, in which neglecting the non-adiabatic coupling terms

allows to write the solution of the time-independent Schrödinger equa-

tion as a single electronic wave function, neglecting the SOCs here allows

to write the solution of the time-independent Schrödinger equation in

term of functions having the same spin symmetry. These are normally
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good approximations, but not in certain particular regions of the PEHs.

As shown above, at a CI region the BOA fails and the system must be

described by the crossing electronic states. Similarly, in a STC region

characterized by a high value of SOC between the crossing states, it

can be shown that the system must be described by the involved elec-

tronic states. Such a situation determines the transfer of population

between states having di�erent spin multiplicity, a phenomenon called

intersystem crossing process [3,5].

2.2 Fundamental concepts in photophysics and

photochemistry

2.2.1 De�nition of photophysics and photochemistry

Photophysics and photochemistry belong to the �eld of science concern-

ing the interaction of radiation with matter [5,6,12,13]. These areas of

research study the absorption of energy as radiation and the processes

induced by it, which consequently means all the mechanisms that a

system may experiment in order to dissipate the gained energy. The

di�erence between the two disciplines is that photophysics studies the

processes that started and ended at the same geometry and state (the

so-called Franck-Condon, FC, geometry), while photochemistry deals

with those events that lead to a chemical change [5].

Adopting the given general de�nitions of photophysics and photo-

chemistry, any photoinduced event caused by the absorption of radiation

will be a possible subject of these disciplines. Despite that, photophysics

and photochemistry are normally considered to describe photoinduced

processes determined by UV-vis light, although the interaction with in-

frared radiation can also be considered part of them. Consequently, the
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states that play the most important role in these studies are basically

electronic states, since the energies involved in UV and visible radiation

are between 3.10-12.4 eV and 1.70-3.10 eV, respectively [14].

Four physical phenomena are mainly induced when a molecular sys-

tem absorbs UV-vis radiation:

- Fluorescence emission (F): spontaneous emission of radiation

from an electronic excited state that has the same spin mul-

tiplicity that the receiving state (normally the ground state).

- Phosphorescence emission (P): spontaneous emission of ra-

diation from an electronic excited state that has a di�erent

spin multiplicity that the receiving state (normally the ground

state).

- Internal conversion process (IC): passage of part of the popu-

lation from one to another electronic state that has the same

spin multiplicity, without any loss of energy by radiation.

- Intersystem crossing process (ISC): passage of part of the pop-

ulation from one to another electronic state that has a di�er-

ent spin multiplicity, without any loss of energy by radiation.

The theoretical background needed in order to describe absorption, in-

ternal conversion, and intersystem crossing processes have been pro-

vided in the preceding section, while in order to explain spontaneous

�uorescence and phosphorescence emission the machinery of quantum

electrodynamics is required. In the present semiclassical treatment of

the interaction of matter and light (see subsection 2.1.2) spontaneous

emission is considered to take place in the region in which no other

mechanisms of relaxation are possible, as for example in a well-de�ned

minimum of the lowest singlet excited state.
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According to the above de�nitions the very same physical phenomenon,

as for example the absorption and subsequently emission of radiation

from a populated excited state, can be classi�ed as a photophysical or a

photochemical process, depending only on the initial and �nal geometry.

As pointed out above, and as explained in detail in the following sec-

tion, the PEH represents one of the most useful concepts to study both

photophysics and photochemistry. The de�nition of photophysics and

photochemistry together with the described photoinduced phenomena

are presented in Figure 2.4.

Figure 2.4: Main photophysical and photochemical processes: ab-

sorption (A), �uorescence emission (F), phosphorescence emission (P),

internal conversion process (IC), and intersystem crossing process (ICS).
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2.2.2 Photochemical reaction path approach

The following lines brie�y explain the strategy that has been adopted

in the present thesis in order to describe photoinduced processes. Such

a way of working is based on the concept of PEH (and consequently

on the BOA), the semiclassical treatment of the interaction of matter

and light, and the next de�ned photochemical reaction path approach

[5,6,13,15].

The system is initially considered in a minimum geometry of its

ground state. The interaction with radiation can cause transfer of pop-

ulation to one or more excited states whose vertical transitions have the

largest values of oscillator strength. The so-populated excited states are

normally in a non-equilibrium geometry of their respective PEHs, and

consequently will evolve to a more stable situation. Such energy relax-

ation determines the global photoinduced process. The photochemical

reaction path approach considers that the most probable way in which

the system will evolve from the FC region depends on the local proper-

ties of the PEH such as slopes, barriers, saddle points, etc. According

to such strategy, the system from a non-equilibrium structure will pri-

marily evolve along the direction of the gradient and any particular

region of the PEH will be considered relevant only if it is energeti-

cally accessible to the system. The main decay path experimented by

a non-equilibrium geometry is then obtained by the computation of the

corresponding minimum energy path (MEP), which can be de�ned as

the path from a non-equilibrium geometry and state to the �rst present

minimum region encountered following the direction of the gradient re-

calculated in each new step [5,6,13,16,17]. The MEP can be regarded as

the trajectory followed by a classical particle sliding with in�nitesimal

velocity and no excess energy under the in�uence of the potential �eld
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described by the PEH. A region of the PEH can be considered energet-

ically accessible from a starting geometry if there is a connected path

between the involved structures characterized by an energy barrier to be

surmounted not higher than the average energy associated with vibra-

tional excitation. Using such an approach, the relevance to a particular

photoinduced process of a minimum, a transition state, a CI, and any

other region of the PEHs is deduced not only by its intrinsic character-

istics, but mostly by the ability of the system to actually populate such

a geometry. For example, a low-lying CI between the bright and the

ground states could play a minor role in the main photoresponse of the

system if such a degenerate region cannot be reached.

The study of the evolution of a given non-equilibrium geometry and

state is not a simple task, but it can be satisfactorily accomplished per-

forming the corresponding MEP calculation. An even more di�cult goal

is the study of the connection between two particular structures. It may

happen that the bright state decays to a weakly bonded minimum, and

it would be interesting to map the connection between such geometry

and an optimized CI with the ground state. It would be important, in

particular, to know whether an energy barrier is present between such

points, as well as its magnitude. Unfortunately, for such a situation

there is not a computational technique that unambiguously provides

the sought answer. This condition makes the determination of photoin-

duced reactions much more di�cult that the description of thermally

activated processes. The latter can be described in the framework of

transition state theory and the most probable connected path along the

ground state PEH is unambiguously drawn by the computation of an

intrinsic reaction coordinate (IRC) calculation from the saddle point

connecting the reactive and the product [18]. Since a relevant CI could

geometrically be any kind of point of the PEH, the determination of

53



the path connecting a minimum structure and a CI cannot be obtain

in a general way, but must be analyzed for each particular case. A rea-

sonable approximation able to provide a connected path between two

points of a PEH is the computation of a linear interpolation of internal

coordinate calculation. A so-obtained path does not take into account

the topography of the PEH, as for example the direction of the gradient,

but the absence of any energy barrier along it ensures the existence of

a barrierless path connecting the involved structures.

It is important to note that the information given by the MEP un-

dertaken by a system is structural, and provides insight into the photore-

sponse from vibrational cold excited states such as those encountered in

experiments in which slow excited state motion and/or thermal equili-

bration is possible (in cold jets, in cold matrices, and in solution). In

the case of a �hot� system (having high excess of vibrational energy), the

deactivation may signi�cantly deviate from the MEP, and a dynamics

treatment of the problem would be required.
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Chapter 3

Theoretical methods:

problems to be solved

In the present thesis we have mainly dealt with two problems: the so-

called electronic problem for di�erent con�gurations of the nuclei and

the exploration of the potential energy hypersurfaces (PEHs) of dif-

ferent electronic states of the systems. The electronic problem is the

resolution of the eigenfunctions-eigenvalues equation (see equation 2.1),

which results from the application of the Born-Oppenheimer approxima-

tion to the time-independent Schrödinger equation, without considering

any relativistic e�ects [1,2]. Its eigenvalues are the electronic energies

of the di�erent states of the system, which are characterized by the

corresponding eigenfunctions.

The result of the addition of the nuclear repulsion energy to the

electronic energy of a state constitutes the magnitude of the potential

energy for the system in that particular state and geometry. The collec-

tion of all the values of the potential energy of a state as a function of the

nuclear coordinates builds the PEH of that state. Determination of crit-
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ical points of a PEH (such minima, saddle points, conical intersections

(CIs), etc), makes possible to correlate di�erent PEHs of the system. In

general, it allows the characterization of the regions of the PEHs that

can be populated after the absorption of radiation, constituting indeed

the exploration of the PEHs of a system.

3.1 Electronic structure theory methods

The presence of the electronic repulsion operator makes the electronic

Hamiltonian not separable in terms that depend on a single variable, and

consequently it leads to the impossibility of solving exactly the electronic

Schrödinger equation, in practice, for systems formed by more than one

electron. Therefore, in those cases, the resolution of the electronic prob-

lem must be done by the introduction of some approximations. In the

following lines one of the most common and important approximation

introduced in order to solve the electronic problem is presented: the so-

called Hartree-Fock (HF) method [1,2]. Next, three methods aimed to

improve the HF description are shown, which are: the Con�guration In-

teraction (CI) method , the Complete Active Space Self-Consistent Field

(CASSCF) method, and the Complete Active Space Second-Order Per-

turbation Theory (CASPT2) method [1,2]. Despite the fact that other

methods do exist in order to improve the HF result, as the Coupled-

Cluster and the Møller-Plesset methods, here we focus on the CASSCF

and CASPT2 strategies, because they are nowadays the only methods

able to deal with medium-size systems and multi-con�gurational prob-

lems as those treated in the present thesis. Particular attention will be

devoted to the resolution of the corresponding equations. Finally, since

all of the employed computational strategies make use of a one-electron

basis set in order to expand the electronic wave function, a brief subsec-
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tion devoted to a particularly important basis set, the so-called atomic

natural orbitals (ANO) basis sets, is provided.

3.1.1 The Hartree-Fock method

As mentioned above, the electron-electron repulsion operator deter-

mines the impossibility of obtaining exact solutions of the electronic

Schrödinger equation in many-electron systems. A �rst remarkable ap-

proximation is to discard such a term, and consequently treat the elec-

trons as independent particles subject to the potential �eld generated

by the �xed nuclei. The wave function ψi describing the system is then

equal to the product of the wave functions (the so-called molecular or-

bitals φj) representing the electrons.

ψi(r1, r2, ..., rN ) =

N∏
j=1

φj(rj) (3.1)

Since equation 3.1 is the wave function of a many-electron system, it

must be antisymmetric with respect to the interchange of coordinates

of two electrons. The ful�llment of this condition transforms the wave

function in the following form, the so-called Slater determinant [1]:

ψi(r1, r2, ..., rN ) = (N !)−
1

2

N !∑
n=1

(−1)pnPn{φ1(r1)φ2(r2)....φN (rN )}

(3.2)

where Pn is an operator that generates the nth permutation of the elec-

tron labels 1, 2, . . . N and pn is the number of transpositions (simple

interchanges) required to obtain this permutation.

The HF approximation consists in taking as many-electron wave

function a single con�guration state function (CSF ), which is formed
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by one or a linear combination of Slater determinants. The HF method

consists in determining the orbitals used to build such con�guration

state function by means of the variational principle. The aim of a HF

calculation is then to obtain a stationary point of the expectation value

of the electronic energy with respect to the orbitals occupying a single

con�guration state function.

In second quantization, a Slater determinant formed by some of the

elements composing a basis of M orthogonal orbitals {φp}p=1,M is ex-

pressed as an occupation-number vector of an abstract linear vector

space (the Fock space) [2]:

|k >= |k1, k2, ..., kM > , kp =

 1

0

φp occupied

φp unoccupied
(3.3)

In the HF method the optimization is performed with respect to

unitary variations in the orbitals. A unitary matrix U can in general be

expressed as the matrix exponential of an anti-Hermitian matrix k:

U † = U−1 , U = exp(k) (3.4)

k† = −k (3.5)

It is possible to show that a unitary transformation U of the orbitals

{φp} describing a single Slater determinant |k > to a di�erent set of

orthogonal orbitals {φ̃p}, determines the following change of the original

determinant into |k̃ >, according to the next equations:

φ̃p =
∑
q

φqUqp (3.6)
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|k̃ >= exp(−k̂)|k > (3.7)

k̂ =
∑
pq

kpqa
†
paq (3.8)

where kpq are the elements of the anti-Hermitian matrix k (called orbital

rotation parameters), a†p is the creation operator associated with orbital

φp, and aq is the annihilation operator associated with orbital φq. In

the more general case of CSF , the transformation can be expressed in

a totally similar fashion:

| ˜CSF >= exp(−k̂)|CSF > (3.9)

Equation 3.8 expresses the anti-Hermitian operator k̂ associated with

a general unitary transformation of the orbitals. However, considering

only real orbitals and spin-symmetry constraint rotations, the operator

k̂ reduces to:

k̂ =
∑
p>q

kpqE
−
pq (3.10)

E−
pq = Epq − Eqp (3.11)

Epq = a†pαaqα + a†pβaqβ (3.12)

where Epq is the so-called singlet excitation operator, de�ned as shown

in equation 3.12 in terms of spin-orbital creation and annihilation op-

erators. For a general transformation of the wave function, equation

3.10 can be further simpli�ed, since not all the rotational parameters
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kpq are required for such purpose. The latter are refereed as redun-

dant parameters, and can be de�ned as those that ful�ll the following

condition:

E−
pq|CSF >= 0 (3.13)

According to equation 3.8 and 3.9, a CSF can be expressed as the

product of the matrix exponential of an appropriate anti-Hermitian ma-

trix k and a �xed CSF built by a �xed set of orthogonal orbitals. This

means that a general CSF can be written in a �xed basis of orthogonal

orbitals as a function of the matrix k:

|CSF (k) >= exp(−k̂)|CSF > (3.14)

Consequently, the expectation value of the electronic energy in HF the-

ory is a function of the matrix k:

E(k) =< CSF (k)|Ĥ|CSF (k) > (3.15)

E(k) =< CSF |exp(k̂)|Ĥexp(−k̂)|CSF > (3.16)

Writing equation 3.15 in a Taylor expansion around k = 0, and using

the Baker-Campbell-Hausdor� expansion [2] in equation 3.16,

E(k) = E(0) + kTE(1) + .... (3.17)

E(k) =< CSF |Ĥ|CSF > + < CSF |
[
k̂, Ĥ

]
|CSF > +.... (3.18)

it is possible to write the �rst derivatives of the expectation value of the
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electronic energy with respect to the rotational parameters kpq at the

expansion point k = 0, as follows:

E(1)
pq =< CSF |

[
E−

pq, Ĥ
]
|CSF > (3.19)

that for real orbitals reduces to:

E(1)
pq = 2 < CSF |

[
Epq, Ĥ

]
|CSF > (3.20)

which is also equal to:

E(1)
pq = −2 < CSF |ĤE−

pq|CSF > (3.21)

Then the condition that an optimized HF state |HF > must ful�ll can

be expressed as:

< HF |
[
Epq, Ĥ

]
|HF >= 0 (3.22)

or equivalently as:

< HF |ĤE−
pq|HF >= 0 (3.23)

in which the HF state has been written in term of a set of orbitals where

|HF > correspond to k = 0.

Equation 3.22 consequently constitutes the condition that an HF

calculation must pursue by means of unitary rotations between all the

couples of orbitals whose corresponding rotational parameters are not

redundant. In a con�guration state function is possible to classify the

orbitals according to their occupation numbers in three classes. If an

orbital is doubly occupied in all the Slater determinants used to build the

CSF , then is refereed as an inactive orbital; if the occupation number
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of an orbital is zero in all the Slater determinants that form the CSF ,

then is called virtual orbital; if an orbital has unspeci�ed or arbitrary

occupancy, then is referred as an active orbital. Inactive orbitals shall be

labelled as i, j, k, l ; virtual orbitals as a, b, c, d, e; and active orbitals

as v, w, x, y, z. Using equations 3.11 and 3.12 and the above given

de�nition of redundant parameters (equation 3.13), it can be shown that

rotations mixing di�erent classes are always non-redundant, and that

rotations mixing inactive orbitals or virtual orbitals among themselves

are always redundant. Rotations among active orbitals can either be

redundant or nor, depending on the speci�c case. Taking into account

these considerations, the HF condition for a closed-shell |cs > system

reduced to:

< cs|ĤEai|cs >= 0 (3.24)

This result, which is known as the Brillouin theorem [2], imply that a

closed-shell HF state does not interact with singlet excited con�gura-

tions.

A closed-shell HF state is represented by a variational optimized

Slater determinant, which describes a state where each electron behaves

as an independent particle (subject to Fermi correlation). It should

then be possible to obtain such a state through the resolution of a one-

electron Schrödinger equation, generating one independent-particle so-

lution for each electron. The e�ective Hamiltonian of such one-electron

Schrödinger equation (that will be further referred as f̂ and called Fock

operator) is a spin-free one-electron operator, and can consequently be

expressed as follows:

f̂ =
∑
pq

fpqEpq (3.25)
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The particular form of f̂ , speci�ed by the values of the fpq, must de-

termine that the product generated by its eigenvalues represent a vari-

ationally optimized state. For a closed-shell system such a requirement

is ful�lled rewriting the expectation value appearing in equation 3.24 as

follows:

< cs|ĤEai|cs >=< cs|
[
Eai, Ĥ

]
|cs >=

−
∑

σ < cs|
[
a†iσ,

[
aaσ, Ĥ

]]
+
|cs >

(3.26)

and imposing the equality:

fpq =
1

2

∑
σ

< cs|
[
a†qσ,

[
apσ, Ĥ

]]
+
|cs > (3.27)

In such a way, through the diagonalization of the Fock matrix it is

possible to ensure the ful�llment of the HF condition.

Inserting equation 3.27 into expression 3.25, the Fock operator is

de�ned as:

f̂ =
1

2

∑
σ

∑
pq

< cs|
[
a†qσ,

[
apσ, Ĥ

]]
+
|cs > Epq (3.28)

Substituting the Hamiltonian operator Ĥ appearing in equation 3.27

with its general expression in second quantization:

Ĥ =
∑
pq

hpqEpq +
∑
pqrs

gpqrsepqrs + hnuc (3.29)

(where hpq represents the one-electron integrals of the electronic kinetic

operator plus the electrons-nucleus repulsion operator , gpqrs are the

two-electron integrals of the electron-electron repulsion operator, hnuc
represents the nuclear-nuclear repulsion, and epqrs is the so-called two-
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electron excitation operator) it is possible to write the elements of the

Fock matrix in terms of the one and two-electron integrals hpq and gpqrs:

fpq = hpq +
∑
i

(2gpqii − gpiiq) (3.30)

Diagonalization of the above constructed Fock matrix leads to the

so-called canonical conditions [35,47]:

fpq = εpδpq (3.31)

Resolution of the latter expression will consequently provide a set of or-

bitals (the so-called canonical orbitals) that can be used to build a CSF

for which the expectation value of the electronic energy is stationary:

an optimized HF state. It must be noticed that the canonical conditions

represents a set of non-linear equations that cannot be solved by a sin-

gle diagonalization of the Fock matrix, since the canonical orbitals are

not simply the eigenvectors of the Fock matrix, but they are also the

orbitals from which the Fock matrix itself is constructed (see equation

3.27). Equation 3.31 is normally solved by means of the self-consistent

�eld method. In this manner, the Fock matrix is initially constructed

from a starting set of orthogonal orbitals, and then diagonalized. From

the result of the diagonalization, a new set of orthogonal orbitals is ob-

tained. The Fock matrix is then re-built using the new orbitals and

an iterative process is thus established, where the Fock matrix is re-

peatedly constructed and diagonalized until the orbitals from which it

is constructed are the same, within a given criteria, as those generated

by its diagonalization.

By de�nition, the canonical orbitals diagonalize the Fock matrix.

The Fock operator in the basis of canonical orbital can then be written
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as:

f̂ =
∑
p

εpEpp (3.32)

from which is easy to show that the canonical orbitals are eigenfunctions

of the Fock operator:

f̂a†pσ|vac >= εpa
†
pσ|vac > (3.33)

whose eigenvalues, using equation 3.30, are equal to:

εp = hpp +
∑
i

(2gppii − gpiip) (3.34)

Actually the resolution of equation 3.31 produces a number of canon-

ical orbitals that is normally larger that the number of electrons of the

system. More speci�cally, the number of canonical orbitals will be equal

to the dimension of the subspace spanned by the basis set employed. The

HF state of a N-electron system is then obtained using the N canonical

orbitals having the lowest eigenvalue of the Fock operator, since such a

choice will determine the lowest expectation value of the electronic en-

ergy. The canonical orbitals employed to build the HF state are denoted

as occupied orbitals, while the remaining are named virtual orbitals.

For a canonical occupied orbital φi and a canonical virtual orbital

φa the corresponding eigenvalues are equal to:

εi = hii +
∑
j 6=i

(2giijj − gijji) + giiii (3.35)

εa = haa +
∑
j

(2gaajj − gajja) (3.36)
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Analyzing such expressions, it is possible to consider the eigenvalue of

an occupied orbital φi as the energy resulting from the interaction of

an electron place in φi with all the remaining electrons that form the

system. The eigenvalue of a virtual orbital φa represents instead the

energy resulting from the interaction of an electron place in φa with all

the electrons of the system.

A powerful way of resolving the canonical conditions is by means

of the so-called Roothaan-Hall formulation of the HF theory, in which

the molecular orbitals {φp} are expanded in a set of atomic orbitals

{χµ} whose expansion coe�cients Cµp are used as variational parameters

[1-4].

φp =
∑
µ

χµCµp (3.37)

In such a way, the otherwise required expensive transformation of the

two-electrons integrals in the basis of the molecular orbitals it is not

necessary. It is possible to shown that the expectation value of the

electronic energy for a closed-shell HF state is equal to :

E(C) = 2
∑
i

hii +
∑
ij

(2giijj − gijji) + hnuc (3.38)

Since the orbitals are chosen to be orthogonal, it is convenient to de�ne

the following HF Lagrangian:

L(C) = E(C)− 2
∑
ij

λij(< φi|φj > −δij) (3.39)

Using the latter expression, the variational condition can be expressed

in an unconstrained form as:
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∂L(C)

Cµk
= 0 (3.40)

that leads, in the case of real orbitals, to:

fµk =
∑
j

Sµjλjk (3.41)

where Sµj is equal to the integral between the atomic orbital χµ and the

molecular orbital φj . Multiplication of equation 3.41 from the left by a

set of orthonormal virtual orbitals that are orthogonal to the occupied

molecular orbitals and by the set of occupied molecular orbitals gives:

fak = 0 , fik = λik (3.42)

Since for real orbitals the matrix λ is symmetric (λik = λki), it may be

diagonalized by an unitary transformation that leaves the HF energy

unchanged.

λik = εiλik (3.43)

Using such expression and expanding the molecular orbital in the atomic

basis set according to equation 3.37, it is possible to write equation 3.41

as:

∑
ν

fAO
µν Cνk = εk

∑
ν

SµνCνk (3.44)

fAO
µν = hµν +

∑
i

(2gµνii − gµiiν) (3.45)

Equation 3.44 in matrix form constitutes the Roothaan-Hall equation

[1-4]:
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fAOC = SCε (3.46)

whose resolution will determine an optimized HF state.

Two points regarding equation 3.46 must be noticed. Firstly, for

the same reason exposed with respect to the resolution of the canonical

conditions (see equation 3.31), the Roothaan-Hall equation cannot be

solved by a simple diagonalization but is instead work out using the

self-consistent �eld approach. Secondly, as previously anticipated the

Roothaan-Hall formulation avoid the expensive transformation of the

two-electrons integrals in the basis of the molecular orbitals since the

fAO matrix can be entirely evaluated in the atomic orbital basis as

follows:

fAO
µν = hµν +

∑
ρσ

DAO
ρσ (gµνρσ −

1

2
gµσρν) (3.47)

DAO
ρσ = 2

∑
i

CρiCσi (3.48)

where the matrix DAO is the atomic orbital representation of the one-

electron density matrix D for a closed-shell system

Dpq =< cs|Epq|cs > (3.49)

DAO = CDCT (3.50)

For small and medium size systems, the presented Roothaan-Hall

formulation of the HF theory yields reasonable results, in particular

when combined with the so-called DIIS acceleration scheme and the di-

rect evaluation of the Fock matrix [2,5,6]. For large systems, diagonaliza-
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tion of the Fock matrix required in the resolution of the Roothaan-Hall

equation becomes however computationally impracticable, since such an

operation scales to the third power with respect to the size of the system.

In such cases, the problem is better solved using the so-called density-

based HF theory [2]. The approach consists in a direct optimization of

the HF energy expressed as a function of the one-electron density matrix

in the atomic orbital basis DAO:

E(DAO) = TrDAOhAO+
1

4
TrDAOGAO(DAO) + hnuc (3.51)

GAO
µν (DAO) =

∑
ρσ

(2gµνρσ − gµρσν)DAO
ρσ (3.52)

The main advantage of such methods is the avoidance of the expensive

diagonalization step required in the Roothaan-Hall formulation of the

HF theory.

3.1.2 The Con�guration Interaction method

The HF theory considers as wave function of a many-electron system

a single con�guration state function. The electrons are then described

as independent particles subject only to Fermi correlation, and conse-

quently the probability of �nding two electrons having di�erent spin in

the same region of space is not equal to zero. The motion of electrons

with opposite spins is then not correlated, due to an inadequate treat-

ment of the Coulomb repulsion between the electrons. Such a fact is

re�ected in the HF energy, which is above the lower eigenvalue of the

electronic Schrödinger equation. The absolute value of the di�erence

between the latter and HF energy is called the electronic correlation en-
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ergy [1,2]. For the reason mentioned above, the HF description is said to

constitute a non-correlated method, and the missing description (either

in the energy and in the wave function) is called electronic correlation.

The next described methods aim to the partial recovering of such elec-

tronic correlation. Mathematically, the exact electronic wave function

can be expanded in a basis form by all the Slater determinants that can

be built distributing the electrons into all the orbitals that results from

an HF calculation performed with an in�nite atomic one-electron basis

set. Since the number of determinants so de�ned is in�nite, and since

they will be obtained using molecular orbitals expressed in an in�nite

atomic orbital basis set, the impossibility of handling such a represen-

tation of the wave function is clear. The expansion of the electronic

wave function in the basis of all the Slater determinants that can be

obtained from distributing all electrons among all the available orbitals

(independently if the orbitals have been built from an in�nite atomic

basis set or not) is called full CI expansion. In the ideally case in which

the orbitals have been obtained from an in�nite atomic basis set, the

variational optimization of the full CI expansion leads to the exact elec-

tronic wave function; in the realistic case of a truncated atomic basis

set, the variational optimization of the full CI expansion constitutes the

exact electronic wave function in the space spanned by the employed

atomic basis set. Even in that case, a full CI expansion is computation-

ally extremely expensive except for relatively small molecular systems,

since the number of Slater determinants increases very rapidly with the

number of electrons and with the number of orbitals.

The CI method considers as the electronic wave function a lin-

ear combination of Slater determinants, the expansion coe�cients of

which are variationally determined [1,2]. Normally such determinants

are formed by the substitution of one or more occupied orbitals of the
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HF determinant with one or more virtual orbitals. The CI method rarely

makes used of an entire full CI expansion but employs the latter in a

truncated way, in which the electronic wave function is expanded in the

basis of only certain classes of determinants. The set of determinants

used in a CI calculation is refereed as the con�guration space. For ex-

ample, one common way to perform a CI calculation is to consider only

the singly and doubly excited determinants obtained from the HF deter-

minant substituting one or two occupied orbitals by one or two virtual

orbitals, respectively. The strategy is known as the Singly and Doubly

Excited Con�guration Interaction method (SDCI). Normally, all forms

of truncated CI methods (where the full CI expansion has been some-

how truncated) improve the description of the molecular property with

respect to a simple HF calculation. The truncated CI approaches have,

however, a serious de�ciency: they are not size consistent, which means

that the energy of a many-particle system is not proportional to the

number of constituent molecules in the limit of an in�nite number of

particles.

According to the above description, the electronic wave function

|C > in the framework of the CI method is equal to:

|C >=
∑
i

Ci|i > (3.53)

where |i > are Slater determinants and the linear coe�cients Ci are

obtained by a variational optimization of the expectation value of the

electronic energy:

∂

∂Ci
< C|Ĥ|C >= 0 (3.54)

As proven by the variational principle, the solutions of the expression
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3.54 represent the eigenfunctions of the following eigenvalue problem:

HC = EC (3.55)

Hij =< i|Ĥ|j > (3.56)

Consequently, the CI problem can be solved either performing an opti-

mization of the expectation value of the electronic energy as described

in equation 3.54, or by the resolution of the eigenproblem de�ned by

equations 3.55 and 3.56.

Due to the normalization imposed to the wave function, the coe�-

cients Ci are subjected to the condition:

∑
i

C2
i = 1 (3.57)

which causes that only M-1 of the total M Ci coe�cients are actually

independent. Equation 3.53 then contains a redundancy related to nor-

malization. The normalization condition is however easily eliminated

using the following parametrization of the wave function:

|C >=

∑
iCi|i >√
CTC

(3.58)

The variation in the wave function is normally described with respect

to some normalized reference state |0 >:

|0 >=
∑
i

C
(0)
i |i > (3.59)

|c >=
∑
i

ci|i > (3.60)
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|C >= |0 > +|c > (3.61)

In order to better control the redundancy, it is useful to consider the

variation of the wave function orthogonal to the reference state:

|C >= |0 > +P̂ |c > (3.62)

P̂ = 1− |0 >< 0| (3.63)

where P̂ projects out of the space spanned by |0 >. The following

parametrization of the wave function is introduced:

|C >=
|0 > +P̂ |c >√
1+ < c|P̂ |c >

(3.64)

which allows to easily control the redundancy since |C > becomes paral-

lel to the reference state |0 >. Using equation 3.64 the CI energy results

equal to:

E(c) =
E(0) + 2cTPHC(0) + cTPHPc

1 + cTPc
(3.65)

where H and P are the matrix representations of the Hamiltonian and

the projector P̂ . The electronic gradient and Hessian at c = 0 are, re-

spectively:

E(1) =2PHC(0) = 2(H− E(0)1)C(0) (3.66)

E(2) =2P(H− E(0)1)P (3.67)

In order to optimize the CI electronic energy as a stationary point
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of the expectation value of the electronic energy, the Newton method is

usually employed. According to it, from a starting point x an improved

wave function c will be obtained by the following equation:

E(2)(x)c = −E(1)(x) (3.68)

Considering as starting point the reference state |0 >, the expression

becomes:

E(2)(C(0))c = −E(1)(C(0)) (3.69)

From the initial point |0 >, the optimization of the wave function must

be directed orthogonally to the reference state |0 >, since according to

equation 3.64 any variation |c > perpendicular to |0 > will not change

the wave function. It is then su�cient to consider only the solutions

|c > of equation 3.69 that satis�ed the condition:

C(0)Tc = 0 (3.70)

Making use of 3.70, it is possible to write equation 3.69 as

(E(2) + 2αC(0)C(0)T)c = −E(1) (3.71)

where α is a numerical constant di�erent from zero. De�ning the fol-

lowing non-singular modi�ed Hessian matrix G:

G(2) = E(2) + 2αC(0)C(0)T (3.72)

the Newton step (the solution of equation 3.69) can be then expressed

as:

c = −(G(2))−1E(1) (3.73)
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which leads to the next �nal expression for c:

c = −C(0) +
(H− E(0)1)−1C(0)

C(0)T(H− E(0)1)−1C(0)
(3.74)

Substituting the latter in equation 3.64, the new normalized and im-

proved CI vector C results equal to:

C =
(H− E(0)1)−1C(0)∥∥(H− E(0)1)−1C(0)

∥∥ (3.75)

The process is then repeated until a CI vector for which the gradient of

the electronic energy becomes zero.

One shortcoming of the Newton method is that for each iteration in

order to obtain a new CI vector (named macro iterations), a relatively

large number of so-called micro iterations are needed for solving the

linear equations 3.69. In order to reduce the number of micro iterations,

a possible solution is to employ a quasi-Newton step [2,7]. The strategy

makes use of an approximate Hessian matrix that can be more easily

inverted, obtained replacing the true Hamiltonian with an approximate

one. In such a way, the number of micro iterations becomes equal to the

number of macro iterations, although the latter increase with respect

the original implementation of the Newton method.

As previously point out, the CI wave functions are solutions of the

eigenvalue problem de�ned by equations 3.55 and 3.56, and can con-

sequently be obtained by the resolution of the eigenvalue-eigenfunction

equation 3.55. For large CI expansions, the Hamiltonian matrix is im-

possible to be managed, and even more complex will be its diagonal-

ization in order to obtained its eigenvalues and eigenvectors. Usually

a complete diagonalization is not needed since in most of the cases the

interest in centered in only a few eigenvalues. Selected eigenvalues of
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the Hamiltonian can be determined by iterative methods, in which the

individual values of the matrix H are not required and the eigenvalues

and eigenvectors are generated by a sequence of linear transformations

or contractions of the form:

σ = HC (3.76)

where C is some trial vector and σ the linearly transformed trial vector.

Even if the CI problem is resolved performing an optimization of the

electronic wave function, as in the above described Newton method, the

evaluation of the improved CI vector (see equation 3.75) will require

linear transformation as the one described by equation 3.76.

A very e�cient method to perform the presented linear transfor-

mations is the so-called direct CI method [8], introduced by Roos in

the earlier 1970s. It consists on carrying out the vector contractions

directly from the second-quantization representation of the one- and

two-electron operators ĝ and ĥ that constitute the Hamiltonian, that is,

directly from the integrals hpq and gpqrs. Such a strategy is convenient

for two reasons. Firstly, since the one and two electron operators cou-

ple only determinants that di�er in at most one and two occupations,

respectively, the determinant-based representations of the one and two

electron operators hSD and gSD are very sparse. Secondly, for large CI

expansion the construction of the entire hSD and gSD matrices will be

extremely computational demanding.

In order to properly implement the direct CI method, it is impor-

tant to develop a scheme of work that e�ciently determines for each

Slater determinant all the determinants to which it is connected by

single and double excitations, thereby identifying the nonzero elements

of the Hamiltonian matrix directly. The goal is achieved representing
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Slater determinants as products of alpha and beta strings, and by using

graph to order these strings [2,9,10]. These techniques together provide

in fact a compact way of addressing and storing information about the

occupations of the Slater determinants and of representing the determi-

nants belonging to a particular expansion.

3.1.3 Complete Active Space Self-Consistent Field method

As mentioned in the preceding section, the variational optimization of a

full CI expansion will provide the exact electronic wave function, at least

in the space spanned by the chosen atomic basis set. Such an expansion

of the wave function is then able to recover all the electronic correlation

missed in the HF description. The electron correlation is normally clas-

si�ed as static and dynamic. The former is related to the presence of

near-degeneracies among con�gurations while the latter arises from the

Coulomb repulsion of the electrons. The used of truncated CI expansions

will consequently provide only part of the total electronic correlation. In

the design of a truncated CI expansion it is important to distinguish be-

tween static and dynamical correlation [2]. Static correlation is treated

by retaining, in the truncated expansion, the dominant con�gurations

of the full CI expansion, as well as those con�gurations that are nearly

degenerate with the dominant con�gurations. These con�gurations are

often referred to as the reference con�guration of the CI wave function.

Dynamic correlation is subsequently treated by adding to the wave func-

tion con�gurations generated by excitations out of the reference space,

for example all singly and doubly excited determinants.

In order to choose the appropriate reference space, it is mandatory

to distinguish between the so-called single-con�guration and the multi-

con�guration systems. The formers are mainly described by the single
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con�guration that constitutes the HF wave function, which consequently

forms the reference space. The latter are described by more than one

con�guration. It is then necessary to use a more �exible set of or-

bitals from which all the relevant con�guration can be obtained. It is

important to notice that the single- or multi-con�guration nature of a

system depends on the particular situation in which is considered. A

molecule can be described by a single con�guration at the minimum of

the ground state, while it has a multi-con�guration character in other

regions of the PEH, as in the dissociation limit or in CIs. Consequently,

if such regions are analyzed (as it normally occurs in photophysical and

photochemical studies) is fundamental to use a method able to describe

the multi-con�guration character of the system.

An important computational strategy able to e�ectively describe the

multi-con�guration character of a system is the so-called Multicon�g-

urational Self-Consistent Field (MCSCF) method [2]. In the MCSCF

algorithms, the electronic wave function is expressed as a CI expansion

where the orbitals are variationally optimized simultaneously with the

coe�cients of the electronic con�guration, thereby ensuring that the or-

bitals employed in the wave function are optimal for the problem at

hand. One of the most successfully implementation of multicon�gura-

tional self-consistent �eld theory is the so-called CASSCF method [11].

The available orbitals in order to construct the Slater determinants of

the CI expansion in the CASSCF method are partitioned into a set of

inactive orbitals, a set of active orbitals, and a set of secondary orbitals.

The CASSCF wave function will then be formed by all Slater deter-

minants in which the inactive orbitals are always doubly occupied, the

active orbitals have any possible occupation consistent with the total

number of electrons and spatial and spin constraints of the system, and

the secondary orbitals are always unoccupied. The resulting set of de-
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terminants is refereed as the CAS space. Having de�ned the number of

inactive orbitals, the number of electrons that can be distributed among

the active orbitals is consequently �xed. Such quantity is referred as the

number of active electrons.

According to the above discussion, the CASSCF wave function can

in general be expressed as:

|k,C >= exp(−k̂)
∑
i

Ci|i > (3.77)

where |i > are Slater determinants, Ci are the expansion coe�cients, and

k̂ is the anti-Hermitian operator related with an unitary transformation

of the orbitals. The parametrization of the CASSCF wave function is

a straightforward combination of the parametrization of the HF wave

function (see equation 3.14) and of the CI wave function (see equation

3.64).

|C >= exp(−k̂) |0 > +P̂ |c >√
1+ < c|P̂ |c >

(3.78)

|0 >=
∑
i

C
(0)
i |i > (3.79)

|c >=
∑
i

ci|i > (3.80)

k̂ =
∑
p>q

kpqE
−
pq (3.81)

where |0 > is the reference state, and the operator P̂ projects out the

component of the reference state from |c >. Equation 3.78 allows to

easily control the redundancy due to the con�guration space, since it

becomes parallel to the reference state (see the discussion in the �Con-

�guration Interaction method� section). As in HF theory, the operator
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k̂ should contain only the parameters kpq associated to nonredundant

orbital rotations. In the CASSCF theory, the question of orbital redun-

dancies is more di�cult because of the coupling to the con�guration

space. In general, it can be proof that redundant rotations satisfy the

following condition:

E−
pq|0 >=

∑
i

ci|i > (3.82)

The orbital rotation induced by E−
pq is then redundant if its e�ect on

|0 > may be consider by a variation in the con�guration space. It

turns out that in the CASSCF theory all intraspace rotations (such

as inactive-inactive, active-active, and virtual-virtual rotations) are re-

dundant, while all interspace rotations (such as inactive-active, active-

virtual, virtual-inactive) are not, at least in the sense expressed by equa-

tion 3.82.

According to the adopted parametrization of the wave function (see

equation 3.78), the latter can be represented by the next de�ned vec-

tor λ that highlights its dependence on the con�guration and orbital

parameters c and k:

λ =

(
c

k

)
(3.83)

The gradient and the Hessian matrix can then be written in the following

block form:

E(1) =

(
cE(1)

oE(1)

)
(3.84)

E(2) =

(
ccE(2) coE(2)

ocE(2) ooE(2)

)
(3.85)
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where the left superscripts c and o indicate di�erentiation with respect

to con�guration and orbital parameters, respectively. It is possible to

show that at λ = 0, the gradient is equal to:

cE
(1)
i = 2 < i|P̂ Ĥ|0 > (3.86)

oE(1)
pq =< 0|

[
E−

pq, Ĥ
]
|0 > (3.87)

As for the CI method, the CASSCF wave function can be obtained

through the optimization of the electronic energy by means of the New-

ton method. Considering as starting point the vector ζ(0):

ζ(0) =

(
C(0)

0

)
(3.88)

it is su�cient to take into account the modi�cations of the wave function

that are orthogonal to ζ(0), since according to the adopted parametriza-

tion, only such variations can actually a�ect the CASSCF wave function.

Then each Newton step λ satis�es the following equation:

λ = Pλ (3.89)

where P is the matrix representation of the operator P̂ that projects out

of the space spanned by ζ(0). Since the Newton method may sometimes

lead to very long steps that cannot be justi�ed based on the second-order

expansion of the energy function, the Newton strategy is better imple-

mented in a more sophisticated version called trust-region method [12].

In the improved modi�ed Newton method, the local quadratic expansion

of the electronic energy is optimized within a restricted region around

the expansion point, the so-called trust region. Consequently, for each
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iteration the obtained step λ must satisfy the following inequality:

‖λ‖ ≤ h (3.90)

where h is the trust radius, a positive numerical parameter that de�nes

the region in which the second-order surface is assumed to be a good

approximation to the exact surface. The most appropriate value for the

trust radius depends on the system under study: larger for harmonic

surfaces, smaller for anharmonic ones. In practice, there is not a priori

way of selecting h, and a update scheme based on the result gained

in the previous iteration is adopted. Having chosen a value of h, the

trust-region method starts by determining the Newton step. If it satis�es

equation 3.90, then the optimization follows the original implementation

of the Newton method. In the case in which the Newton step is not

smaller than or equal to h, the next step is taken as a stationary point

on the boundary of the thrust region (either a minimum or a saddle point

depending if the optimization is performed for the ground or an excited

state, respectively). Such a point is provided by the minimization with

respect to the variable λ of the next Lagrangian:

L(λ, µ) = E(0) +E(1)Tλ+
1

2
λTE(2)λ− 1

2
µ(λTPλ− h2) (3.91)

from which the following equation de�ning the level-shifted Newton step

λ is obtained:

(E(2) − µ1)Pλ = −E(1) (3.92)

where µ is called the level-shift parameter. Assuming that µ does not

coincide with any of the eigenvalues of E(2), it is possible to express λ
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in the form:

λ(µ) = −(E(2) − µ1)−1E(1) (3.93)

As it is make apparent from equation 3.93, the level-shifted New-

ton step λ depends on the chosen value for the level-shift parameter

µ. It is then fundamental to select µ so that the step has the correct

length (‖λ‖ = h) and so that the step has the appropriate structure:

a minimum point for ground state optimization, a saddle point for ex-

cited states. In fact, according to the variational principle applied for

a linear expansion of the wave function, the Hessian matrix of the Kth

electronic state must have K − 1 negative eigenvalues. Without enter-

ing into the details, it can be shown that such condition is in general

satis�ed selecting among the possible values of µ the one that ful�lls

certain inequalities with respect to the eigenvalues of the Hessian ma-

trix [2,13]. Consequently, for each iteration the trust-region method

must �rst determine an appropriate value of µ through a process that

evaluates the eigenvalues of the Hessian matrix, and then obtain the

level-shifted Newton step. In view of the large number of parameters in

a CASSCF calculation, this two-step procedure is cumbersome. A bet-

ter approach that replaces the two-step procedure by a single eigenvalue

problem, is the Newton eigenvector method [2], where the parameters

of the CASSCF state are written in the so-called intermediate normal-

ization form:

ζ = ζ(0) +Pλ (3.94)

Furthermore, introducing the modi�ed Hessian matrix G called aug-

mented Hessian:
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G = E(2) + ζ(0)E(1)T +E(1)ζ(0)
T

(3.95)

it is possible to recast the second-order expansion of the electronic energy

as:

Q(ζ) = E(0) +
1

2
ζTGζ (3.96)

Such expression can be optimized subject to the two following con-

straints, ensuring that the step preserve the intermediate normalization

(equation 3.94) and that it is on the boundary of the trust region, re-

spectively:

ζT(O)ζ = 1 (3.97)

ζTPζ = h2 (3.98)

where O = 1−P. De�ning the Lagrangian:

L(ζ, µ, ν) =
1

2
ζTGζ − 1

2
ν(ζTOζ − 1)− 1

2
µ(ζTPζ − h2) (3.99)

and setting equal to zero the result of the di�erentiation of the latter

with respect to ζ, the next equality is obtained:

Gζ = νOζ + µPζ (3.100)

For a �xed value of µ, equation 3.100 can be recasted in the form of a

generalized eigenvalue problem with eigenvector ζ and eigenvalue ν:

Gζ = νT(α)ζ (3.101)
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where

T(α) = O+ α2P (3.102)

It is worth noticing that the projection of equation 3.101 (whose resolu-

tion constitute the Newton eigenvalue method ) from the left by P leads

to the standard level-shifted Newton equation (see expression 3.92). It

is possible to further express equation 3.101 as a standard symmetric

eigenvalue problem:

G(α)ξ(α) = µξ(α) (3.103)

where

ξ(α) = T1/2(α)ζ (3.104)

and G(α) is the so-called gradient-scaled augmented Hessian, de�ned

as follows:

G(α) = α2T−1/2(α)GT−1/2(α)

= E(2) + αζ(0)E(1)T + αE(1)ζ(0)
T (3.105)

Using equation 3.104 and 3.102, ζ(α) can be written as a function of

ξ(α):

ζ(α) = ζ(0) + α−1Pξ(α) (3.106)

Consequently, in the Newton eigenvalue method the CASSCF step ζ is

obtained �rst solving the eigenvalue problem 3.103, and then employing

equation 3.106.

As mentioned above, the advantage of this strategy with respect to

the trust-region method is that it allows to generate the correction to
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the wave function in a single step. The reason is that the real Hessian

matrix is a projection of the gradient-scaled augmented Hessian. Such

a fact determines that the eigenvalues of the gradient-scaled augmented

Hessian {µi} are related to the eigenvalues of the true Hessian {εj},
through the following relationship:

µ1 ≤ ε1 ≤ µ2 ≤ · · · ≤ µn ≤ εn ≤ µn+1 (3.107)

where the zero eigenvalue of E(2)(associated with the reference vector)

has been omitted from {εj}.
Expression 3.107 implies that the correction to the Kth electronic

state having the adequate structure (K − 1 negative eigenvalues of the

Hessian matrix) is obtained selecting the step ξ associated with the

eigenvalue µ that satis�es the proper inequalities with the eigenvalues

of the Hessian matrix, in a process that does not require the explicit eval-

uation of {εj}. Thus, for ground-state calculations, the �rst eigenvector
of the gradient-scaled augmented Hessian is chosen; for calculations of

the lowest excited state, the second eigenvector is selected, and so on.

In the discussion of CASSCF theory, the wave function has been

expressed using a redundant parametrization of the con�guration space

(see equation 3.78), that presents the advantage of simplicity. In some

situations it is however better to remove such a redundancy and use

a parametrization where the electronic states are described by a set of

independent, nonredundant variables. Such situation arises in the so-

called state-averaged MCSCF scheme, where several electronic states

are generated in the same orbital basis [14]. The orbitals are in fact

not optimized separately for each state but are instead determined to

minimize an averaged energy of all the computed states. This is accom-

plished by introducing the following energy function where each state
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contributes with a weight factor wI .

E =

n∑
I

wIEI (3.108)

where EI is the electronic energy of the state I.

The description of each electronic state is thus performed employing

orbitals that are not optimal for each state separately. The method

provides, however, a set of orthonormal, noninteracting electronic states.

The state-averaged approach is normally used in photochemical and

photophysical studies (as the ones presented in this thesis) since it gives

an equally good description of all the computed electronic states, which

in turn allows a direct comparison among them.

An electronic state |Ĩ > is here described as a function of a reference

state |I > using the following nonredundant parametrization, obtained

employing an exponential unitary parametrization of the con�guration

space:

|Ĩ >= exp(−k̂)exp(−R̂)|I > (3.109)

where k̂ is the orbital rotation operator (see equation 3.81) and R̂ is a

linear combination of state-transfer operators, de�ne as:

R̂ =
∑

K > J,

J ≤ n

RKJ (|K >< J | − |J >< K|) (3.110)

where J refers to any of the computed n states for which the state-

averaged energy function 3.108 is optimized, andK refers to these states

and to the orthogonal complement. Substituting equation 3.109 into

equation 3.108, the following energy function is obtained:

89



E(R,k) =

n∑
I

wI < I|exp(R̂)exp(k̂)Ĥexp(−k̂)exp(−R̂)|I > (3.111)

which can then be optimized using a standard second-order procedure

as either the trust-region method or the Newton eigenvector strategy.

3.1.4 The Complete Active Space Second-Order Pertur-

bation Theory method

The CASSCF method is able to correctly describe the static electronic

correlation of a multi-con�guration system. In order to recover the re-

maining dynamic electronic correlation, one possibility will be the use

of the Multi-Reference Singly and Doubly excited Con�guration Inter-

action method (MRSDCI). It consists on performing a SDCI calculation

employing a multi-reference space. Despite the e�ectiveness of such a

strategy, it presents the important shortcoming of a high computational

cost. A method based on non-degenerate perturbation theory, where the

zeroth-order wave function is multicon�gurational, has been shown to

be a more viable alternative. Among multi-reference perturbation algo-

rithms, the CASPT2 method, in which the zeroth-order wave function is

taken to be a CASSCF wave function and the correction to the energy

is calculated up to second-order [15-19], has revealed itself especially

e�cient. This method will be described in the next section.

The main idea of all perturbation methods is to make a proper par-

tition of the Hamiltonian operator Ĥ in two parts:

Ĥ = Ĥ0 + Û (3.112)

where Ĥ0 is the so-called zeroth-order Hamiltonian and Û is the pertur-
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bation.

Û = Ĥ − Ĥ0 (3.113)

The orthonormal eigenfunctions of the zeroth-order Hamiltonian

Ĥ0|i(0) >= E
(0)
i |i

(0) > (3.114)

are then used to expand the eigenfunction |0 > of the exact Hamiltonian

Ĥ|0 >= E|0 > (3.115)

The exact wave function and energy are approximated by |0(0) > and

E(0) at zeroth-order level, while for higher accuracy they can be ex-

panded in order of the perturbation Û as:

|0 >=
∞∑
k=0

|0(k) > (3.116)

E =

∞∑
k=0

E(k) (3.117)

where for k 6= 0 the |0(k) > and E(k) are the Kth correction to the

wave function and energy, respectively. Substituting equations 3.116 and

3.117 into 3.115, and imposing the following intermediate normalization

to |0 >:

< 0(0)|0 >=
∞∑
k=0

< 0(0)|0(k) >= 1 (3.118)

it is possible to obtain the next expression that determines the nth-order

correction of the wave function in terms of the lower-order corrections

of the wave function.
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(Ĥ0 − E(0))|0(n) >= −Û |0(n−1) > +

n∑
k=1

E(k)|0(n−k) > (3.119)

Introducing the projector P̂ :

P̂ = 1− |0(0) >< 0(0)| (3.120)

equation 3.119 can be written as

|0(n) >= −P̂ (Ĥ0 − E(0))−1P̂

(
Û |0(n−1) > −

n∑
k=1

E(k)|0(n−k) >

)
(3.121)

Making use of equation 3.121, the nth-order correction of the electronic

energy can be expressed as:

E(n) =< 0(0)|Û |0(n−1) > , n > 0 (3.122)

showing that the nth-order correction of the energy can be obtained from

the (n− 1)th-order correction of the wave function.

By the reformulation of the above presented perturbation theory us-

ing the variational Lagrangian technique, it can be proven that actually

from the nth-order correction of the wave function the (2n+ 1)th-order

correction of the energy can be obtained. Such a result is known as

the Wigner's 2n + 1 rule [2], and is mathematically expressed by the

following equation:
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E(2n+i) = C(n+i−1)TUC(n)

−
∑2n+i−2

k=1

∑min(n+i−1,2n+i−k−1)
m=max(1,n+i−k) E(k)C(m)TC(2n+i−m−k)

(3.123)

where C(n) is the matrix representation of |0(n) > (see equation 3.121):

C(n) = −P(H0 − E(0)1)−1P

(
UC(n−1) −

n−1∑
k=1

E(k)C(n−k)

)
(3.124)

According to the above equations, the �rst-order correction to the wave

function, C(1), and the second-order correction to the energy, E(2), are

equal to:

C(1) = −P(H0 − E(0)1)−1PUC(0) (3.125)

E(2) = C(0)TUC(1) (3.126)

It is important to remind that the success of perturbation theory de-

pends critically on the ability to provide a suitable zeroth-order Hamil-

tonian Ĥ0, which means that it must incorporate the main feature of the

exact Hamiltonian Ĥ, and consequently implying that the correspond-

ing perturbation operator Û is in some sense signi�cantly smaller the

chosen zeroth-order operator Ĥ0. Moreover, its eigenvalues and eigen-

vectors must be available, since they are used to expand the exact wave

function.

Having introduced the basic ideas and main results of perturba-

tion theory (the previously derived equations are in fact valid for any

choice of zeroth-order Hamiltonian and perturbation operator) let us
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examine the CASPT2 method. As mentioned above, the main goal of

the CASPT2 strategy is the ability to describe a multi-con�guration

system. For this purpose, the CASSCF wave function |0 > is used

as reference in the CASPT2 method. Similar to Møller-Plesset theory

where the zeroth-order Hamiltonian is the Fock operator in the canon-

ical representation, in the CASPT2 method the next de�ne CASSCF

Fock operator f̂ is used in order to build Ĥ0 [18,19]:

f̂ =
1

2

∑
σ

∑
pq

< 0|
[
a†qσ,

[
apσ, Ĥ

]]
+
|0 > Epq (3.127)

f̂ =
∑
pq

fpqEpq (3.128)

fpq =
1

2

∑
σ

< 0|
[
a†qσ,

[
apσ, Ĥ

]]
+
|0 > (3.129)

The previous expression can be obtained substituting in the de�nition

of the Fock operator (see equation 3.28) the closed-shell state |cs > with

the CASSCF wave function |0 >. The f̂ operator can then be used to

de�ne the following zeroth-order Hamiltonian:

Ĥ0 = E(0)|0 >< 0|+ P̂ f̂ P̂ (3.130)

where P̂ is the projector:

P̂ = 1− |0 >< 0| (3.131)

and E(0) is the zeroth-order energy, equal to the expectation value of

the CASSCF Fock operator:

E(0) =< 0|f̂ |0 > (3.132)
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Equation 3.130 de�nes an operator having |0 > as eigenfunction but

such a choice for Ĥ0 is not convenient since it can be shown that the

corrections would then, already to �rst order, involve the full set of deter-

minants belonging to the full CI expansion. To avoid such shortcoming,

a diagonal block structure of the matrix representation of the zeroth-

order Hamiltonian is imposed [17]. This is accomplished by de�ning Ĥ0

as follows:

Ĥ0 = E(0)|0 >< 0|+ P̂K f̂ P̂K + P̂SDf̂ P̂SD + P̂TQf̂ P̂TQ + · · · (3.133)

in terms of the orthogonal projectors:

1 = |0 >< 0|+ P̂K + P̂SD + P̂TQ + · · · (3.134)

where P̂K projects onto the part of the CAS space that is orthogonal

to |0 >, P̂SD projects onto the space spanned by the singly and doubly

excited con�gurations from |0 > that are not contained in the CAS

space, P̂TQ onto the space spanned by the triply and quadruply excited

con�gurations orthogonal to the CAS space, and so on.

The block-diagonal structure imposed by the projectors ensures that the

corrections to the wave function truncate at a �nite level of excitation.

For example, the �rst-order correction |0(1) > contains at most double

excitation. In fact, the latter can be written as a linear combination

of all single and double excitation from |0 >, according to the so-called

internally contracted scheme [18,19]:

|0(1) >=
∑
pq

C(1)
pq Epq|0 > +

∑
pq≥rs

C(1)
pqrsepqrs|0 > (3.135)

where the indices q and s refer to either inactive or active orbitals, while
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the indices p and r refer to either active or secondary orbitals.

The �rst-order correction C(1) can be obtained using equation 3.135 and

3.125, modifying the latter according to the fact that the con�gurations

appearing in equation 3.135 constitute a nonorthogonal basis.

C(1) = −P(H0 − E(0)S)−1PUC(0) (3.136)

where

Sij =< i|j > (3.137)

and |i > refers to one of the con�gurations Epq|0 > or epqrs|0 >. The

second-order CASPT2 energy correction can then be calculated using

equation 3.126.

The presented formulation of the CASPT2 method was described in

two papers by Andersson et al. in 1990 and 1992 [18-19]. It was shown

that the CASSCF Fock operator f̂ de�ned in equation 3.127 can be

divided in two terms, one whose matrix representation is diagonal,f̂D ,

and the other whose matrix representation is not diagonal, f̂N .

f̂ = f̂D + f̂N (3.138)

In the �rst paper, [18] only the f̂D term was used in the de�nition of

the zeroth-order Hamiltonian (see equation 3.133). Despite the impor-

tant decrease in the required computational e�ort, in the second paper

[19] it was shown that such simpli�cation leads to unsatisfactory results.

For that reason, the method was reformulated taking into account the

full CASSCF Fock operator f̂ in the construction of the zeroth-order

Hamiltonian. The later algorithm [19], as currently implemented in the

MOLCAS software, has been used in the calculations performed in the
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thesis.

3.1.5 Atomic natural orbitals basis sets

In all the above described methods, the many-electron wave function is

written as a linear combination of one-electron functions called molecu-

lar orbitals, which in turn are expanded in a one-electron basis set. The

features of the selected one-electron basis set will consequently strongly

determine the accuracy of the wave function obtained and that of the

results derived from the calculation.

In principle, the correct one-electron basis set should be a complete

one, but since we are working in an in�nite dimensional Hilbert space,

that would mean an in�nite basis set. Due to the practical impossibil-

ity to work with an in�nite number of basis functions, all the basis set

employed are consequently unable to span the entire space and will in-

troduce an error to the evaluation of the electronic wave function. One

of the ability of a good theoretical chemist is then the capacity of se-

lecting an appropriate basis set in which the ab initio method employed

will give the correct accuracy in order to describe the chemical process

under study, without requiring a too high computational cost. In this

respect, calibration calculations are mandatory.

As shown by many di�erent studies, and as attested by the long

experience of some theoretical groups (as the QCEXVAL group of the

Universitat de València), a particular type of basis set has proven its

capacity to correctly describe the properties of excited states: the atomic

natural orbitals basis sets (ANOs) [20,21].

They have been built by using a general contraction scheme, what

means that, unlike the segmented basis sets, each primitive contribute

to all contracted functions. A key property of ANOs is that they have
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been constructed from post HF ab initio calculations. In particular,

they have been de�ned from the natural orbitals obtained from SDCI

atomic calculations, using the natural occupation numbers as indicators

of the relative importance of each function. This entails that part of the

correlation energy is already taken into account using ANOs basis sets.

Since a proper description of the correlation e�ects has been shown to

be of primary importance in the study of excited states, their wide use

in the �eld of photophysics and photochemistry research is then well

understood.

3.2 Exploration of the potential energy hyper-

surfaces

Many di�erent strategies have been formulated in order to �nd critical

points on a PEH, such as minimum points, saddle points, minimum

energy crossing points, etc. Since a correct description of all of such

methodologies goes beyond the purpose of the thesis, we provide only

a brief discussion on the main characteristics of the minimum energy

path (MEP) technique, whose implementation has provided most of the

results of the present work.

3.2.1 Minimum Energy Path calculation

The MEP technique is a powerful method able to describe, if present,

a barrierless path. In order to perform such a task, a minimization of

the energy on a hyperspherical cross section of the PEH centered on the

initial geometry and characterized by a prede�ned radius is performed.

A new constrained optimization is then carried out from the so-obtained

minimized geometry, on which the hyperspherical cross section is now
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centered. This process is repeated until an increase of the energy is

found. Finally, the global method will provide a steepest descend path,

whose amplitude of each step is determined by the chosen value for the

hyperspherical radius. A pictorial representation of the method is given

in Figure 3.1.

Figure 3.1: Pictorial representation of the MEP technique.

To perform a MEP calculation is then necessary to dispose of an

e�cient algorithm able to execute a constrained geometry optimiza-

tion, as the location of a minimum on a PEHs hyperspherical cross

section. In addition to projection methods and penalty functions based

methods, constrained geometry optimizations are mainly divide in two

classes: the ones based on a variation of the Lagrange multiplier method
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and the so-called direct approaches. In 1997 the work of Anglada and

Bo�ll [22] shown the relation between these two major types of methods,

and suggested a new algorithm able to combine the advantage of space

subdivision, as suggested by the direct approach, with a conventional

minimization in combination with a Broyden- Fletcher-Goldfarb-Shanno

Hessian update procedure (BFGS).

The constrained geometry optimization method employed nowadays

to perform MEP calculation is a further modi�cation of the strategy

presented by Anglada and Bo�ll, in which their algorithm is used in

combination with the restricted step Rational Function optimization. It

was designed and implemented by De Vico, Olivucci and Lindh in 2005

[23], who illustrated its e�ciency through for the 1,2-dioxetane system.
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Chapter 4

Results

4.1 Basic aromatic biological chromophores

4.1.1 1-aminonaphthalene

Before the present research project was undertaken, di�erent experi-

mental data were available for the entitled molecule, brie�y summa-

rized in the following lines. As for other amino-substituted aromatic

systems, red-shifted emission bands with respect to the original aro-

matic molecule have been reported for 1-aminonaphthalene (AMN). Its

�uorescence spectrum is in fact composed by sharp transitions and an

unstructured red-shifted background [1,2]. The presence of two di�er-

ent emission signals recorded for 1-aminonaphthalene made possible to

conclude that the system has dual �uorescence [2]. Regarding the elec-

tronic transition properties, the lowest-energy excited states 1(Lb ππ
∗)

and 1(La ππ
∗), present in both 1-aminonphatalene and naphthalene,

seem to have a reversal energy ordering in the two molecules [1]. Flu-

orescence emission is not the only possible decay process operating in

the system. An internal conversion process to the ground state was also
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detected in di�erent solvents, whose e�ciency decreases as the polar-

ity of the environment increases [3]. Comparing the internal conversion

process rate for a series of 1-aminonaphthalene derivatives, a correlation

was found between the e�ciency of the IC process and the twist angle of

the amino group relative to the naphthalene plane. It was observed that

the molecules having larger twist angles in the minimum of the ground

state are in general characterized by a more e�cient internal conversion

process [3].

The study has been performed by using the well-tested method

CASPT2//CASSCF [4,6-12] as implemented in the MOLCAS 6 soft-

ware [16-18]. Optimized structures and minimum energy paths (MEPs)

have been then calculated at the multicon�gurational CASSCF level,

and at the geometries so-obtained, the dynamic electron correlation ef-

fects have been taken into account by performing second-order multi-

con�gurational CASPT2 calculations. MEPs have been built as steep-

est descent paths in which each step requires the minimization of the

energy on a hyperspherical cross section of the potential energy hy-

persurface (PEH) centered on the initial geometry and characterized

by a prede�ned radius [5]. In some cases, at the computed CASSCF

crossings, CASPT2 explorations at close geometries were performed in

order to �nd minimum-energy CASPT2 crossing points (MECP), re-

lated to conical intersections (CIs), at the highest level of calculation

[13-15]. All computations have been performed by imposing no restric-

tions to the symmetry of the molecule; out-of-plane geometry distor-

tions were therefore allowed. The basis set of atomic natural orbital

ANO-S contracted to C,N[3s,2p,1d]/H[2s1p] has been employed. The

active space comprises twelve π active orbitals and eleven active elec-

trons [CASSCF(12,11)]. For the CASPT2 calculations, an imaginary

level-shift correction of 0.1 au has been used in order to avoid the pres-
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ence of intruder states [8]. The CASPT2 standard zeroth-order Hamilto-

nian has been used as originally implemented [4]. The core orbitals have

been frozen in the CASPT2 calculations. From the calculated CASSCF

transition dipole moments (TDM) and the CASPT2 band origin ener-

gies, the radiative lifetimes have been estimated by the Strickler-Berg

relationship [19,20].

Table 4.1: Computed spectroscopic properties of the low-lying sin-

glet excited states of 1-aminonaphthalene.

a CAS, CASSCF level; PT2, CASPT2 level. Oscillator strengths within parentheses.
b CASSCF dipole moment at the FC geometry. Ground-state µ is computed to be

1.20 D. c Transition dipole moment orientation (ΘTDM ), in degrees, referred to the

inertial long axis (a) of the molecule, computed here at the optimized FC geometry.

For de�nition see ref. 1. d Calculated radiative lifetime (Strickler-Berg relationship).
e Experimental data (magnetic circular dichroism): band maxima, 3.90 and 4.17

eV (gap 2200 cm−1), in hexane (ref. 3). f Laser-induced �uorescence (LIF) in

a supersonic jet. Band origin (T0): 3.73 eV (30045 cm−1), short-axis polarized

[1,2]. The computed result corresponds to Te (ZPE, zero point energy, has not been

included). The presence of an overlapping second absorption band with long-axis

polarized components (Lb) is suggested [2]. g Fluorescence band maximum: 3.31,

2.93, and 2.73 eV in cyclohexane, acetonitrile, and water, respectively (refs. 34 and
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35). h Estimated radiative lifetime: 13 ns (cyclohexane), 25 ns (butan-1-ol), and 43

ns (water) [35].

Table 4.2: CASPT2 relative energies (E/eV) at the di�erent station-

ary points of the hypersurfaces referred to the ground state computed

at the equilibrium geometry, dipole moments, and CASSCF computed

transition dipole moment directions (ΘTDM/deg)a.

a ΘTDM referred as positive toward the amino group from the inertial long axis (a)

of the molecule (ref. 1). b Transition dipole moment orientation (ΘTDM ) of the T0

band of 1-aminonaphthalene in a supersonic jet: 72o, short (b) axis polarized, that

is, La type [1].

Tables 4.1 and 4.2 and Figures 4.1 and 4.2 summarize the most

relevant theoretical results of the low-lying singlet and triplet electronic

states of 1-aminonaphthalene. Two singlet and two triplet excited states

(labeled La and Lb in Platt's nomenclature) with ππ∗ nature have been

found as the low-lying excited electronic states, that is, those having

photophysical relevance in the excitation region studied. As discussed

below, states of pure nπ∗-type character (involving the nitrogen lone-

pair electrons) are found energetically too high, although charge transfer

from the amino group toward the rings will be shown to play an impor-

tant role. Tables 4.1 and 4.2 contain results for the computed vertical

absorptions, band origins, and vertical emissions for the di�erent states,

together with other properties such as transition oscillator strengths,

dipole moments, transition dipole moment directions, and radiative life-

times. Those results are complemented with values of the relative posi-
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tion of the states and the transition dipole moments orientation, θTDM ,

at the singlet states minima. Together with these properties, Figure

4.1 displays a MEP computed at the CASPT2//CASSCF level on the
1La hypersurface starting at the FC ground-state optimized geometry,

which freely leads to the 1La minimum in a barrierless pathway. Along

the relaxation process, a crossing between the 1La and the 1Lb states

takes place, the latter state becoming the lowest in energy. Such cross-

ing can be related to the presence of a CI (1La/
1Lb)CI , which may,

in principle, control the population transfer occurring along the state

switch. As discussed below, the theoretical results are complemented

with the calculation of the (1La/S0)CI CI, obtained as the crossing be-

tween the two PEHs. Figure 4.2 displays the structures of the singular

points optimized in the present work.
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Figure 4.1: Computed CASPT2//CASSCF MEP along the hyper-

surface starting at the FC geometry (S0 minimum) and freely leading to

the 1La state minimum. A crossing between 1La and 1Lb hypersurfaces

is noticed.
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Figure 4.2: Main geometrical parameters of several optimized struc-

tures of AMN.

Figure 4.3: Fluorescence excitation spectrum of jet-cooled AMN.

The inset shows the total ion signal intensity corrected as a function of

the broad-band excitation wavelength.
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Several theoretical predictions and experimental evidences point to
1La as the state populated upon excitation in the range of the employed

energies, 330-267 nm. Firstly, the results compiled in Table 4.1 predict

a substantially higher oscillator strength for the transition to 1La than

for that to 1Lb. Secondly, the transition at 333.8 nm (3.71 eV) of the

jet-cooled spectrum has been unambiguously assigned as the 1La ← S0

band origin, having short-axis (b) polarization with a ΘTDM angle of

72o,[1] in perfect accordance with our computed value at the 1La state

minimum, 73o. In addition, individual vibronic features of the �uores-

cent excitation spectrum (Figure 4.3) show lifetimes compatible with

the allowed 1La ← S0 transition [21]. Therefore, the remaining ques-

tion is whether it is possible or not to excite the 1Lb state from S0 and

what is the spectroscopic signature of this state. Although substitution

on naphthalene position 1 by an amino group was thought to cause a

state order reversal [1,2,22-24], our �ndings compiled in Tables 4.1 and

4.2 clearly indicate that the 1Lb band origin should lie below that of
1La in AMN (3.50 and 3.69 eV, respectively). Since no other spectro-

scopic feature was found to the red of the 1La state origin, we believe

that, although probably the vibrationless 1Lb transition is too weak to

be noticed, some vibronic features of this state may gain intensity from

Herzberg-Teller coupling with 1La and appear mixed in the latter state

spectrum. A similar situation has been recently found for the 1La/
1Lb

state mixing in tryptamine [25]. Therefore, below the 1La/
1Lb CI calcu-

lated to be 0.08 eV over the 1La surface minimum, the spectrum would

be composed mainly of 1La← S0 vibronic bands. Some weak absorption

lines of the 1Lb state owing their intensity to Herzberg-Teller coupling

with the 1La state could also appear in this region. About 800 cm−1 to

the blue of the 1La ← S0 band origin, where the calculations predict the

CI to be placed, the spectrum starts to show symptoms of congestion,
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re�ecting the stronger mixing of both states. At the ground-state opti-

mized FC geometry, the molecule has been shown to be almost planar,

with a pyramidalized and partially twisted NH2 group and out-of-plane

dihedral angles of 49.9o and 10.2o (with respect to the carbon in cis po-

sition) for the hydrogen atoms 1a and 1b , respectively (cf. Figure 4.2).

The nonequivalence of the amino hydrogen atoms, known as peri e�ect,

is caused by a di�erence in the steric interactions with the adjacent hy-

drogen atoms of the naphthalene ring [1]. Relaxing the populated 1La

state along the computed MEP leads to a crossing between the PEHs of

the 1La and 1Lb states, in which they exchange order, �nally reaching

the 1La state minima. Such structure belongs to the S1 PEH and has

a totally planar conformation, with a shortened (0.074 Å) C-N bond

length and changed bond alternation in the rings with respect to the

ground-state minimum, in agreement with the experimental results [1].

Therefore, those deformations will be correlated with the modes respon-

sible for the evolution along the lowest-energy path. The PEH crossing

found along the 1La state relaxation path may be related here to the

presence of a CI (1La/
1Lb)CI connecting both states. Calculations at

the CASPT2 level predict this surface crossing to be at 3.77 (30405

cm−1), 0.27, and 0.08 eV above the 1Lb and 1La states origin bands,

respectively. The 1Lb state is known as a locally excited (LE) state and

has an optimized structure similar to the ground state and also a twisted

and pyramidalized amino group with dihedral angles of 39.9o and 8.8o.

Regarding the dipole moments of the 1Lb and 1La states, they are com-

puted to be 1.36 and 4.59 D, respectively. The latter value is 3.8 times

that of the ground state (1.20 D), con�rming the partial charge-transfer

character of the 1La state. Figure 4.4 displays a scheme of the photo-

physics of AMN based on the combined theoretical and experimental

research carried out.
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Figure 4.4: 1-aminonaphthalene photophysics scheme based on the

corresponding theoretical and experimental �ndings. Energies are given

in electronvolts with respect to the ground-state minimum.

Time-dependent measurements after excitation in the 330-267 nm

range (Figure 4.5) were performed aiming to gain information on the
1La/

1Lb coupling predicted by the calculations. The only time con-

stant extracted from those measurements is τ0 = 0-10 fs. This constant

appears in the transients collected in the whole interval of excitation

energies. Below 31000 cm−1 (322.6 nm), the spectral width of the indi-

vidual vibronic features observed in the LIF (laser-induced �uorescence)

excitation spectrum is not compatible with lifetimes shorter than 2 ps,

precluding the assignation of τ0 to an electronic dephasing event. There-

fore, τ0 could have two alternative origins: motion of the wavepacket out

of the FC region favored by a resonance that occurs in the absorption
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of the probe or a nonresonant ionization contribution.

Figure 4.5: Short-range decays of AMN collected at the indicated

pump (rows) and probe (columns) wavelengths. Experimental data are

shown as circles and decay �ts by lines. In those cases where more than

a τ =∞ constant was required in the �tting, the individual components

are plotted. The nonresonant ionization signal of ethylene is shown for

the sake of comparison except for the 267 nm excitation wavelength. In

this case, due to the weak ethylene signal obtained, aniline resonant ion-

ization through a nanoseconds lifetime intermediate state was employed

to determine t = 0.

A key question requiring further discussion is the absence of the pre-

dicted 1La/
1Lb coupling signature from the recorded decays. Taking

the theoretical calculations as a benchmark, several scenarios could be

invoked to explain this fact. (i) An obvious interpretation is the insensi-

tivity of the experiment to the 1La/
1Lb surface crossing dynamics. Nu-
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merous examples can be found in the literature supporting the ability of

the transient ionization technique to re�ect the conversion of electronic

to vibrational energy. 1-aminonaphthalene represents a complicated sit-

uation due to the small energy gap predicted between the band origins

of the involved electronic states, merely 1532 cm−1 (cf. Tables 4.1 and

4.2). However, the use of a resonant probe and anisotropy measure-

ments aid to overcome this di�culty. It is unlikely that in the event of

a 1La/
1Lb surface crossing the transition probability to the resonant in-

termediate state remains constant. Furthermore, the anisotropy decays

should re�ect the change in the transition dipole moment associated to

an eventual surface hoping, as observed in naphthalene [39].(ii) An al-

ternative explanation could be that the excitation populates both states

with a ratio close to the one that the system will reach at the CI branch-

ing. Although, in principle, the 1La has much higher oscillator strength,

some 1Lb vibronic transitions can gain intensity through Herzberg-Teller

coupling, as pointed above. (iii) Finally, the absence of surface crossing

signs can also be attributed to the properties of the wavepacket dy-

namics at the CI. The branching ratio, determined along the coupling

coordinate by the wavepacket momentum and the PEH slopes, could

favor that the system stays mainly on the initially prepared 1La sur-

face. Calculations able to model the CI topology are required in order

to elucidate the plausibility of this scenario.
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Figure 4.6: (a) AMN long-range decays recorded by exciting at the

indicated wavelengths and probing with 800 (a) and 500 nm (b) wave-

lengths. For the former only the experimental data are shown, whereas

for the latter the exponential �ttings are also included. The time con-

stants extracted for both probe wavelengths are collected in Table 4.3.
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Table 4.3: Lifetimes extracted from the �ttings of the long-range

AMN transients shown in Figure 4.6a.

a The τ2 constants are the sum of internal conversion and intersystem crossing life-

times.

The slow component τ2 observed in the time evolution of the AMN

ion is attributed to the system relaxation to the ground-state through

the (1La/S0)CI CI, mixed at low excitation energies with an ISC process.

As mentioned above, probing with 500 nm light (Figure 4.6b) does not

ionize the triplet state, and thus, the constant background observed in

the transients of Figure 4.6a disappears. Assuming an equal ionization

probability at 800 nm for the initially populated singlet 1La state and

the triplet state, we can relate in our kinetic model the o�set to the

observed time constant and then separate the contributions of IC and

ISC to τ2. These results are collected in Table 4.3. The lifetimes are in

agreement with those reported by Rückert et al. for 1-aminonaphthalene

in n-hexane [3]. The data of Table 4.3 show a signi�cant increment in

the IC rate with the excitation energy from 0.85 ns at 311 nm (3.99
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eV) to 14 ps at 235 nm (5.28 eV). The steep raise is interpreted as

the opening of the relaxation channel through the 1La/S0 intersection

when the excitation energy is enough to overcome the barrier toward

(1La/S0)CI , leading to an enhanced IC that competes with the 1La

�uorescent emission. The CASPT2 calculations place this intersection

0.7 eV above the 1La state minimum and 4.4 eV above S0. According to

its structure, this crossing is characterized as a typical ethene-like CI,

[26-28] in which a twisting of the carbon-carbon double bond leads to an

out-of-plane deformation placing one hydrogen above and other below

the plane of the ring (cf. Figure 4.2) forming a dihedral angle of 81.3o

combined with a slight pyramidalization of the amino group.

The existence of the internal conversion pathway related to a CI

(1La/S0)CI was predicted by Rückert et al. [3] from the study of AMN

radiative rates in solution. They determined for 1-aminonaphthalene in

n-hexane an IC activation energy of 38 ± 8 kJ/mol (3176 cm−1, 0.39

eV). Although our experimental measurements do not seem to anticipate

a clear barrier, the CASPT2 calculations yield an upper bound of 0.7 eV

for the crossing of the two surfaces in the isolated AMN with respect to

the initially populated 1La minimum. A full CASPT2 optimization of

the CI would probably decrease the energy required to reach the PEH

crossing closer to the experimental estimations.

The relaxation of AMN was also investigated following excitation to

a higher-lying singlet state at 235 nm (5.28 eV). Two states are com-

puted higher than 1Lb and 1La at the FC geometry, namely, S3 and

S4, with 4.98 and 5.18 eV energies, 1.79 and 2.28 D dipole moments,

and 0.0052 and 0.0528 S0 ← S3,4 oscillator strengths, respectively. The

higher oscillator strength of S4 permits us to assign it as the respon-

sible of the absorption at 235 nm observed in the inset of Figure 4.3.

The transients recorded following excitation of this band (Figure 4.7)
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show a biexponential behavior with the components: τ1 = 80 ± 10 fs

and τ2 = 14 ± 2 ps. The electronic relaxation pathway is understood

in a sequential way, where the prepared S4 state relaxes to the lower

S3/
1La/

1Lb manifold (mediated by CIs), proceeding from there to the

ground state through the calculated (1La/S0)CI .

Figure 4.7: Short time scale transient of AMN collected with 235 nm

excitation and 800 nm probe wavelengths. The dashed line corresponds

to the 1 + 4 nonresonant ionization signal of ethylene. Experimental

data are shown as circles and decay �ttings by lines.

On the light of the experimental and theoretical results presented,

we may try to interpret previous results on the photophysics of AMN.

The lack of experimental evidence of the 1La/
1Lb surface crossing does

not allow us to validate the dual-�uorescence model proposed for AMN
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[2]. Within this model, the red-shifted emission, which is observed in

addition to the sharp features when the zero-point level is excited, is

interpreted as the emission of a charge-transfer character state (1La in

this case) di�erent from the locally excited 1Lb. In our picture, 1La

would be the initially prepared state and the broad red-shifted emission

a consequence of its geometry change with respect to the ground state.

Concerning the photophysics of the system in solvated environments,

the increase of solvent polarity is related to the raise of �uorescence

quantum yields (θf ) and lifetimes (τf ): θf = 0.47, τf = 6.63 ns (hex-

ane), θf = 0.66, τf = 12.4 ns (diethylether), and θf = 0.86, τf = 18.3 ns

(acetonitrile) and a decrease of the IC quantum yields from 0.13 (hex-

ane) to 0.04 (acetonitrile) [3]. This behavior was previously explained

by the reduction of the S2 − S1 gap in nonpolar solvents that rules the

vibronic coupling between the excited states [3]. A stronger coupling

between both states was then expected to favor the decay to the ground

state, decreasing in that case the barrier for the IC from the S1 to the S0
state. As recently emphasized, [13] the use of the energy gap between

excited states as a measure of the strength of the vibronic coupling con-

trolling the e�ciency of the IC to the ground state may not be a valid

argument related to the classical and frequently used Lim's proximity

e�ect model [13,29]. The model is not applicable in many cases, and

AMN is a good example of its failure. In fact, its initial hypothesis

is erroneous. Contrary to previous proposals, which suspected a state

reversal with respect to naphthalene, [3] the highly polar 1La state is

S2 at the FC geometry, and as shown in Table 4.2, in polar solvents

a large stabilization of the 1La (S2) state with respect to the 1Lb (S1)

and the ground state can then be expected, diminishing the S2−S1 and
S2 − S0 energy gap and, thus, invalidating the initial hypothesis and

the model. The analysis of the dipole moments of the states compiled
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in Table 4.2 provides valuable insight into the expected trends in polar

media. Similarly, for the ground and the 1Lb states low dipole moments

have been computed at the FC geometry, 1.20 and 1.36 D, respectively,

close to the experimental determination for the ground state, 1.55 D [3].

On the contrary, the 1La state dipole moment is computed to be 4.57

D, a somehow small value if compared with the 7.2 D estimated using

Onsager's solvatochromic shift procedure, [3] although this is a strat-

egy with limited accuracy that tends to overestimate the excited-state

dipole moments [30,31]. In any case the partial charge-transfer charac-

ter of the 1La state is con�rmed. Figure 4.8 displays a density di�erence

plot between the ground and the exited 1La state at the 1La minimum

structure, in which the charge-transfer character of the excited state is

enhanced. Excitation to the 1La state is accompanied by a shift of the

amino nitrogen and the substituted benzene charge toward the neigh-

bor ring, resulting in a large, mainly long-axis polarized, dipole moment.

The corresponding charge transfer is largely favored by the coplanarity

of the amino group. The alternative model we highlight here points out

that the e�ciency of any IC is related to the location and properties of

the nearby CIs (1La/S0)CI and with the barriers required to access the

seam of the CI, and not to the gaps between higher excited states, S1−S2
(1Lb −1 La), the location of the corresponding CI, (1La/

1Lb)CI , or the

vibronic coupling between these two states. As a matter of fact, the S2
state lies in AMN higher than 2 eV at the (1La/S0)CI structure, and it

can hardly have any in�uence in the position or shape of the CI. There-

fore, we may state that the IC process related to the nanosecond-range

lifetime of AMN in solvated phases is modulated only by the location

and the barrier to access the (1La/S0)CI , which is the actual funnel

controlling the decay. The increase of the barrier in polar solvents, and

thus the loss of the e�ciency of the IC to the ground state, correlates
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with the relative di�erence of polarity of the 1La state at its minimum,

with a computed dipole moment of 5.54 D, and at the (1La/S0)CI struc-

ture, 1.20 D. The barrier to access the CI will be larger in polar solvents,

due to the stabilization of the 1La minimum with respect to the CI. The

theoretical prediction can be compared with the experiment: the AMN

�uorescence maxima originated at the 1La minimum varies from 3.29

(hexane) to 2.96 eV (acetonitrile), [3] pointing to a stabilization of the

(1La)min minimum when the solvent polarity is increased.

Figure 4.8: Density di�erence plot of the 1La state of AMN with

respect to the ground state at the 1La minimum structure (isovalue

0.001). In the excitation the charge leaves the blue (dark) zones toward

the yellow (light) areas, explaining the short-axis polarization of the cor-

responding transition, the long-axis polarized and large dipole moment

of the excited state, and its partial charge-transfer character (from the

amino group to the rings).
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As showed above, the theoretical results and the experimental data

available in the literature and produced in the present work determine

a harmonious picture of di�erent photophysical processes characteriz-

ing 1-aminonaphthalene, while others features (as the plausible internal

conversion process between the 1La and 1Lb states) are uncoupled. It

remains to clarify if such a fact is due to the failure of the theoretical

description or of the experimental detections.

Finally, it is signi�cant to compare the obtained results regarding

1-aminonaphthalene with the known data on naphthalene [32-39]. In

both cases the lowest singlet excited states are the 1Lb and 1La. These

states in 1-aminonaphthalene appear at lower energy, although the en-

ergy gap between them at the Franck-Condon (FC) region is similar in

both molecules (around 0.5 eV). The break of the D2h symmetry due

to the introduction of the amino group determines a non-zero value of

the dipole moments. Such a fact in turn causes that the bright state of

1-aminonaphthalene is much more in�uenced by solvent polarity, since

its dipole moment is much higher than the ones characterizing the 1Lb

and ground states. In the two molecules the 1La state is the bright state.

Interestingly, an internal conversion process from the bright 1La to the
1Lb state has been experimentally detected for naphthalene, while the

same transfer, although here theoretically predicted, has not been exper-

imentally observed for 1-aminonaphthalene. As pointed out above, the

�uorescent spectrum of 1-aminonaphthalne presents red-shifted bands

with respect to naphthalene.

4.1.2 Indole, the main emissive source of proteins

At the beginning of the research project many di�erent theoretical and

experimental works were available, [1-24] rationalizing various photo-
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physical properties of indole. The main �ndings and conclusions ob-

tained in those works are introduced in the following. As in many

other polycyclic aromatic systems, the 1(La ππ
∗) and 1(Lb ππ

∗) states

were identi�ed to be the main responsible for its photophysics. The

corresponding absorption peaks and band origins were experimentally

determined, and the related theoretical values obtained. Particularly

challenging was the experimental determination of the 1(La ππ
∗) band

origin, since it is hampered by the extensive vibronic structure that char-

acterized the 1(Lb ππ
∗) transition. The environment dependent Stokes

shift in the �uorescence spectrum that characterizes indole and that

makes possible the analysis of its �uorescence response in order to de-

termine the conformation of tryptophan-containing proteins (see the

Introduction chapter), was explained on the basis of an environment

dependent inversion in the energy order of the 1(La ππ
∗) and 1(Lb ππ

∗)

states [21,22]. The phenomenon was shown to be due to both the lit-

tle energy separation between such states, and the higher dipole mo-

ment inherent to the 1(La ππ
∗) state with respect to the 1(Lb ππ

∗). The

abruptly decrease of the �uorescence quantum yield with the increase

of the excitation energy [11] was justi�ed by a mechanism involving

a Rydberg state localized on the NH bond, which can decay to the

original ground state through a CI. It was shown that such state can

be populated from both lowest-lying excited ππ∗ states overcoming an

energy barrier, and consequently it accounts for the excitation energy

dependence of the �uorescence quantum yield [20,23,24]. Finally, a CI

between the 1(La ππ
∗) and 1(Lb ππ

∗) states was recently reported, which

can mediate a population transfer between these states [17,18].

Despite the large amount of studies on indole photophysics and the

quite complete photophysical view that emerges from them, an uncon-

strained exploration of the PEH of indole following the principles of the
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photochemical reaction path approach was not performed. As has been

described in the second chapter of the thesis, such strategy constitutes

the most appropriate way to describe the photophysics and photochem-

istry of a molecular system. In most of the past theoretical works the

geometry of indole was in fact constrained to planarity [21,22]. More-

over, standard optimization procedures were used, which are unable to

determine the presence or absence of energy barriers from the starting

to the optimized geometry, and are consequently unsuited to map the

MEP followed by excited indole [20,23,24]. With the present research

we have undertaken a totally unconstrained state-of-the-art study of the

main photophysical processes that take place in indole after excitation

in the low-energy UV range.

The study has been performed by using the well-tested methodology

CASPT2//CASSCF [30-33] as implemented in the MOLCAS 7.4 soft-

ware [34]. Optimized structures and MEPs have been then calculated

at the multicon�gurational CASSCF level, and at the geometries so ob-

tained the dynamic correlation e�ects have been taken into account in

the energies by performing second-order multicon�gurational CASPT2

calculations. All computations have been performed by imposing no

restrictions to the symmetry of the molecule; out-of-plane geometry dis-

tortions were therefore allowed. Two basis sets of atomic natural orbital

(ANO) of S- and L-type contracted to C,N [4s,3p,1d]/H[2s1p] and C,N

[4s,3p,1d]/H[2s1p], respectively, have been employed leading to similar

conclusions. The results reported here correspond to the higher level of

theory, that is, employing the ANO-L basis set. The whole π system of

the molecule has been considered in the active space. Thus, it comprises

six π orbitals of the benzene ring plus two π orbitals of the pyrrole ring

and the π orbital of the nitrogen atom, together with the corresponding

ten electrons [CASSCF(10,9)]. For the CASPT2 calculations, an imag-
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inary level-shift correction of 0.2 au has been used in order to avoid the

presence of intruder states. The CASPT2 standard zeroth-order Hamil-

tonian has been used as originally implemented [31]. The core orbitals

have been frozen in the CASPT2 calculations. Such CASPT2 approach

has been validated during the last decades in many di�erent studies on

organic molecules providing a correct description and interpretation of

the photophysical experimental data [35,36]. The research of the evolu-

tion of the valence excited states has been performed by means of MEP

calculations.[26,27] Mass-weighted coordinates have been used. This

technique provides (if present) a steepest descent path, in which each

step is built by the minimization of the energy on a hyperspherical cross

section of the PEH centered on the initial geometry within a prede�ned

radius. The importance and reliability of results obtained using such

a computational tool have been proven in many di�erent studies which

con�rm MEP calculations as a valuable procedure for the description

of the photophysics and photochemistry of a molecule [37,38]. CIs not

obtained along MEPs calculations have been computed by using the

restricted Lagrange multipliers technique, as included in the MOLCAS

7.4 package, in which the lowest-energy point is obtained under the re-

striction of degeneracy between the two considered states [34].
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Figure 4.9: Frontal and side views of the CASSCF optimized struc-

tures of indole. CC and CN bond lengths (in Å) are also shown.

Optimization of the ground state of indole with a totally uncon-

strained approach leads to a planar geometry, labeled 1(gs)min. The

frontal and side views of this structure are depicted in Figure 4.9. At

the geometry of this minimum, 1(gs)min, a vertical CASPT2//CASSCF

calculation of the low-lying six singlet excited states has been under-

taken in order to study the absorption properties of the molecule in

the FC region. For the sake of completeness, the lowest triplet excited

states have also been computed. Only valence excited states have been

considered since the present study is focused on the photophysics of in-

dole, which is mainly determined by the valence electronic structure of
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the molecule. Analysis of non-pure valence excited states has been pro-

vided elsewhere [19,20,23,24]. The two lowest excited states, which will

be those studied in the present work, have been determined to be va-

lence states. Analysis of the orbitals involved in the excitations related

to these low-lying valence excited states has been carried out here to

establish their nature. According to the Platt's nomenclature, [25] the

valence states of interest can be described in terms of the Natural Or-

bitals (NOs) topologically equivalent to the Highest Occupied Molecular

Orbital (HOMO) and Lowest Unoccupied Molecular Orbital (LUMO).

Thus, the CASSCF wave function basically described by the minus lin-

ear combination of the HOMO (H) → LUMO (L) +1 (25%) and H -1

→ L (47%) con�gurations is identi�ed as the 1(Lb ππ
∗) state, while the

CASSCF wave function mainly composed by the H → L (56%) one-

electron promotion is recognized as the 1(La ππ
∗) state. The computed

CASPT2 energies show that the 1(Lb ππ
∗) and 1(La ππ

∗) states are the

lowest ππ∗ valence singlet excited states, placed vertically (EVA) at 4.36

eV and 4.79 eV, respectively (see Table 4.4). The results are in agree-

ment with the available experimental data [1,2,4,6]. Table 4.5 compiles

in addition the computed oscillator strengths (f) and dipole moments

(µ) for the 1(Lb ππ
∗) and 1(La ππ

∗) states. According to the results,

the latter is predicted to be the bright state upon UV irradiation. The

calculated dipole moment, µ, at the FC region is also consistent with

the experimental �ndings [8-10]. The 1(Lb ππ
∗) state has a low µ (1.55

D), similar to the value obtained for the ground state (1.81 D), while
1(La ππ

∗) is characterized by a high µ (6.07 D), which is more than

three times larger with respect to the former.
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Table 4.4: Calculated and experimental energy (in eV) for the low-

lying excited valence states of the isolated indole molecule.

aANO-L type basis set C,N [4s,3p,1d]/H[2s1p], CASPT2//CASSCF-(10,9) vertical

excitation energy (EVA), electronic band origin (Te), and vertical emission energy

(EVE).
b Measured absorption band maximum (Amax), band origin (T0), and relaxed

emission from the excited-state relaxed geometry (R. emi). c Experimental data from

refs. 1, 2, 4, and 6. d Estimated excitation energy from the ground state minimum

(see ref. 19). e Experiments from ref. 14. f Experimental spectra from refs. 15 and

16.
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Table 4.5: Calculated vertical excitation energies at the FC geometry

(EVA, eV) for the lowest valence singlet and spin forbidden triplet excited

statesa.

a The computed dipole moments (µ, D) and the oscillator strengths (f) for the

singlet-singlet transitions are also included.

Rydberg states are not described here, and for this reason, the basis

set employed in our calculations does not include the required Rydberg-

type functions to treat properly such states. Some calibration computa-

tions have been performed by locating at the center of mass Rydberg ba-

sis functions, which have been built speci�cally for the indole molecule.

The results obtained ensure an accurate description of the 1(Lb ππ
∗) and

1(La ππ
∗) states by means of the basis set without di�use functions. In

addition, the work carried out by Serrano-Andrés and Roos [19] on the

theoretical study of the absorption spectrum of indole proved that the

lowest Rydberg state appears vertically at 4.85 eV with respect to the
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ground state energy, and our calculations show that the 1(Lb ππ
∗) and

1(La ππ
∗) singlet excited states have vertical electronic transitions lower

than 5.00 eV. Consequently, only the evolution of these two low-lying

singlet valence excited states is next analyzed.

Regarding triplet excited states, �ve low-lying computed roots present

EVA values lower than 5.00 eV, and therefore these states have been

taken into account in the photochemical description of the system. As

for the singlet excited states, the nature of the triplet states has been

identi�ed by inspection of the respective CASSCF wave functions and

each of them has been labeled by using Platt's nomenclature [25]. The

overall results for the triplet states, together with those related to the

singlet 1(Lb ππ
∗) and 1(La ππ

∗) states, are summarized in Table 4.5.

In contrast to the singlet states, the 3(La ππ
∗) has a lower EVA than

3(Lb ππ
∗) and both of them have dipole moment similar to that of the

value obtained for the ground state.

By analyzing the oscillator strengths it is possible to assert that

most of the molecules reach the 1(La ππ
∗) state after UV irradiation

[the calculated f of the 1(Lb ππ
∗) and 1(La ππ

∗) states are 0.018 and

0.078, respectively]. From the FC geometry, evolution of the initially

populated 1(La ππ
∗) state has been characterized by means of the MEP

approach with no spatial symmetry constrains. The computational re-

sult is a barrierless path leading directly from the FC region to a CI

involving the 1(Lb ππ
∗) and 1(La ππ

∗) states, placed at 4.42 eV with re-

spect to the ground-state minimum, denoted hereafter as (1La/
1Lb)CIα

(see Figure 4.10). Such degenerate region is a converged point on the

obtained MEP and it is not the lowest-energy point of the crossing seam

but the �rst funnel that can be reached by the excited molecule and con-

sequently the most photophysical relevant crossing point [40]. This CI

has been characterized recently by Brand et al. [17,18] with an upper
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bound of around 4.6 eV at the DFT/MRCI level. An e�cient inter-

nal conversion (IC) process mediated by this CI consequently causes

energy transfer from 1(La ππ
∗) to 1(Lb ππ

∗) state. Actually, almost all

the MEP points are characterized by a quite pronounced energy degen-

eracy between the 1(Lb ππ
∗) and 1(La ππ

∗) states, which suggests that

along the decay pathway from the FC region, the probability of popu-

lating the 1(Lb ππ
∗) state is high. The equilibrium structure itself of the

1(La ππ
∗) state, obtained as the last point of the MEP calculation, here-

after 1(La)min, is placed at only 0.12 eV below the 1(Lb ππ
∗) state and

it is almost degenerate with the (1La/
1Lb)CIα point, which mediates

the ultrafast relaxation to the 1(Lb ππ
∗) state. According to these �nd-

ings, the 1(La)min structure, with a computed vertical emission (EVE)

of 4.07 eV (see Table 4.4), is not expected to contribute signi�cantly to

the �uorescence phenomenon in the indole molecule. This is in contrast

with the initial evidence of dual �uorescence in both polar and nonpolar

solvents, based on measurements of the polarization of the �uorescence

bands, [41] and supports further experimental �ndings suggesting that

while two di�erent states seem to contribute in the lowest-energy absorp-

tion band, only one of them is responsible for the emission [42]. Figure

4.11 displays the results obtained for the MEP from (1La/
1Lb)CIα. As

can be seen in the picture, the 1(Lb ππ
∗) state evolves through a steep-

est descent path to the equilibrium geometry, 1(Lb)min. Similar results

are obtained by carrying out a MEP from the 1(La)min structure. At

the 1(Lb)min geometry, the singlet excited state 1(Lb ππ
∗) is the lowest

on the S1 hypersurface, and since the system cannot further evolve in

a radiationless manner, we conclude that it is from this region that the

emission takes place. For the S1 state, the computed EVA, the electronic

band origin (Te), and EVE are 4.36, 4.11, and 4.01 eV, respectively (see

Table 4.4). The present results agree within 0.26 eV with those ob-
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tained by Serrano-Andrés and Roos [19], being particularly closer to

the experimental data reported by Borisevich et al. [14] than to other

initial observations [4]. In general, all the theoretical and experimental

studies yield lower EVA, Te, and EVE values for 1(Lb ππ
∗) with respect

to the 1(La ππ
∗) state.

Figure 4.10: Evolution of the ground and two lowest singlet excited

states for indole from the FC geometry along the 1(La ππ
∗) MEP com-

puted at the CASPT2//CASSCF(10,9)/ANO-L C,N [4s,3p,1d]/H[2s1p]

level.
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Figure 4.11: Evolution of the ground and two lowest singlet excited

states for indole from the (1La/
1Lb)CIα conical intersection along the

1(Lb ππ
∗) MEP computed at the CASPT2//CASSCF(10,9)/ ANO-L

C,N [4s,3p,1d]/H[2s1p] level.

In the previous section the main decay path on the photophysics

of indole has been characterized, i.e., the primary process that follows

the population of the brightest excited state upon light irradiation. To

improve the description, two other relevant deactivation paths have been

studied, and are next analyzed. The �rst one is based on the fact that the
1(Lb ππ

∗) singlet state can also be initially populated by UV absorption,

since the computed f for the electronic transition is not negligible. In

order to study such possibility, the MEP on the 1(Lb ππ
∗) singlet state

has been built starting from the FC structure (see Figures 4.12a). The

�nal point of the MEP corresponds to the same region previously found
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along the main decay path: the 1(Lb)min structure. This new evidence

con�rms the relevant participation of the equilibrium structure of the
1(Lb ππ

∗) state, 1(Lb)min, in the �uorescence phenomenon of indole.

Figure 4.12: Energy pro�les of the ground and two lowest singlet

excited states for indole along the additional decay paths computed

at the CASPT2//CASSCF(10,9)/ANO-L C,N [4s,3p,1d]/H[2s1p] level.

(a) 1(Lb ππ
∗) MEP from the FC geometry, 1(gs)min, (b) LIIC between

1(gs)min and (1La/
1Lb)CIβ , (c) 1(La ππ

∗)MEP from (1La/
1Lb)CIβ , and

(d) 1(Lb ππ
∗) MEP from (1La/

1Lb)CIβ .

The second possible deactivation path studied involves an alternative

CI between the 1(La ππ
∗) and 1(Lb ππ

∗) states, which will be denoted as

(1La/
1Lb)CIβ . This CI region might be important in the photophysics

of indole since its energy with respect to the ground-state minimum is
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equal to 4.54 eV, which is only 0.12 eV above the CI, (1La/
1Lb)CIα. The

new structure, (1La/
1Lb)CIβ , is therefore placed in a region of the PEH

energetically close to the main decay path that the system is expected

to undertake upon absorption of UV light. As shown in Figure 4.9,

(1La/
1Lb)CIβ , in contrast to (1La/

1Lb)CIα, is characterized by a pro-

nounced out-of-plane distortion mainly localized on the HN1 and C2H

groups; the dihedral angle related to the corresponding planes is equal

to -54.5o. In order to establish the accessibility of this region, which

would give us a hint on the relevance of the CI for the photophysics

of the system, a linear interpolation of internal coordinates (LIIC) cal-

culation has been performed on both the 1(La ππ
∗) and the 1(Lb ππ

∗)

states between the FC and (1La/
1Lb)CIβ structures (see Figure 4.12b).

Such type of calculation is able to provide a connected path between

two regions of the PEH, along with the corresponding (if present) bar-

rier, which constitutes an upper bound to the energy required to reach

the �nal geometry from the starting one. The so-computed energy bar-

riers along the 1(La ππ
∗) and1(Lb ππ

∗) manifolds from the FC region

to the (1La/
1Lb)CIβ geometry are 0.43 eV and 0.26 eV, respectively.

These values show that the (1La/
1Lb)CIβ region might be accessible af-

ter UV-irradiation at least from the 1(Lb ππ
∗) state. An energy barrier

of 0.1�0.2 eV is in fact normally considered a small barrier to be easily

overcome, although only dynamics studies of the system can actually

provide such conclusion. According to the suggested plausible accessi-

bility of the (1La/
1Lb)CIβ region upon UV irradiation, the evolution of

the system from this CI has been also studied to give a complete descrip-

tion of the photophysics of bare indole. A MEP calculation shows that

the 1(La ππ
∗) state will evolve from the (1La/

1Lb)CIβ region to the pre-

viously characterized 1(La)min structure (see Figure 4.12c). Although

the path on the 1(La ππ
∗) PEH connecting the structures has been ob-
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tained through the use of the MEP technique at the CASSCF level, the

correction introduced in energies by means of the CASPT2 computa-

tions yields a small barrier of 0.22 eV. This result further points out to

the importance of taking into account the correlation e�ects associated

with the instantaneous short-range electron-electron interaction in or-

der to give a correct description of excited state PEHs. Due to the low

value of the barrier obtained at the CASPT2 level, we conclude that

the 1(La ππ
∗) state will decay to the 1(La)min structure, from which, as

previously stated, the system might evolve to the 1(Lb)min equilibrium

geometry. For the sake of completeness, from the (1La/
1Lb)CIβ , point

the behavior of the 1(Lb ππ
∗) state has also been studied by means of

computing the corresponding MEP (Figure 4.12d). The evolution of the
1(Lb ππ

∗) state from the (1La/
1Lb)CIβ region leads to an equilibrium ge-

ometry which belongs again to the region on the PEH of S1 previously

identi�ed as the responsible for the �uorescence produced by the system:

the 1(Lb)min emissive structure. In summary, all the secondary photo-

physical events analyzed, derived from the population of the 1(Lb ππ
∗)

state at the FC region or from the (1La/
1Lb)CIβ structure, drive the

system toward the equilibrium region on the S1 PEH, 1(Lb)min, which

is assigned to the �uorescent feature observed in bare indole.
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Figure 4.13: Evolution of the ground and the two lowest singlet

excited states for indole from the (1Lb/gs)CI conical intersection along

the 1(Lb ππ
∗) MEP computed at the CASPT2//CASSCF(10,9)/ANO-L

C,N [4s,3p,1d]/H[2s1p] level.

We have shown that the photophysics of indole is characterized by

di�erent decay paths leading to the 1(Lb)min equilibrium structure, from

which the molecule is predicted to emit light. Nevertheless, the inten-

sity of the �uorescence band has been observed in several experiments

to be sensitive to the excitation energy and the experimental conditions.

In particular, the �uorescence quantum yield of bare indole drastically

decreases as the excitation energy provided to the system increases [11].

The loss of �uorescence emission in bare indole was previously explained

by Sobolewski, Domcke, and co-workers [20,23,24] who showed that the

presence of a dark πσ∗ state could be the responsible of a non-radiative
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decay mechanism. According to their results, in order to activate such

radiationless process, the initially populated 1(La ππ
∗) state has to reach

a CI with the πσ∗ state which is placed above 5.00 eV with respect to

the ground-state minimum. The authors then concluded that such bar-

rier could explain the decrease of the �uorescence quantum yield of the

system as the excitation energy is increased, and predicted a threshold

for this photophysical process to be located at about 5 eV for excitation

from the minimum of the ground state. This mechanism is consistent

with the increase of the non-radiative decay rate measured for indole

with respect to N-methylindole [11]. However, it does not account for

other experimental observations. The emission quantum yield of indole

after excitation to the 1(La ππ
∗) state at 257.2 nm (4.81 eV) is equal

to 0.103, [11] which is too low in comparison to the band intensity ob-

served when excitation energies corresponding to the 1(Lb ππ
∗) band

origin are employed or to the present computation results [4]. In fact,

Ilich concluded in the experimental work on the low-lying singlet states

of indole that the system has remarkable emission features only for en-

ergies around the 1(Lb ππ
∗) band origin (measured at 4.37 eV), whereas

a 22-fold decrease is observed when the molecule is provided with an ex-

tra energy of 4200 cm−1 (0.52 eV) [4]. Such experimental observations

seem to point out to the presence of a non-radiative decay path acces-

sible for excitation energies lower that 5.00 eV related to the 1(Lb ππ
∗)

state, apart from the radiationless route characterized by Sobolewski,

Domcke, and co-workers [20,23,24]. Consistent with these experimental

�ndings, we have found a CI between 1(Lb ππ
∗) and the ground state,

denoted hereafter as (1Lb/gs)CI . This degenerate region is placed at

4.50 eV with respect to 1(gs)min and is characterized by a strong out-of-

plane distortion, mainly localized on the C6H and C7H group of atoms

(see Figure 4.9). It can be in fact better classi�ed as a typical ethene-
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like CI [28,29,36], in which a twist of the double bond between the C6

and C7 atoms leads to an out-of-plane deformation with a HC6C7H di-

hedral angle of -127.1o and a pyramidalization of the C7 atom. In order

to determine the relevance of this CI on the photophysics of indole, a

MEP on the S1 state has been computed from the (1Lb/gs)CI region

(see Figure 4.13). This calculation shows the presence of a barrierless

path leading to the 1(Lb)min region, which proves that (1Lb/gs)CI can

be reached from the equilibrium geometry of the 1(Lb ππ
∗) state by

overcoming a barrier of 0.39 eV. Such process consequently constitutes

a non-radiative decay path speci�c for the 1(Lb ππ
∗) state, whose ac-

cessibility depends on the energy provided to the system and can be

activated at excitation energies lower than 5.00 eV. Figure 4.14 displays

a scheme of the main decay paths after population of the 1(La ππ
∗) and

1(Lb ππ
∗) states at the FC region, together with the radiationless path

mediated by (1Lb/gs)CI . The relative position of the latter CI with

respect to the other singular points depicted in the �gure supports the

decrease of the measured �uorescence quantum yield with the increase

of the excitation energy. After population of the bright 1(La ππ
∗) state

at the FC structure, the system has enough energy (∼0.3 eV) to activate
the non-radiative process via (1Lb/gs)CI , which is in agreement with the

relatively low �uorescence quantum yield observed by Glasser and Lami

[14]. If the indole molecule is irradiated with a light energy similar to

the 1(Lb ππ
∗) band origin, the 1(Lb)min region may be directly popu-

lated and the system will need an extra energy of 0.40 eV to access the

(1Lb/gs)CI funnel to the ground state. Therefore, the �uorescence from

the 1(Lb)min will be the predominant process taking place. The non-

radiative energy decay to the ground state will begin to compete with

the emission of light as the irradiation energy approaches the 1(La ππ
∗)

vertical excitation energy, which is located 0.29 eV above the (1Lb/gs)CI
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structure. On the basis of our results, we associate therefore the non-

radiative process observed at energies below 5.00 eV to be determined

mainly by the above described path from the 1(Lb)min minimum struc-

ture to the ground state via the (1Lb/gs)CI , which implies a threshold

for the photophysical process around 0.5 eV lower with respect to the

mechanism proposed by Sobolewski, Domcke, and co-workers [20,23,24]

and does not involve a dissociative πσ∗ state. It is worth mentioning

however that the last energy-decay route is still present in some extent,

as it has been shown in some experiments in which the NH bond dis-

sociation is observed, [12,13] and it might also contribute at excitation

energies lower that 5.00 eV via tunneling e�ects. In order to determine

to what extent this dissociative deactivation path competes with the

new mechanism obtained, and, in particular, to ultimately understand

the respective contribution of both energy-decay paths to the photo-

physics of the system depending on the excited state populated and on

the exceeding energy provided, a dynamics study on bare indole would

be necessary. Up to now only on-the-�y semiclassical dynamics sim-

ulations based on time-dependent density functional theory (TDDFT)

starting on the S2 state have been performed [45]. In such work, some

trajectories computed using the PBE functional actually decay through

the πσ∗ state, giving a low quantum yield for the dissociation along the

NH coordinate. Nevertheless, according to the authors results and com-

ments, the PBE functional is not able to provide the correct ordering

of the 1(La ππ
∗) and 1(Lb ππ

∗) states, and the use of the CAM-B3LYP

functional, which on the contrary gives the correct ordering of the low-

lying excited states, providing a larger energy gap between the ππ∗ and

πσ∗ states, decreases the probability of energy decay via the mechanism

involving the NH bond stretch.
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Figure 4.14: Scheme of the photophysics of indole along the singlet

manifold. Energies (in eV) relative to the ground-state minimum struc-

ture are given. The Q1 reaction coordinate is mainly related to the sin-

gle/double-bond rearrangements keeping the planarity of the molecule.

Meanwhile, Q2 is associated to out-of-plane distortions.

Along the evolution of the initially populated 1(La ππ
∗) singlet state,

and through the subsequent 1(Lb ππ
∗) steepest descent path leading to

the 1(Lb)min structure, no strongly e�cient intersystem crossing regions

have been identi�ed. The same result has been obtained from the in-

spection of the two characterized secondary decay paths. In order to

search for the phosphorescent structures related to the low-lying triplet
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excited states, 3(La ππ
∗) and 3(Lb ππ

∗), geometry optimizations of these

states have been carried out starting from the FC region. The minima

obtained, namely 3(La)min and 3(Lb)min, respectively, have an almost

planar geometry. The computed results, vertical excitation energies,

band origins, and vertical emission energies are compiled in Table 4.4,

together with the relevant experimental data. The 3(La ππ
∗) state cor-

responds at the CASPT2 level to the lowest triplet excited state at both

the optimized CASSCF 3(La)min and 3(Lb)min structures, and conse-

quently the phosphorescence of the system is expected to take place

from the 3(La ππ
∗) state. In fact, a single phosphorescence band has

been reported starting at 3.07 eV with a maximum at 2.87 eV, [15,16]

which is in agreement with previous [19] and present theoretical �ndings

for the 3(La ππ
∗) state (see Table 4.4).

The original contribution of the work has been the unconstrained

state-of-the-art description of the photophysics of bare indole on the

basis of the principles of the photochemical reaction path approach.

Moreover, it has been determined a new non-radiative decay channel

that allows to rationalize further the photophysical response of bare

indole and adds indole to the group of organic aromatic chromophores

in which an ethene-like CI plays a crucial role in the photophysics.

4.2 DNA related chromophores

4.2.1 Thymine-Thymine (6-4) adduct, a DNA photole-

sion

Previously to our work, di�erent experimental and theoretical studies

on pyrimidine photoproducts were published [1-18]. Most of them deal

with cyclobutane pyrimidine dimers, [4-11] while only a few debate on
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pyrimidine-pyrimidone (6-4) adducts [12-15]. Among the works related

to the (6-4) adducts, the main research was aimed to determine the pho-

toactivated repair process, and to the best of our knowledge only four

articles debate the formation mechanism of such photolesions [12-15]. In

the case of thymine-thymine (6-4) adduct, its mechanism of formation

is assumed to take place through a photoactivated step leading to an

oxetane structure, and a subsequently thermal process causing the open-

ing and rearrangement of the oxetane cycle into the �nal product (see

Figure 4.15) [1]. The general photoprocess through which a carbonyl

and an alkene group form an oxetane structure is called Paternò-Büchi

reaction [19]. It is usually considered to take place via the reaction of

an excited carbonyl group in its singlet or triplet nπ∗ excited state with

a ground state carbon-carbon double bond [20].

Figure 4.15: Structure of the thymine-thymine (6-4) adduct and its

oxetane precursor.

Determination of the photoinduced formation mechanism leading

to pyrimidine-pyrimidone (6-4) adducts, and the particular case of two

143



thymine molecules, is an open �eld of research. Such a study undoubt-

edly constitutes a considerable challenge for both experimental and theo-

retical scientists. Despite its biological importance as DNA photolesion,

the thymine-thymine (6-4) adduct is in fact fortunately produced in a

very little amount. Consequently, its study entails the determination of

what can be regarded as a quite unlikely process. This is in contrast to

the main goal pursued in the other works presented in the thesis, which

has been the determination of the most probable decay. The photochem-

ical reaction path approach is consequently here of little help, and the

main tool for the determination of the present photochemical mechanism

has been the assessment through accurate high-level quantum chemical

calculations of di�erent plausible hypothesis. It is worth to remark that

such situation is not so uncommon in the study of non-adiabatic excited

state reactions. It is in fact frequent that the mechanism of reaction

passes through characteristic geometries of the PEHs that are not min-

imum neither saddle points, as for example an accessible CI. In that

situations the determination of the most probable path that connect

the important regions is a challenging task, since the way to obtain the

MEP connecting two general points of a PEH is not well de�ned. The

main guidelines of the research project have been our experience in or-

ganic photochemistry, and the available experimental and theoretical

results on the studied mechanism, on the Paternò-Büchi reaction, and

on the thymine system.

The study has been performed by using the well-tested methodol-

ogy [21-24] CASPT2//CASSCF as implemented in the MOLCAS 7.4

software [25]. Optimized structures and MEPs have been then calcu-

lated at the multicon�gurational CASSCF level, and at the geometries

so obtained, dynamic correlation e�ects have been taken into account

by performing second-order multicon�gurational CASPT2 calculations.
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All computations have been carried out by imposing no restrictions on

the symmetry of the molecule. Basis sets of the atomic natural orbital

(ANO) of S-type contracted to C,N,O[3s,2p,1d]/H[2s1p] have been em-

ployed [26]. The active space in the CASSCF and CASPT2 calculations

is composed of 6 electrons and 6 orbitals for one thymine nucleobase

and 12 electrons and 12 orbitals for the dimer system formed by two

thymine molecules. For the CASPT2 calculations, an imaginary level-

shift correction of 0.2 au has been used in order to avoid the presence of

intruder states. The CASPT2 standard zeroth-order Hamiltonian has

been employed as originally implemented [22]. The core orbitals have

been frozen in the CASPT2 calculations. Such a CASPT2 approach

has been validated during the last decades in many di�erent studies on

organic molecules, providing a correct prediction, description, and in-

terpretation of the photophysical and photochemical experimental data

[27-29]. CIs have been computed by using the restricted Lagrange mul-

tipliers technique as included in the MOLCAS 7.4 package in which the

lowest-energy point is obtained under the restriction of degeneracy be-

tween the two considered states [25]. The basis set superposition error

(BSSE) has been taken into account using the counterpoise correction

(CP) [30].

It is well recognized that DNA is a very �exible structure. Its confor-

mation at the time of light irradiation has been proven to be of primary

importance in determining the way in which the absorbed energy can be

released by the system [4,8]. In particular, the degree of stacking and the

distance between the nucleobases strongly in�uence whether the excita-

tion will be localized on a single nucleobase or delocalized among them.

In the former, the �rst process that follows UV irradiation is related

to the photophysics of a single nucleobase. According to the present

results, it is predicted that (6-4) adduct formation from the stacked
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thymine-thymine (TT) system is triggered by a local geometry that al-

lows localization of the excitation on a single thymine molecule, whose

photoresponse represents the initial step of the global photoreaction.

The minimum reaction path of thymine starting at the ground-state

optimized geometry on the brightest 1(ππ∗) singlet excited state, here-

after (gs)mim−thy, is barrierless, leading to an ethene-like CI with the

ground-state, determining the photostability of thymine [31,32]. Along

this main decay path, a singlet-triplet intersystem crossing region has

been found, which in the present work is coincident with the (gs)min−thy

geometry, hereafter denoted also as (1ππ∗/3nπ∗)STC−thy. Thus, part of

the population of the bright 1(ππ∗) state might be transferred to the
3(nπ∗) state, owning also at the signi�cant spin-orbit coupling (SOC)

computed at this point (14.5 cm−1). Once the 3(nπ∗) state is popu-

lated, it evolves to a minimum structure, denoted as 3(nπ∗)min−thy (see

Figure 4.16), characterized by an elongated C4 = O bond (1.354 Å).

Such structural condition is a key driver for the global photoreaction,

since it causes a partial loss of the double bond character of the C4 = O

bond, and consequently favors the reaction of the carbonyl group with

an adjacent carbon-carbon double bond. From the 3(nπ∗)min−thy re-

gion, the presence of a nearby CI between the 3(nπ∗) and 3(ππ∗) states

allows the relaxation of the thymine system to a minimum of the 3(ππ∗)

state, which might �nally decay to the ground-state by surmounting a

small barrier that leads to an intersystem crossing region [32,33]. For a

non-highly-stacked TT system, the photophysical response of the bright

excited state 1(ππ∗) localized on a single nucleobase is expected to be the

same as the one described above for the isolated thymine molecule. Con-

sequently, the TT system should decay via a radiationless process to the

ground-state and, in less extent, population of the 3(nπ∗) state should

take place. In order to validate such hypothesis, we have studied the
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PEH between the TT system at its B-DNA conformation [(gs)B−DNA

hereafter] and the same structure in which one thymine (denoted as

T') has been replaced with the excited 3(nπ∗)min−thy geometry and

the other monomer (denoted as T) has been left as in its ground-state

conformation (see Figure 4.16). The last geometry will be denoted as
3(nπ∗)min−TT . At the (gs)B−DNA structure, the brightest singlet ex-

cited states are indeed localized on the T' and on the T moieties, respec-

tively. As for one thymine, the (gs)min−B−DNA structure constitutes a

singlet-triplet crossing region (STC) between the localized 1(ππ∗) and

the 3(nπ∗) states, so it will be also labeled as (1ππ∗/3nπ∗)STC−B−DNA.

The plausibility of our hypothesis is con�rmed by the presence of a bar-

rierless path between the (gs)B−DNA − (1ππ∗/3nπ∗)STC−B−DNA and
3(nπ∗)min−TT structures and since their energies are comparable to the

values for (gs)min−thy and 3(nπ∗)min−thy, respectively (see Table 4.6

and 4.7). The 3(nπ∗)min−TT is almost degenerate with a CI between

the localized 3(nπ∗) and 3(ππ∗) states, hereafter (3nπ∗/3ππ∗)CI−TT (see

Figure 4.16), responsible for the decay to the 3(ππ∗) state. Once in the

(3nπ∗/3ππ∗)CI−TT region, the 1(ππ∗) state is clearly far in energy (see

Table 4.7), which discard a further evolution of the system on the sin-

glet manifold. The (3nπ∗/3ππ∗)CI−TT structure is connected with an

intersystem crossing region (3ππ∗/gs)STC−TT on the PEH of the 3(ππ∗)

state by surmounting a small barrier of 0.20 eV. Along this path, the

originally localized excitation that characterizes the 3(ππ∗) state at the

(3nπ∗/3ππ∗)CI−TT geometry becomes increasingly delocalized on the

adjacent thymine and �nally describes a charge-transfer state from the T

to the T' nucleobase at the (3ππ∗/gs)STC−TT structure. The very same

excitation characterizing the T1 state at this intersystem crossing region

also describes the S1−1(ππ∗) state, which is now degenerated with both

the ground and the 3(ππ∗) state (see Table 4.7). The (3ππ∗/gs)STC−TT
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can be consequently considered a region of triple crossing, involving the

S0, S1, and T1 surfaces. A similar CI between the ground and the lowest

singlet excited state was previously described by Blancafort and Migani,

although a connected path from the absorbed excited state to such CI

was not identi�ed [12]. The (3ππ∗/gs)STC−TT geometry is of paramount

importance in the formation mechanism of the thymine-thymine (6-4)

adduct, since it is connected through an almost barrierless path with the

ground-state of the oxetane (Ox) intermediate, and consequently can

funnel the system from the excited state reactant to the ground-state

photoproduct. Once the system reaches the (3ππ∗/gs)STC−TT region, it

would �nally decay to the oxetane Ox geometry, concluding the photoac-

tivated part of the mechanism that gives rise to the thymine-thymine

(6-4) adduct. The highly unstable oxetane intermediate is subsequently

converted into the thymine-thymine (6-4) adduct through thermal mi-

gration of the 4-exocyclic keto group of T' nucleobase to the C5 position

of T moiety [1]. In the (3ππ∗/gs)STC−TT structure, the C4‘ = O bond

distance of the T' fragment is equal to 1.345 Å, the C5 = C6 bond of T

is elongated, reaching a bond length of 1.462 Å, and the O− C5 bond

present in the oxetane intermediate is almost formed (1.657 Å). The

(3ππ∗/gs)STC−TT has a biradical character with the unpaired electrons

located on the C6, C4‘ and C6‘ atoms, similar to the intermediate in-

tersystem crossing regions for the formation of cyclobutane pyrimidine

dimers along the triplet manifold [6].
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Table 4.6: Energies (eV) of the thymine system at di�erent geome-

tries. They have been calculated at the CASPT2//CASSCF(6,6)/ANO-

S C,N,O [3s,2p,1d]/H[2s1p] level with respect to one isolated ground-

state thymine.

Table 4.7: Energies (eV) of the thymine-thymine system at dif-

ferent geometries. They have been calculated at the CASPT2+CP-

BSSE//CASSCF(12,12)/ANO-S C,N,O [3s,2p,1d]/H[2s1p] level with re-

spect to two isolated ground-state thymine molecules.
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Population of the 3(nπ∗) state through the (1ππ∗/3nπ∗)STC−B−DNA

intersystem crossing region constitutes the starting point of the above

description. According to previous studies, an internal conversion pro-

cess toward the localized 1(nπ∗) state can also be expected, since for the

isolated thymine system an accessible CI between the 1(ππ∗) and 1(nπ∗)

states has been actually described and because the PEHs of singlet and

triplet nπ∗ states have been proven to run parallel [32]. In the present

study, the energies of the 1(nπ∗) state along the path connecting the

FC and (3nπ∗/3ππ∗)CI−TT regions have been determined. The results

show that also for the TT system, the PEHs of the singlet and triplet

nπ∗ states are almost coincident (see Table 4.7). On the basis of these

results, and for the mentioned reasons, it seems reasonable to expect

that the 1(nπ∗) state might be populated from the 1(ππ∗) state and

subsequently evolve to the 3(nπ∗)min−TT structure. Furthermore, the

(3nπ∗/3ππ∗)CI−TT CI represents also a STC between the 1(nπ∗) and the
3(ππ∗) states (∆E = 0.02 eV, SOC = 5.2 cm−1), which consequently

allows the system in the 1(nπ∗) state at the 3(nπ∗)min−thy structure to

decay to the 3(ππ∗) state and evolve to the (3ππ∗/gs)STC−TT geometry.

As previously pointed out, the (3ππ∗/gs)STC−TT singlet-triplet crossing

structure from which the system decays to the oxetane geometry repre-

sents also a CI between the lowest singlet states. At this point, both the

S1 and T1 states have a charge-transfer character, mainly described by

an excitation from the T to the T' nucleobase. It would consequently be

interesting to study the possibility of populating the (3ππ∗/gs)STC−TT

region along the singlet manifold and to analyze the role of the charge-

transfer states in the overall photoprocess. According to the above out-

comes, through the bright 1(ππ∗) and then the 1(nπ∗) states it could be

possible to reach the 3(nπ∗)min−thy reactive structure, which constitutes

the starting point of the reaction between the two thymine molecules.
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From such region, the 1(nπ∗) state cannot further decay along the sin-

glet manifold, since all other singlet states are far above in energy. We

then conclude that the presented mechanism cannot take place entirely

along the singlet states. The existence of a di�erent connected path

along the singlet manifold that from the brightest states leads to the

(3ππ∗/gs)STC−TT structure has not been computationally found. Blan-

cafort and Migani, who have previously described a similar CI, have

correlated such region with a high-lying charge-transfer state described

in the B-DNA geometry as the S5 state [12]. Even if the hypothesis may

be considered plausible, still a connected path to the conical region has

not been provided. Another point regarding the importance of charge-

transfer states in the global photoreaction, also highlighted in ref. 12, is

that at the B-DNA geometry they are far above in energy with respect

to the brightest states. Consequently, although a connected path along

the charge-transfer state could exist, it would remain to clarify how it

can be populated from the brightest states.
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Figure 4.16: Main structures involved in the mechanism for the pho-

toproduction of the oxetane intermediate. Bond lengths are reported in

Ångstrom. In the inset, atom and nucleobase labeling are shown.

On the basis of the current results, we can depict the following

scheme for the formation mechanism of the oxetane precursor, which

can be divided in two main steps (see Figure 4.17). To activate the re-

action between the carbonyl group of T' and the carbon-carbon double

bond of T, the T' must be in a favorable molecular form. According to

our outcomes, this structure is 3(nπ∗)min−thy, which is in fact charac-

terized by a considerable elongation of the carbonyl double bond. In the

�rst step of the global mechanism, the excitation would be localized on

just one thymine, corresponding to the population of the 3(nπ∗)min−thy

geometry for the T' nucleobase, which depends on the actual geometry

of the system at the time of light irradiation and on the e�ciency of the
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intersystem crossing process through the (1ππ∗/3nπ∗)STC−thy. If the

TT system absorbs UV radiation in a conformation characterized by a

relatively large separation between the two nucleobases, the excitation

could remain localized on a single thymine. Once the 1(ππ∗) state of

T' is populated, the e�ciency of the global process would be modu-

lated by the e�ectiveness of the intersystem mechanism to the 3(nπ∗)

state. The second step of the global mechanism is the reaction of the

excited T' with T along the suggested pathway from the 3(nπ∗)min−TT

geometry to the oxetane (Ox) structure mediated by the presence of

the (3nπ∗/3ππ∗)CI−TT triplet-triplet and the (3ππ∗/gs)STC−TT singlet-

triplet crossings. The e�ciency of the second step is determined by the

e�ectiveness of an intersystem crossing mechanism with the ground-

state, competing with relaxation processes characterizing the photo-

physics of a single thymine triplet state [32]. The decay through the

intersystem crossing region is consequently an additional limiting fac-

tor of the global photoreaction. As previously pointed out, the �rst

described step of the global photoreaction might be mediated by the
1(nπ∗) state, because the 3(nπ∗)min−TT reactive structure is expected

to be populated also along such state. From this situation, the system

can subsequently decay through the second step of the described mech-

anism since the accessible (3nπ∗/3ππ∗)CI−TT geometry constitutes also

a STC between the 1(nπ∗) and the 3(ππ∗) states. These non-adiabatic

relaxation processes toward the nπ∗ states are less e�cient than the

main decay of the thymine driven by the 1(ππ∗) state. Hence, the pop-

ulation of the 1,3(nπ∗) states required in the mechanism of (6-4) adduct

formation can be considered as a limiting factor of the photoreaction.
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Figure 4.17: Proposed scheme for the photoinduced formation mech-

anism of the Ox precursor of the thymine-thymine (6-4) adduct. The

reported energies (eV) have been calculated at the CASPT2+CP-BSSE

//CASSCF(12,12)/ANO-S C,N,O [3s,2p,1d]/H[2s1p] level with respect

to two isolated ground-state thymine molecules. Dashed red, dash-dot-

dash blue, and solid dark lines indicate the evolution of the system on

the 3(nπ∗), 3(ππ∗), and ground state, respectively. The Qx coordinate

is related mainly to the C4‘ = O bond stretching, coupled with the vari-

ation of the main intermolecular distance. Qy represents the remaining

degrees of freedom.

Finally, combining the present results on the formation of the 6-4

adduct and our previous �ndings on the cyclobutane thymine dimer

(CBT) photoproduction [5,6] and the energy decay paths found in the

isolated T nucleobase, [31,32] we are in the position of providing a global

view for the photophysical response of the TT system under direct UV

absorption for our model system in vacuo (see Figure 4.18). From the

bright 1(ππ∗) excited state, the system might undergo three main decay

paths, repopulation of the ground state, CBT formation, and thymine-
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thymine (6-4) adduct production. The deactivation process followed

by the system is initially and primarily controlled by the conformation

at the time of light irradiation, which determines if the excitation will

delocalize over the two nucleobases via excimer-type interactions or re-

main localized on a single moiety. In the former, the system might decay

along the previously described mechanism to CBT formation on the sin-

glet manifold, although part of the population might also repopulate the

ground state. In the second case, most of the population will decay back

to the initial ground state through an intra-base mechanism involving

an ethene-like CI, and a small percentage might populate the nπ∗ states

and consequently activate both the above reported mechanism for the

thymine-thymine (6-4) adduct production and the previously studied

mechanism for CBT formation on the triplet manifold. It is important

to note that all of the mechanisms displayed in Figure 4.18 are barrier-

less or almost barrierless, which allows us to predict certain e�ectiveness

for the implied processes. Whereas the CBT formation on the singlet

manifold requires an initial geometry condition (high degree of π stack-

ing and small value of the dihedral angle between the two carbon-carbon

double bonds) that will almost ensure the production of the dimer, the

TT orientation needed to activate the mechanism for (6-4) adduct for-

mation will mainly lead to the radiationless repopulation of the ground

state. Such a di�erence, and the fact that on the triplet manifold the

two photolessions are competitive, can be related to the experimentally

observed lower yield of formation of thymine-thymine (6-4) adduct with

respect to CBT in cellular DNA.
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Figure 4.18: Global view for the photoresponse of the TT system

under direct UV absorption based on the present and previous stud-

ies.[5,6,31,32] The reported energies (eV) have been calculated at the

CASPT2+CP-BSSE//CASSCF(12,12)/ANO-S C,N,O[3s,2p,1d]/H[2s1p]

level with respect to two isolated ground-state thymine molecules. Dot-

ted green, dash-dot blue, and solid dark lines indicate the evolution

of the system on the 1(ππ∗), 3(ππ∗), and ground state, respectively.

Dashed red lines indicate the evolution along both the 3(nπ∗) and 1(nπ∗)

states. The thickness of the lines is an indicator of the probability of

the path.

The totally original contribution of the present work has been the

determination of a plausible and complete photoinduced mechanism of

formation for the thymine-thymine (6-4) adduct. For the �rst time a

connected path from the FC region to the oxetane intermediate has been

provided. The obtained photoreaction path constitutes only a possible

way for the formation of the considered photolesion, although di�er-

ent facts highlight its plausibility. The study provides an explanation

of the low quantum yield of formation for the thymine-thymine (6-4)
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adduct; it seems reasonable on the light of the known Paternò-Büchi

photoreaction; it points out to the already noticed intrinsic photostabil-

ity that characterizes the genetic material; and the last but not the least,

the conclusions have been obtained on the basis of high-level quantum-

chemical calculations, using a well-known methodology which has been

proven to be suited for the study of photochemical reactions.

4.2.2 Cytosine, a DNA building block chromophore

It is well accepted that the bright excited state of cytosine is the lowest

singlet excited state at the FC region, and it describes a ππ∗ excita-

tion localized mainly on the carbon-carbon double bound [1-6]. Since

2002, three main decay channels have been characterized using di�erent

methods of electronic structure theory and various strategies in order

to explore the more relevant regions of the involved PEHs. All of them

are mediated by an easily accessible CI between the lowest singlet ex-

cited state and the ground state. In this respect, three main CIs have

been described in cytosine (see Figure 4.19). The �rst one is charac-

terized by single-double bond inversion with respect to the equilibrium

geometry of the ground state, and a slight pyramidalization of the C6

atom. It is normally referred as bond-inversion CI. The second one

has a localized distortion on the carbon-carbon double bond similar to

the one found in the CI described in the ethene molecule, and is ac-

cordingly called ethene-like CI. The main feature of the third one is a

strong bending of the amino group out of the plane of the ring, and

is named amino-puckered CI. Actually more CIs have been obtained in

the cytosine system, but only the above reported intersections have been

proposed to be relevant from a photochemical standpoint. The primary

di�erence between the three main decay paths characterized in cytosine
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is the considered most important CIs. Other di�erences are the nature

of the excited state at the intersection region, which consequently en-

tails a change or not of the nature of the lowest singlet state along the

decay path, and the presence or not of an energy barrier in order to

reach the CI. Although this last point is still under debate, it is impor-

tant to notice that all the computed energy barriers are su�ciently low

to determine an ultrafast and e�cient passage from the bright excited

state to the original ground state.

Figure 4.19: Frontal and side views of the structures for the distinct

CIs characterized among the lowest-lying excited states and the ground

state of cytosine.

The �rst decay path is mediated by a bond-inversion CI. Such possi-

bility has been described as the most relevant using both the CASSCF

method and the CASPT2//CASSCF protocol [7-9]. The second ob-

tained relaxation path is characterized by an easily accessible ethene-like

CI. Such reaction path is supported by studies performed with di�er-

ent electronic structure theory methods, as CASPT2//CASSCF, MS-

CASPT2//MS-CASPT2, TDDFT, MRCI, CR-EOM-CCSD(T)/CIS, and
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DFT/MRCI [12,14-18,30]. Finally, the last possibility involves an amino-

puckered CI and it has been found many times to be an accessible

way of deactivation competing with the two described decay paths,

although in only one paper based on MRCI computations is claimed

to be of primary importance [19,20]. As shown above, quite di�er-

ent decay mechanisms have been obtained since the beginning of its

study. This undoubtedly re�ects the di�cult case that cytosine consti-

tutes, and also highlights di�erent remarkable facts. Firstly, the cyto-

sine problem clearly illustrates the importance of a correct use of the

theoretical methodologies. In particular, the results obtained with the

powerful CASPT2//CASSCF and related MS-CASPT2 methods have

turned out to be particularly sensitive to the chosen computational de-

tails. Secondly, it points out to the limitation of a static approach in

order to unambiguously determine the photophysical response of even

a small molecule as cytosine. This last point should be regarded when

the photophysics of much more complicated systems would be unveiled.

Having summarized in the above lines the main results obtained up

to date on the deactivation paths of cytosine, it is now interesting to

present a detailed chronological inspection of the published works on

the subject, describing the strategies employed (the adopted electronic

structure method and the way in which the PEHs have been explored)

and the derived main conclusions.

The �rst multicon�gurational ab initio quantum chemical study on

the deactivation processes undertaken by cytosine after absorption to the

lowest singlet 1(ππ∗) excited state was reported in 2002 by Ismail et al.

[7]. At the CASSCF/6-31G* level, the authors concluded on the basis of

intrinsic reaction coordinate (IRC) calculations that the most probable

decay of the 1(ππ∗) state was described by a barrierless path in which

an adiabatic switch to the 1(nOπ
∗) state occurs, reaching subsequently a
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minimum region. From the equilibrium region, the system might reach a

CI with the ground state by surmounting a barrier height of 3.6 kcal/mol

(0.16 eV), and consequently decay back to the original ground state

structure. An alternative decay path was also obtained, involving a

population transfer from the 1(nOπ
∗) to the 1(nNπ

∗) state through a CI

placed 9.8 kcal/mol (0.42 eV) above the minimum of the 1(nOπ
∗) state.

The system may further decay toward a CI involving the 1(nNπ
∗) and

the ground states.

Just one year later (in 2003), Merchán and Serrano-Andrés [8] showed

that in order to provide a correct description of the PEHs of the excited

states of cytosine, an adequate treatment of dynamic electron corre-

lation (not considered previously) is mandatory. The authors in fact

performed CASPT2 calculations on top of optimized CASSCF struc-

tures, demonstrating that the excited 1(ππ∗) state was directly con-

nected through a CI with the ground state, and consequently the sys-

tem might decay back through a mechanism that does not involve the
1(nOπ

∗) state. From the FC region, the 1(ππ∗) state was described to

evolve to a minimum structure and then to a CI with the ground state

by surmounting a barrier height of 2.5 kcal/mol (0.11 eV). The path in-

volving the 1(nNπ
∗) state described by Ismail et al. [7] was also studied

at the CASPT2 level. A similar CI was identi�ed, accessible from the

minimum of the 1(ππ∗) state by surmounting a 12.0 kcal/mol (0.52 eV)

barrier height. Such description was obtained by using the LIIC strat-

egy and the CASPT2//CASSCF approach. The 6-31G** basis set was

used throughout. In both papers [7,8], the CI mainly responsible for

the radiationless deactivation of excited cytosine was characterized by

the interchange of the single-double bond character with respect to the

ground state minimum geometry and a slight pyramidalization of the C6

atom, the bond-inversion CI (see Figure 4.19). In the CI involving the
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1(nNπ
∗) and the ground state, the amino group su�ers a pronounced

out-of-plane distortion from the ring and it will consequently be denoted

as amino-puckered CI (see Figure 4.19).

In 2004, Blancafort and Robb [9] (see also [10]) proposed a decay

mechanism based on CASPT2//CASSCF/6-31G* results in which the

bright state would �rst decay to a minimum structure, then pass to a

S1/S2 CI, and �nally decay back to the ground state through a gs/S1
crossing region by surmounting a small energy barrier. The central idea

presented in the paper is that the 1(ππ∗) state decay is mediated by a

three-state CI which involves the excited 1(ππ∗) and 1(nOπ
∗) states and

the ground state. Due to the strong mixing related with such a three-fold

degenerate situation, the state in that particular region is de�ned as a

mixed 1(nOπ
∗)/1(ππ∗) state. This work showed the intrinsic di�culty

to unambiguously characterize the nature of the states of cytosine at the

crossing region, a problem that will frequently emerge in future studies.

IRC calculations were carried out at the CASPT2//CASSCF level.

Besides the description of the non-radiative decay mechanism re-

sponsible for the intrinsic photostability of the nucleobase, the processes

leading to a possible population of the triplet states started also to be

studied, due also to their likely involvement in the photochemistry of

cytosine. With the joint e�orts of di�erent groups, in 2005 appeared a

MEP CASPT2//CASSCF/6-31G** work regarding the subject [11]. By

connecting the 1(ππ∗) minimum to the bond-inversion CI, the system

might pass through a STC region with the 3(ππ∗) state. In the same

year, Tomic et al. [12] studied the relaxation process of the 1(ππ∗) state

of cytosine using the DFT/MRCI//TDDFT/TZVP approach. A mini-

mum structure was obtained by computing an unconstrained geometry

optimization from the FC region. It was subsequently connected with a

CI involving the ground state by a constrained MEP calculation. The
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decay path so estimated is characterized by an energy barrier height of

around 0.2 eV, and it was assigned as the main radiationless response of

the bright state. A similar CI was �rslty obtained in 2004 by Sobolewski

and Domcke [13] by geometry optimization of a localized excited state

of the guanine-cytosine base pair system employing the CIS method.

The crossing region, featuring a large elongation and twisting of the

C5= C6 double bond, is usually identi�ed in the literature as ethene-like

(gs/ππ∗)CI crossing (see Figure 4.19). A few months later, the impor-

tance of the (gs/ππ∗)CI in cytosine was further highlighted by Zgierski

et al. [14] (see also [15,16]). On the basis of CR-EOM-CCSD(T) energy

calculations at CIS/cc-pVDZ geometries, the authors showed that the

initially excited 1(ππ∗) state might decay to (gs/ππ∗)CI , along a path

involving a negligible energy barrier. The authors considered that the

bright 1(ππ∗) state switches along such decay path to an out-of-plane

deformed excited single state of biradical character, which is the one

that actually cross with the ground state. As previously pointed out by

Merchán and Serrano-Andrés [8], the authors concluded that the 1(nπ∗)

state will not play an important role in the ultrafast non-radiative decay

mechanism of cytosine.

In 2006, Merchán et al. [17] (see also [18]) o�ered a uni�ed study on

the ultrafast decay of the canonical pyrimidine nucleobases by comput-

ing CASPT2//CASSCF MEP calculations of the related bright states,

testing di�erent active spaces and basis sets. The authors showed that

both thymine and uracil can decay along a barrierless path to an ethene-

like CI with the ground state. Meanwhile, the cytosine system seemed

to decay to a minimum structure. Nevertheless, since the path obtained

by a LIIC calculation in cytosine at the CASPT2(14,10)/ANO-S C,N,O

[3s,2p,1d]/H[2s1p] level of theory between the FC region and an ethene-

like (gs/ππ∗)CI crossing has a barrier height of only 2.5 kcal/mol (0.11
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eV), it was suggested that the described minimum might be a spurious

result probably due to the limited correlation employed in the geometry

optimization approach, which was performed at the CASSCF level.

At the beginning of 2007, a new paper exploring the PEHs of cyto-

sine appeared, this time using the MRCI method in conjunction with

three di�erent types of expansions [19] (see also [20]) and the cc-pVDZ

basis set. Kistler and Matsika concluded that the 1(ππ∗) state decays to

a minimum region from which it may evolve along two di�erent paths

characterized by similar energy barrier heights of around 0.14 eV. One

of them would lead the system to the ethene-like CI, (gs/ππ∗)CI . The

other, to a crossing point characterized by an out-of-plane distortion of

the N3 atom, whose geometry actually corresponds to the one character-

izing the amino-puckered CI. The latter crossing was claimed to involve

the 1(ππ∗) and ground state, and not the 1(nNπ
∗) state as it was previ-

ously found [7,8]. The paths described in the paper were obtained by a

combination of mass-weighted gradient-directed and LIIC computations.

In the same year (2007), Blancafort [21] further studied the system on

the basis of IRC calculations at the CASPT2//CASSCF/6-31G* level,

leading to the conclusion that from a minimum of the 1(ππ∗) state, the

system might decay to the ethene-like (gs/ππ∗)CI by surmounting a

barrier height of 0.11 eV or decay �rst to the 1(nNπ
∗) state and sub-

sequently to the ground state along a path characterized by an energy

barrier height of 0.21 eV. The CI involving the 1(nNπ
∗) state and the

path connecting the FC region to such crossing point closely resemble

the one previously described [7,8]. Because of the relatively small bar-

rier found, it was suggested that the 1(nNπ
∗) state can contribute to

the ultrafast decay of the system. On the other hand, Blancafort did

disclaim the importance of the bond-inversion CI since according to his

new outcomes it entails much higher energies [21].
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In 2008, Kistler and Matsika [22] characterized three di�erent three-

state CIs and showed their connection with the previously described

two-state CIs [19], which according to the authors still remain the main

funnels back to the ground state. A computational strategy based on

the MRCI method was employed, implemented in a similar fashion as

it was already done by the same group in 2007 [19]. The paper did not

present a new main deactivation mechanism of the system with respect

to that reported in 2007, but provided some useful knowledge about

the PEHs and the possible involvement and importance of three-state

CIs. Since 2008, di�erent excited-state dynamics studies on cytosine

have been performed [23-27]. One of the earlier dynamics studies was

performed by Hudock and Martínez [24]. The energies of the populated

regions of the PEHs during the dynamics simulation were determined

at the CASSCF/6-31G* level. The three di�erent CIs with the ground

state depicted in Figure 4.19, i.e., ethene-like CI, bond-inversion CI, and

amino-puckered CI, were obtained. Such relevant regions were reopti-

mized with the MS-CASPT2//MS-CASPT2 approach, and the interpo-

lated paths connecting them with the FC structure were computed. At

the higher level of theory employed, the ethene-like and bond-inversion

CIs were described to be reached by surmounting an energy barrier.

Meanwhile, the path connecting the FC region and the (gs/nNπ
∗)CI

structure was found to be barrierless.

In 2009, Lan et al. [28] studied the photoinduced relaxation dy-

namics of cytosine using the semiempirical OM2/MRCI method. The

optimization of the bright 1(ππ∗) state from the FC region led to the

characterization of a minimum structure. Two CIs between the bright

excited 1(ππ∗) state and the ground state were obtained. The �rst

can be classi�ed as an ethene-like CI, and is here considered the most

relevant since it is placed at lower energies. The second is an amino-
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puckered CI, and its role in the deactivation process is believed to be

less important due to its higher energy.

In 2010, a paper on the population of triplet states in canonical nucle-

obases was published [29]. It was shown at the CASPT2//CASSCF/ANO-

S C,N,O [3s,2p,1d]/H[2s1p] level that an accessible STC region was lo-

cated near the ethene-like CI described in 2006 [17], which connects the

singlet 1(ππ∗) and triplet 3(ππ∗) states. Once populated, the 3(ππ∗)

might relax to a minimum structure, from where it might further decay

to a STC region with the ground state.

In 2011, Barbatti et al. [26] (see also [23]) performed dynamics sim-

ulations computing the energy gradients with the CASSCF and MR-

CISD methods, employing the 6-31G* basis set. One minimum on the

S1 PEH and four di�erent CIs with the ground state were obtained

along the trajectories. The low-lying CIs are related to the ethene-like

type, bond-inversion, and amino-puckered CIs. LIIC calculations were

computed between the FC region and those CIs. The paths obtained

both at the MR-CISD and CASSCF levels were found to be barrierless,

with the exception of the CASSCF one related to the bond-inversion

CI.

A study of cytosine and its imino and enol tautomers has been re-

cently reported by Nakayama et al. [30]. The obtained MEP computa-

tion at the MS-CASPT2//MS-CASPT2/Sapporo-DZP level leads to a

minimum structure.

In the context of the present thesis, the following CASPT2//CASPT2

MEP on the bright 1(ππ∗) excited state starting from a previously pub-

lished FC geometry [8] has been obtained (see Figure 4.20). The whole

π system of the molecule has been considered in the active space, the

ANO-L basis set contracted to O,C,N [4s,3p,1d]/ H[2s1p] has been used,

and state averaging has been performed over two states. A MEP cal-

165



culation using the standard formulation of the CASPT2 method (and

not the more recent MS-CASPT2 version) is probably the best compu-

tational strategy that can nowadays be applied for the study of cytosine

photophysics. The CASPT2 method is in fact able to provide a correct

description of both static and dynamic correlation energy in the charac-

terization of photophysical processes in organic chromophores. The use

of the MS-CASPT2 method for cytosine, although presents the advan-

tage of producing orthogonal states, can provide misleading outcomes

since the technique requires the use of very large active spaces that can

be computational handle only for very small molecular systems.

Figure 4.20: Minimum energy path of the bright singlet excited state

for cytosine from a previously published FC geometry [8], computed

at the CASPT2//CASPT2 level employing the CASSCF(10,8)/ANO-L

C,N [4s,3p,1d]/H[2s1p] wave function.
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According to the current outcomes, the MEP that characterizes the

bright excited state of cytosine leads to a minimum geometry. It is worth

noticing that in contrast to the others canonical pyrimidine nucleobases

(thymine and uracil), it seems that cytosine does not decay through a

barrierless path to an ethene-like CI. The intrinsic reason for such a

unique behavior could be related to the presence of the N3C4 double

bound.

4.3 Chromophores introduced by humans

4.3.1 Asulam, a widely used pesticide

At the time in which the research project started, very little information

was available on the photophysics of asulam [1-5]. The almost complete

lack of experimental and theoretical results in the literature represented

initially certain di�culties, which were successfully overcome by taken

into account that the CASPT2//CASSCF protocol has been repeatedly

proven to be able to actually predict photophysical and photochemical

properties. The performed contribution can consequently be regarded

as one of the �rst theoretical ab initio study on the subject.

The present calculations include CASSCF geometry optimizations,

MEPs, and CI and singlet-triplet crossing searches, followed by multi-

con�gurational perturbation theory (CASPT2) calculations at the opti-

mized geometries, using a standard zeroth-order Hamiltonian [6,7]. An

imaginary level shift of 0.1 au has been employed to prevent the presence

of intruder states. SOC terms and transition dipole moments have also

been computed. The �nal results involve an active space of 6 electrons

distributed in 6 orbitals, CASPT2(6,6)//CASSCF. The one-electron ba-

sis set of ANO-S type contracted to S[4s3p1d]/C,N,O[3s2p1d]/H[2s] has
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been used throughout. The ground state, however, used a geometry

optimized at the DFT/B3LYP/6-31G(d) level of calculation. MEPs

have been built as steepest-descent paths in which each step required

the minimization of the energy on a hyperspherical cross-section of the

PEH centered on the initial geometry and characterized by a prede-

�ned radius. CIs and singlet-triplet crossings have been computed as

minimum energy crossing points (MECP) on the PEH [8,9]. No spatial

symmetry restrictions were imposed. The calculations reported used the

quantum-chemical methods implemented in the MOLCAS 7.2 package

[10] and the Gaussian 09 suite of programs [11].

The photophysics of asulam starts with absorption of near-UV radi-

ation at the FC ground-state geometry of the molecule. Two low-lying

singlet excited states, labeled as S1 (1Lb ππ
∗) and S2 (1La ππ

∗) using

Platt's nomenclature[12], have been computed at the CASPT2 level at

4.36 (284 nm) and 5.02 eV (247 nm), respectively. The labeling derives

from the composition of the CASSCF wave function as displayed in Ta-

ble 4.8. The transition to the S1(1Lb ππ
∗) state, mainly described as the

antisymmetric combination of the HOMO (H)→ LUMO (L) + 1 (34%)

and H - 1 → L (27%) one-electron promotions, has a corresponding os-

cillator strength lower than 10−3. On the contrary, the S2 (1La ππ
∗)

state, with a CASSCF wave function basically composed by the H → L

(56%) con�guration, has a related oscillator strength of 0.15, and con-

sequently, it will be the bright state initially populated in this range of

energies and from which the photochemical events will take place; this is

also supported by the lack of mirror symmetry between the absorption

and emission spectra (Figure 4.21).
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Table 4.8: Calculated vertical excitation energies at the FC geometry

(EVA) for the lowest valence singlet and spin forbidden triplet states;

the related experimental values are also included.

a Absorption band maximum in chloroform. Estimated oscillator strength: 0.43.
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Figure 4.21: Steady-state spectra of ethanolic 16 M asulam in its

molecular form. From the left to the right: phosphorescence (ca. 77 K),

�uorescence, and UV-vis absorption (ca. 298 K).

The absorption band maximum observed in chloroform at 4.68 eV

(265 nm) is therefore clearly assigned to the S2 (1La ππ
∗) state. The

vertical excitation energy, 5.02 eV (247 nm), computed in vacuo is, as

usual, placed slightly higher than the band maximum. A third singlet

excited state S3 (
1Bb ππ

∗), formed by the symmetric combination of the

H → L + 1 and H - 1 → L con�gurations, is computed much higher in

energy, 6.51 eV (190 nm) with also a large related oscillator strength of

0.17. Regarding the triplet states, and as it is typical in π conjugated

organic molecules, a low-lying vertical excitation is computed for the

T1 (3La ππ
∗) at 3.64 eV, well below the other states. Two other triplet

states follow in energy, T2 (3Lb ππ
∗) and T3 (3Ba ππ

∗), at 4.19 (296 nm)

and 4.27 eV (290 nm), respectively. A fourth triplet state is computed
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higher than the two lowest singlet states, at 5.01 eV (247 nm). The

energy gap between the initially populated S2 state (in the low-energy

region of the spectrum) and the triplet states is large (>0.65 eV) except

for T4. As expected from the qualitative El Sayed rules, all SOC terms

are, however, too low in the FC region (<0.30 cm−1) to promote e�cient

ISC processes, which should take place instead along the deactivation

path of S2. Certainly, all the states found at low energies have a ππ∗

character, and therefore SOC interaction is small, whereas nπ∗ or πσ∗

states have been estimated much higher in energy.

The computed dipole moments of the di�erent excited states are sim-

ilar to that of the ground state, 5.51 D. Exceptions are the S2 (1La ππ
∗)

and T4 (3Bb ππ
∗) states, which exhibit large dipole moments of 8.70 and

7.71 D, respectively.

In order to study the photophysical events, the main reaction decay

pathway of the spectroscopic S2 (1La ππ
∗) state has to be determined.

Figure 4.22 displays the CASPT2 energies of the low-lying singlet and

triplet states of asulam obtained along the CASSCF MEP on the S2

(1La ππ
∗) state computed from the FC region. Although a small energy

barrier can be observed along the path of the state, this feature has a

minor signi�cance because it is probably caused by unbalances between

the initial S0 DFT geometry, the computed CASSCF steepest-descent

MEP, and the CASPT2 point energies.
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Figure 4.22: CASPT2 low-lying singlet and triplet states of asulam

along the MEP computed from the FC geometry on the (1La ππ
∗) state

of asulam: singlet states, solid lines, and triplet states, dotted lines.

The path can be considered essentially barrierless from the FC struc-

ture toward the region of the CI between the ground and the lowest

singlet excited state, named (gs/ππ∗)CI or (S0/S1)CI (S1 now being

the vertical S2 state). Figure 4.23 displays the geometries for asulam at

the ground state minimum and at the (gs/ππ∗)CI . The latter has been

computed independently as a MECP between the S0 and S1 states and

it is located at 4.12 eV (adiabatically from the ground state minimum)

with a structure close to that of the molecule at the end of the MEP.

The main distortion undergone by the system along the path has taken

place on the benzene ring, which has adopted a boat-like 1,4B confor-

mation, [13] a diradicaloid-type structure known in the photochemistry

of benzene to be a funnel for the radiationless decay to the ground state

[14].
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Figure 4.23: Optimized structures of asulam at the ground state

minimum, (gs)min (left), and at the CI, (gs/ππ∗)CI (right).

The singlet-state relaxation along a barrierless path leading to CIs

with two low-lying singlet states can be expected to be very e�cient

and, correspondingly, the nonadiabatic decay e�ects in the CI region.

Several singlet and triplet states are crossed during the evolution of the

system, and in particular an e�cient population transfer can take place

(see Figure 4.22) near the crossing regions. Close to point �ve of the

MEP, a degeneracy region between the S2 (1La ππ
∗) and S1 (1Lb ππ

∗)

states occurs. From this point, a MEP computed on the S1 (1Lb ππ
∗)

state hypersurface (see Figure 4.24) leads directly to the minimum of

the state, computed adiabatically at 4.39 eV (Te, 282 nm) with a vertical

emission of 4.07 eV (304 nm). Such values can be successfully compared

with the �uorescence data obtained in chloroform, yielding band origins

and emission maximum of 4.13 (T0, 300 nm) and 3.83 eV (324 nm),

respectively (see Tables 4.9 and 4.10). As the agreement is good enough

and no low-lying energy minimum has been located for the S2 (
1La ππ

∗)

state, it can be safely assumed that the S1 (
1Lb ππ

∗) state is the protag-

onist of the �uorescence. The state minimum displays a dipole moment

similar to that of the ground state (4.91 D), and therefore, the emission

band should not be strongly a�ected by the polarity of the solvent. In-
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deed, the �uorescence maximum shifts by less than 0.1 eV in di�erent

environments. Fluorescence in asulam is, however, weak. The emission

quantum yield φf has been measured to increase with the polarity of

the solvent: 0.032 in acetonitrile, 0.099 in ether, and 0.155 in water.

Figure 4.24: Evolution of the lowest singlet and triplet states of

asulam from the (1La/
1Lb)CI structure along the (1Lb ππ

∗) MEP. It

ends at the (1Lb ππ
∗) state minimum. Singlet states (solid lines) and

triplet states (dotted lines).

Considering the low sensitivity of the S1 (1Lb ππ
∗) emission band

on the solvent polarity, the increase on the quantum yield should be

related to the stabilization of the highly polar S2 (1La ππ
∗) state and,

accordingly, of the CI (S1/S2)CI triggering the population switch from

S2 to S1 along the decay of the higher singlet state. The low �uorescence

quantum yield also points to the presence of e�cient nonradiative decay

channels. The theoretical �uorescence radiative lifetime, computed by
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means of the Strickler-Berg approximation, corresponds to 3858 ns (as a

logical consequence of the low transition dipole moment relating S0 and

S1), whereas the estimated value in water is 6.25 ns. Theoretical predic-

tion is considerably larger than the available experimental datum that

has been also found previously in systems characterized by the presence

of important nonradiative paths [15-17]. Nevertheless, it is also worth

pointing out that, since di�erent states are involved in absorption and

emission, it is di�cult to deconvolute these in the extinction coe�cient

used in the Strickler-Berg approximation.
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Table 4.9: Calculated vertical excitation energies at the FC geom-

etry (EVA), electronic band origins (Te), and vertical emission energies

(EVE) for the lowest valence singlet and spin forbidden triplet states;

the related experimental values are also included.

a Measured absorption band maximum (Amax), band origin (T0), and �uorescence

maximum (Emax).
b In water (T1) and chloroform (S1 and S2).

c Computed (83.4 s)

and experimental (2.58 s) phosphorescence radiative lifetimes (τPrad).
d Computed

(3858 ns) and experimental (6.25 ns) �uorescence radiative lifetime (τFrad). The

Strickler-Berg model is not applicable here due to the high nonradiative rates. e For

the isolated molecule, the MEP on S2 (1La ππ
∗), after crossing with all other excited

states, leads directly to a CI with the ground state, (S0/S1)CI , placed adiabatically

at 4.12 eV.
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Table 4.10: Solvent e�ects on the electronic absorption and �uores-

cence spectral data of the molecular form of asulam, at T ' 298 K.

Along the evolution through the S2 (1La ππ
∗) state decay, four

triplet states are crossed, one at the beginning (5.0 eV), T4 (3Bb ππ
∗),

then T3 (3Ba ππ
∗) and T2 (3Lb ππ

∗), and �nally the T1 (3La ππ
∗) state

close to the end of the path (4.5 eV), that is, near the CI (gs/ππ∗)CI

and displaying, therefore, a similar structure. The computed electronic

SOC terms between the S2 (1La ππ
∗) and the di�erent triplet states

at the corresponding STC regions are somewhat low (<0.3 cm−1), al-

though such values are probably underestimated because the relative

small number of states included in the coupling (four singlet and four

triplet states, all of ππ∗ type). In any case, the computed overall ISC

rate at each of the STC regions is expected to become large enough

to guarantee e�cient processes once the vibrational e�ects and density

of states are taken into account in the SOC coupling, as it has been

established in a number of systems [18]. We have followed the respec-

tive MEPs from the STC crossings between S2 (
1La ππ

∗) and T2 and T1,

which display the largest SOC values in the crossing regions (∼0.3 cm−1

in both cases). The T2 state evolves toward its minimum, as shown by
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computing the corresponding MEPs (see Figure 4.25), and �nally, it

decays to the lowest T1 triplet state through an e�cient triplet-triplet

IC processes because the corresponding (T2/T1)CI lies close by the T2
minimum (see Figure 4.26). The second MEP computed leads the T1
(3La ππ

∗) from the (S2/T1)STC toward the triplet state minimum (see

Figure 4.27). In either case, IC from T2 or ISC from S2, the T1 (3La ππ
∗)

will decay to its own minimum and become phosphorescent (see Figure

4.28).

Figure 4.25: Evolution of the lowest singlet and triplet states of

asulam from the (3Lb/
1La)STC structure along the (3Lb ππ

∗) MEP. It

ends at the (3Lb ππ
∗) state minimum. Singlet states (solid lines) and

triplet states (dotted lines).
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Figure 4.26: Evolution of the lowest singlet and triplet states of

asulam from the (3Lb/
3La)CI structure along the (3La ππ

∗) MEP. It

ends at the (3La ππ
∗) state minimum. Singlet states (solid lines) and

triplet states (dotted lines).
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Figure 4.27: Evolution of the lowest singlet and triplet states of

asulam from the (3La/
1La)STC structure along the (3La ππ

∗) MEP. It

ends at the (3La ππ
∗) state minimum. Singlet states (solid lines) and

triplet states (dotted lines).

Considering the di�erent energy ranges in which the STC regions are

located, the triplet quantum yield is expected to be wavelength depen-

dent, an e�ect and a mechanism present in molecules such as thymine,

uracil, or adenine [19,20]. Regarding the parameters computed for the

phosphorescence, the band origin, 3.61 eV (Te, 343 nm), and vertical

emission, 2.78 eV (445 nm), are in good correspondence with the exper-

imental values in water, 3.44 (360 nm) and 2.82 eV (439 nm), respec-

tively.

Part of the population of the triplet states may also decay back to

the original ground state through a nonradiative process. In fact, the

T1 minimum might reach an intersystem crossing region between the T1
and the ground state, (gs/3La ππ

∗)STC , surmounting a small barrier of
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0.41 eV (10 kcal mol−1). The ISC funnel in which the electronic SOC

has been computed to be 0.86 cm−1, favoring then the energy transfer,

is easily accessible with the available excess energy and, consequently,

contributes to the large ratio of radiationless decay experimentally de-

termined (0.48). The presented photoprocesses that the system may

undergo are summarized in Figure 4.28, which displays a scheme of the

photophysics of asulam based on CASPT2 results.

Figure 4.28: Summary of the photophysics of asulam based on the

CASPT2 results.

Having performed a theoretical study of the system, it is now in-

teresting to compare the computational results with the experimentally

registered data. As highlighted above, the lower values of the �uo-

rescence and phosphorescence quantum yield obtained experimentally
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can be ascribed to the easily accessible CI between the bright and the

ground state and the attainable STC between the lowest triplet and the

ground state. The experimental registration of phosphorescence radia-

tion agrees with the presence of the accessible STCs found theoretically.

The computed vertical and emission energies and electronic band ori-

gins are in agreement with the related experimental data (see Table

4.9). For the sake of comparison, the results obtained in chloroform

have been used, since the low value of the dipole moment more closely

resembles the in-vacuo situation of the calculations. It is worth recall-

ing that actually the strictly comparable quantity that can be directly

related to the experimental value is the band origin, calculated from the

adiabatic electronic transition energy by including the zero-point vibra-

tional energy in both the initial and �nal states. The experimental data

show little solvent e�ects on the position and shape of the absorption

and �uorescence band. Taking the value obtained in trichloromethane

as reference, except for ethanol, the absorption band displays a small

red-shift as the polarity of the solvent increases (around 0.04 eV), while

the �uorescence band has larger red-shifts (around 0.11 eV). Since the

theoretical value obtained for the dipole moment of the bright (1La ππ
∗)

state is considerably larger that the corresponding value for the ground

and the �uorescence (1Lb ππ
∗) states (8.70, 5.26, and 5.51 D, respec-

tively), the reported experimental trend is not explained solely on the

basis of the presumable higher stabilization undergone by the (1La ππ
∗)

state with respect to the (1Lb ππ
∗) state in more polar solvents.

The performed theoretical work elucidates part of the intrinsic pho-

tophysical properties of asulam under UVA and UVB exposure. Accord-

ing to the obtained results, a photodegradation process of the system

catalyzed by solar radiation seems not to be probable, since the sys-

tem has shown to be actually photostable due to its ability to e�ciently
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dissipate the absorbed energy.
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Chapter 5

Conclusions

5.1 Basic aromatic biological chromophores

5.1.1 1-aminonaphthalene

The photophysics of AMN has been investigated by combining experi-

mental time-resolved transient ionization measurements with femtosec-

ond resolution and quantum-chemical ab initio CASPT2//CASSCF the-

oretical calculations. The two lowest electronic excited state 1Lb and
1La of ππ∗ character are computed to lie very close in energy, with

minima at 3.50 and 3.69 eV, respectively. The bright 1Laππ
∗ state

is essentially populated following excitation in the 330-267 nm studied

region. Despite the theoretical calculations predict a surface crossing

between the 1La and 1Lb states, no related signal is observed in the

time-dependent measurements. According to the experimental data,

the system primarily remains on the 1La state after going through the

crossing region, this state being responsible of the anomalous emission

observed in the �uorescence spectrum. The decay lifetime observed in

the transients, τ2, shortens from nanoseconds to 13.5 ps with the exci-
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tation energy in the 330-267 nm range. This lifetime is assigned at the

low-energy part of the excitation range to the simultaneous relaxation

of 1La state by IC and ISC mechanisms. The IC is mediated by the

conical intersection (CI) (1La/S0)CI placed 0.7 eV above the minimum,

which exhibits an ethene-like CI character, i.e., a ring deformation by

twisting of the carbon-carbon double-bond neighbor of the amino group.

The excitation energy excess above the location of the CI decreases the

excited-state lifetime from nanoseconds to picoseconds and, hence, the

�uorescence quantum yield. The photophysics of the system in solu-

tion, with a internal conversion process less e�cient in polar phases, is

explained on the sole basis of the di�erence between the highly polar
1La state minimum, with a partial charge-transfer character from the

coplanar amino group and the less polar ground state at the (1La/S0)CI

conformation. In polar solvents the barrier to access the CI from the 1La

minimum largely increases due to the relative stabilization of the latter.

A similar e�ect is expected for the singlet-triplet gaps, in particular at

the 1La state minimum, where the ISC between the close-lying 1La and

T2 states is more probable because of the longer lifetime of the singlet

state at the minimum structure.

5.1.2 Indole, the main emissive source of proteins

On the basis of the exploration of the PEH on the low-lying singlet

and triplet excited states by means of accurate state-of-the-art compu-

tational strategies, a global and comprehensive description of the pho-

tophysics of bare indole under UV irradiation is provided. Two types of

processes have been identi�ed and characterized in the molecule after

excitation to the low-lying singlet valence excited states (1La ππ
∗) and

(1Lb ππ
∗): radiative and nonradiative energy decays. After UV absorp-
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tion, most of the molecules reach the bright (1La ππ
∗) excited state,

which may evolve through a steepest descent path toward a CI imply-

ing the (1Lb ππ
∗) state, mediating in this manner its population. The

relaxed structure (1Lb)min on the S1 hypersurface might be accessed

subsequently and from this region the �uorescence emission can take

place. All the secondary energy decay paths studied also lead to the

emissive state, (1Lb)min. A radiationless decay speci�c to the (1Lb ππ
∗)

state has been predicted involving a nonplanar ethene-like CI between

(1Lb ππ
∗) and the ground state. According to the obtained pathways

pro�les, the process is inhibited at the energy around the (1Lb ππ
∗)

band origin and becomes competitive with the �uorescence emission at

excitation energies close the (1La ππ
∗) band maximum. The current

�ndings explain for the �rst time the low �uorescence quantum yield

measured experimentally after excitation to energy lower that 5.00 eV

because of the presence of a not previously reported nonradiative de-

cay mechanism speci�c for the (1Lb ππ
∗) state. No e�cient intersystem

crossings have been found along the decay paths analyzed. The phos-

phorescence properties are in agreement with previous theoretical and

experimental studies.

Two additional comments are appropriate at this �nal stage. Firstly,

as many other organic molecules, the nonradiative decay to the ground

state of excited indole is mediated by the presence of an ethene-like

CI. For instance, the photostability of the natural purine and pyrimi-

dine nucleobases has been proven to be determined by the presence of

easily accessible ethene-like CI, which provides the molecules with non-

radiative paths to release the absorbed energy in an ultrafast manner

[1,2,3-8]. The present study on the photophysics of bare indole further

highlights the importance of such type of degenerate regions, which can

be considered nowadays as a well-established concept in the �eld of e�-
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cient nonradiative decay funnels of organic systems. Secondly, since the

topology of indole and the canonical nucleobase 9H-adenine are similar,

that is, they are both built as six- and �ve-fused rings and the molecules

have the same energetic ordering of the lowest (1Lb ππ
∗) and (1La ππ

∗)

states at the FC region, the photophysics of 9H-adenine [3-7] might be

compared with the results obtained here. The presence of a main non-

radiative decay path toward the ground state, after excitation to the

bright state, associated with an ethene-like CI appears as a common

feature between the two systems, although involving the (1Lb ππ
∗) and

(1La ππ
∗) states in indole and 9Hadenine, respectively. This can be as-

cribed to the di�erent nature of the double bond implied in the CI of

indole and 9H-adenine (C6 = C7 versus C2 = N3) and can consequently

be related to the intrinsic nature of the two molecules.

5.2 DNA related chromophores

5.2.1 Thymine-Thymine (6-4) adduct, a DNA photole-

sion

On the basis of ab initio CASPT2//CASSCF quantum-chemical calcula-

tions, we have studied in the present contribution the photoinduced pro-

cess that leads the system consisting of two adjacent thymine molecules

(TT) to the formation of the thymine-thymine (6-4) adduct, with the

aim of elucidating the key drivers of the global photochemical event.

One of the main conclusions of our work is that in order to acti-

vate the photoinduced process, the initial excitation has to be localized

on a single nucleobase. Such a condition determines the intrinsic pho-

tostability against thymine-thymine (6-4) adduct formation because it

is well-known that the main photoresponse of thymine is the ultrafast
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decay to the original ground state. The requirement of a localized exci-

tation is due to the possibility that along the decay path of the bright
1(ππ∗) state of thymine, the dark (nπ∗) states might be populated. This

is in turn a key driver of the global mechanism because it enables the T'

nucleobase to evolve in a reactive conformation prone to interact with

the adjacent thymine. The 3(nπ∗)min−TT geometry is in fact character-

ized by a strongly elongated C4′ = O bond, determining its ability to

react with the C5 = C6 double bond of the T moiety along the described

path mediated by the presence of the (3nπ∗/3ππ∗)CI−TT structure and

the (3ππ∗/gs)STC−TT intersystem crossing region.

Another important conclusion is that the triplet states are involved

in the formation of the thymine-thymine (6-4) adduct. As pointed out

above, the initial step of the process might take place along the 1(nπ∗)

state, the only barrierless path connecting the 3(nπ∗)min−TT structure

with the (3ππ∗/gs)STC−TT region is along the triplet state 3(ππ∗). In

agreement with our �ndings, the importance of the triplet states in

the Paternò-Büchi reaction involving aromatic carbonyl compounds has

been highlighted in a recent femtosecond study, which has shown that

for their model, the ISC rate exceeds the rate of the singlet reaction

and that, consequently, the photoprocess will mainly take place along

the triplet manifold [9]. The participation of triplet states in the mech-

anism is an important clue in order to study the rate of formation of

such a photoproduct, which, to the best of our knowledge, has not been

already experimentally determined. The only information regarding the

timescales for thymine-thymine (6-4) adduct formation has been pro-

vided by transient absorption experiments performed by Marguet and

Markovitsi [10]. They conclude that the photoproduct is formed within

4 ms via a reaction intermediate. Such a time scale is plausible with the

described mechanism involving two singlet- triplet crossing processes,
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although the possibility of an ultrafast reaction under favorable ISC

conditions cannot be excluded.

5.2.2 Cytosine, a DNA building block chromophore

The published studies on the primary photophysical and photochemi-

cal events that follow the photoinduced population of the bright state
1(ππ∗) of the canonical nucleobases cytosine have been here critically

analyzed. It has emerged that the cytosine system can decay back to

the original ground state along three main decay channels, each one

characterized by a di�erent CI involving the ground and the lowest sin-

glet excited state. In the �rst obtained relaxation path, the main feature

of the involved CI is a single-double bond inversion with respect to the

equilibrium geometry of the ground state, and a slight pyramidalization

of the C6 atom. According to the second possible decay mechanism,

the bright excited state 1(ππ∗) of the molecule will reach a degenerate

region with the ground state that describes a localized distortion on the

carbon-carbon double bond, similar to the one found in the CI obtained

in ethene. The third and last relaxation path proceeds through the pop-

ulation of a CI characterized by a strong bending of the amino group out

of the plane of the ring. Despite the large amount of research performed

up to now, it is not totally clear the relative photochemical relevance

of each of these paths, and it is still under debate the possibility for

the bright state 1(ππ∗) to reach a weakly bound minimum region. It

is worth pointing out that even in the latter case the energy barriers

found in order to surmount the minimum region and decay to one of the

three CIs are low enough to be consistent with an e�cient and ultrafast

decay from the bright excited state to the ground state. In the context

of the present thesis, a minimum energy path (MEP) calculation at the
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CASPT2//CASPT2 level has been undertaken employing the whole π

system of the molecule as active space, and the ANO-L basis set con-

tracted to O,C,N [4s,3p,1d]/ H[2s1p]. The results derived from such a

highly computationally demanding benchmark point out to the presence

of a weakly bound minimum. Ongoing research further indicates that it

is connected by surmounting an small energy barrier to a bond-inversion

type CI involving the ground state.

5.3 Chromophores introduced by humans

5.3.1 Asulam, a widely used pesticide

A combined experimental and quantum-chemical research at the CASPT2

level have been performed in order to unveil the photophysical behavior

of asulam. Two low-lying singlet excited states, labeled as S1 (1Lb ππ
∗)

and S2 (1La ππ
∗), have been characterized. The absorption band max-

imum has been assigned to the S2 (1La ππ
∗) state, whereas the lowest-

lying state S1 (1Lb ππ
∗) has been found to be responsible for the �u-

orescence spectrum. Fluorescence quantum yield at room temperature

is low and varies with the solvent, highest in water (φf = 0.16) and

independent of its acidity (3 < pH < 11), and lowest in methanol and

1-propanol (φf ca. 0.02). Fluorescence lifetime in aqueous solution is 1

ns ( kf = 1, 5 10−8s−1). There is an e�cient intersystem crossing from

the phosphorescence quantum yield found in glassy ethanol (φp = 0.36)

at 77 K, the phosphorescence lifetime being 1.1 s. Thus, the remaining

48% decays through nonradiative pathways. In agreement with such

outcomes, the decay pathway of the spectroscopic S2 (1La ππ
∗) state

can be considered barrierless from the FC structure toward the region

of the internal conversion between the ground and the lowest singlet
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excited state, (gs/ππ∗)CI . Along the main decay path, the presence

of a CI between the two low-lying singlet excited states switches part

of the population to the �uorescent (1Lb ππ
∗) state, which decays to

its emitting minimum. Di�erent intersystem crossing regions have been

also characterized on the potential energy hypersurface (PEH) connect-

ing the FC region and the (gs/ππ∗)CI , which accounts for the phos-

phorescent features detected experimentally. Finally, the minimum of

the emitting triplet state might reach an intersystem crossing region

(1gs/3La
∗)STC surmounting a barrier of 0.41 eV, which constitutes a

second nonradiative decay path to the ground state.
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Chapter 6

Resumen

La presente tesis se enmarca dentro de las líneas de investigación del

grupo QCEXVAL, y en particular en el estudio de la fotofísica y foto-

química de cromóforos de interés biológico. A continuación, se van a

resumir los resultados obtenidos en los cinco trabajos publicados y pre-

sentados en esta tesis: la fotofísica de la molécula 1-aminonaftaleno, la

fotofísica del cromóforo indol, el mecanismo fotoinducido de formación

del fotodímero (6-4) timina-timina, el estudio y descripción crítica de la

principal vía de decaimiento no-radiativo en la citosina, y la respuesta

del herbicida asulam frente a la radiación UVA y UVB.

Los estudios teóricos han sido realizados utilizando principalmente el

protocolo CASPT2//CASSCF, en el cual las optimizaciones geométricas

(búsqueda de mínimos, caminos de mínima energía, etc.) se efectúan a

nivel CASSCF, y para cada geometría y camino así obtenidos, se recal-

cula la energía utilizando el método CASPT2. Dicho protocolo resulta

ser particularmente apto para el estudio de procesos fotofísicos y foto-

químicos, siendo capaz de describir el carácter multicon�guracional del

sistema (a través del cálculo CASSCF) y de considerar en su�ciente me-
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dida la correlación dinámica (a través del sucesivo cálculo CASPT2).

El principal objetivo del trabajo reside en la descripción de los procesos

fotoinducidos más probables que tienen lugar tras la absorción de luz

ultravioleta. Los principios de la llamada aproximación del camino reac-

tivo fotoquímico (photochemical reaction path approach) se han tenido

en cuenta, considerando los posibles procesos de decaimiento que el sis-

tema puede sufrir, los cuales quedan determinados principalmente por

las características topográ�cas de las super�cies de energía potencial de

los estados involucrados. Por tanto, se ha prestado una atención espe-

cial a la determinación de los caminos de mínima energía que el sistema

puede experimentar, y a las posibles barreras energéticas que separan

las regiones de mayor interés.

6.1 Cromóforos aromáticos de importancia bio-

lógica fundamental

6.1.1 1-aminonaftaleno

El interés de dicha molécula se enmarca en el estudio de los cromó-

foros de base aromática, y también en que permite analizar los efectos

que ocasiona en las propiedades fotofísicas y fotoquímicas del sistema

la introducción de un grupo funcional adicional en el propio cromóforo.

Efectivamente, el sistema 1-aminonaftaleno puede ser visto como una

molécula de naftaleno en la cual un átomo de hidrógeno ha sido susti-

tuido por un grupo amino. La caracterización de su fotofísica y foto-

química proporciona, por tanto, información útil para la descripción de

sistemas más complejos relacionados con la molécula objeto de estudio,

así como para la determinación de las características intrínsecas de la

propia molécula de naftaleno y de los efectos imputables a la presencia
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del grupo amino. Dicho trabajo ha sido realizado en colaboración con

el grupo experimental del Profesor Fernando Castaño de la Universidad

del País Vasco, y nos ha permitido comparar directamente los resultados

teóricos con los hallazgos experimentales.

El espacio activo de 12 electrones y 11 orbitales ha sido utilizado,

CASSCF(12,11). En todos los cálculos el conjunto de base ANO-S con-

traída según el esquema C,N [3s,2p,1d]/ H[2s,1p] ha sido empleado. Cua-

tro estados han sido calculados y, por tanto, utilizados en el proceso de

optimización de los orbitales (state averaging). Dicho estudio ha sido

realizado empleando el programa MOLCAS 6.

La optimización del estado fundamental converge a una estructura

en la cual el grupo amino está fuera del plano descrito por los anillos

aromáticos. Los ángulos diedros H1aNC1C10 y H1bNC1C2 de ello, los

cuales caracterizan la posición del grupo amino con respecto al plano

del naftaleno, resultan ser 49.9o y 10.2o, respectivamente. En dicha ge-

ometría los primeros estados excitados singlete corresponden, utilizando

la nomenclatura de Platt, a los estados 1(Lb ππ
∗) y 1(La ππ

∗), situados

a 3.80 y 4.35 eV, respectivamente, desde el mínimo del estado funda-

mental.

El mismo tipo de estados y con el mismo orden energético se encuen-

tra también para el sistema naftaleno. La fuerza de oscilador asociada a

la transición al estado 1(La ππ
∗) es dos veces el orden de magnitud de la

calculada para la transición al estado 1(Lb ππ
∗). Como consecuencia de

ello, el estado 1(La ππ
∗) resulta ser el estado más brillante del sistema,

a partir del cual los principales procesos fotoquímicos tendrán lugar.

Con el �n de estudiar la evolución del sistema una vez excitado, se ha

determinado el camino de mínima energía en el estado 1(La ππ
∗) par-

tiendo de la geometría de Franck-Condon. El análisis de los resultados

correspondientes nos permite concluir que el estado 1(La ππ
∗) puede
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evolucionar a lo largo de un camino sin barrera hacia una región de

intersección cónica con el estado 1(Lb ππ
∗), llegando �nalmente a una

región de mínimo. La presencia de dicha región de degeneración hace

suponer que parte de la población del estado 1(La ππ
∗) pueda pasar al

estado 1(Lb ππ
∗). No obstante, los datos experimentales obtenidos en la

escala de los femtosegundos no detectaron tal transición. Desde la ge-

ometría de cruce, el estado 1(Lb ππ
∗) puede evolucionar a una estructura

de mínimo. Los orígenes de banda de los estados 1(La ππ
∗) y 1(Lb ππ

∗)

se evalúan en 3.69 y 3.50 eV, respectivamente. Ambos resultados con�r-

man un desplazamiento hacia el rojo de las bandas de �uorescencia del

sistema con respecto a la molécula de naftaleno, cuyo origen de banda

está situado a 3.96 eV. La producción de emisión no es el único meca-

nismo de desactivación operativo en la molécula de 1-aminonaftaleno.

De hecho, una intersección cónica entre el estado 1(La ππ
∗) y el estado

fundamental ha sido identi�cada, la cual puede mediar un proceso de

conversión interna hacia el estado fundamental. Dicha geometría se

caracteriza por una distorsión localizada en el doble enlace C2 = C3,

el cual experimenta una torsión típica de las llamadas cónicas de tipo

eteno. De esta forma, el sistema 1-aminonaftaleno constituye otro ejem-

plo de cromóforo aromático donde una cónica de tipo eteno juega un

papel signi�cativo. La región de degeneración está situada a 0.7 eV con

respecto al mínimo del estado 1(La ππ
∗). Su importancia en la foto-

química del sistema queda por tanto ligada a la energía en exceso pro-

porcionada. Dicha circunstancia explica los resultados experimentales

obtenidos en la escala de picosegundos, los cuales registran un tiempo

de vida media que disminuye al aumentar la energía de la radiación de

excitación. Al aumentar la energía proporcionada al sistema, se favorece

la posibilidad de alcanzar la región de intersección cónica con el estado

fundamental y como consecuencia el tiempo de vida medio del estado
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excitado será menor. La presencia de un mecanismo de desactivación no

radiativo se había identi�cado experimentalmente con anterioridad para

varios derivados de 1-aminonaftaleno en diferentes solventes. Se había

detectado que en general la e�ciencia del proceso de conversión interna

disminuye al aumentar la polaridad del solvente. Utilizando los resulta-

dos obtenidos, podemos justi�car dicho comportamiento en base a los

diferentes valores del momento dipolar de los estados implicados. En el

mínimo del estado 1(La ππ
∗) el sistema presenta un momento dipolar

mucho más alto que en la cónica con el estado fundamental (5.54 y 1.20

D, respectivamente) y, por tanto, un aumento de la polaridad del en-

torno determinará una mayor estabilización del mínimo 1(La ππ
∗) con

respecto a la región de cónica, ocasionando una mayor barrera energé-

tica que tiene que ser superada con objeto de activar el mecanismo de

conversión interna.

6.1.2 Indol, la principal fuente de emisión en las proteí-

nas

Esta molécula resulta ser de particular importancia ya que es el cromó-

foro presente en diferentes compuestos bioquímicos, tales como el aminoá-

cido esencial triptófano, el neurotransmisor serotonina y otros análogos

moleculares de interés. Debido a la diferente respuesta fotoinducida

del indol dependiendo del entorno en el cual se encuentra, es posible

obtener información estructural de proteínas que contienen el aminoá-

cido triptófano. Por ejemplo, si una proteína en solución acuosa pre-

senta una estructura para la cual el aminoácido triptófano está rodeado

por el solvente, entonces su emisión será diferente de aquella en la que

el cromóforo esté rodeado por otros aminoácidos de la macromolécula

proteica.
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El espacio activo de 10 electrones y 9 orbitales ha sido utilizado,

CASSCF(10,9), lo cual corresponde a todo el espacio π del sistema. En

todos los cálculos el conjunto de base ANO-L contraída según el esquema

C,N [4s,3p,1d]/ H[2s,1p] ha sido empleado. Cuatro estados han sido

calculados y, por tanto, utilizados en el proceso de optimización de los

orbitales (state averaging). Dicho estudio ha sido realizado empleando

el programa MOLCAS 7.4.

Se ha realizado un estudio exhaustivo de los posibles procesos in-

ducidos en la molécula de indol como consecuencia de la interacción con

radiación UV. A la geometría optimizada para el estado fundamental,

los dos estados excitado singlete más bajos han resultado ser, utilizando

la nomenclatura de Platt, 1(Lb ππ
∗) y 1(La ππ

∗). Dichos estados están

situados verticalmente a 4.36 y 4.79 eV, respectivamente, desde el mí-

nimo del estado fundamental. El cálculo de la fuerza de oscilador para

las respectivas transiciones electrónicas nos ha permitido identi�car el
1(La ππ

∗) como el estado excitado más brillante, a partir del cual los

procesos fotoquímicos y fotofísicos más relevantes del sistema tendrán

lugar. De todas formas, la diferencia de fuerza de oscilador para las

transiciones hacia los estados 1(La ππ
∗) y 1(Lb ππ

∗) no es tan grande

como para excluir la posibilidad de que el estado 1(Lb ππ
∗) sea poblado

directamente. El cálculo del camino de mínima energía en el estado
1(La ππ

∗) nos ha permitido estudiar la evolución del sistema. Dicho es-

tado alcanza una región de intersección cónica con el estado 1(Lb ππ
∗)

y, por tanto, parte de la población del primer estado excitado puede

pasar al estado 1(Lb ππ
∗). Este último evoluciona hacia una estructura

de mínimo, desde la cual se produce la �uorescencia típica del sistema

indol. El origen de banda calculado para el estado 1(Lb ππ
∗) es igual a

4.11 eV. Esta misma región de equilibrio ha sido determinada por medio

del cálculo del camino de mínima energía en el estado 1(Lb ππ
∗) desde
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la geometría Franck-Condon. Dicho resultado corrobora la importan-

cia de la estructura de mínimo del estado 1(Lb ππ
∗) para el proceso de

�uorescencia en el indol. Estos fenómenos constituyen los principales

decaimientos experimentados por el sistema. En función de la energía

de excitación dada a la molécula, otros mecanismos de desactivación

también pueden ser activados. De hecho, un proceso no-radiativo es-

trictamente relacionado con el exceso de energía presente en el sistema,

mediado por una intersección cónica entre el estado 1(Lb ππ
∗) y el estado

fundamental situada a 0.4 eV respecto al mínimo del estado 1(Lb ππ
∗),

también ha sido caracterizado. La presencia de dicha barrera energética

explica la fuerte disminución del rendimiento de �uorescencia observada

experimentalmente al aumentar la energía de excitación. Previamente

a este trabajo otro mecanismo no-radiativo de desactivación había sido

propuesto, involucrando a la población de un estado πσ∗ repulsivo y

a un sucesivo proceso de conversión interna a través de una intersec-

ción cónica con el estado fundamental. Aunque este último mecanismo

puede ser plausible, el proceso no-radiativo aquí descrito y mediado por

la cónica entre el estado 1(Lb ππ
∗) y el estado fundamental requiere un

menor exceso de energía para poder ser activado.

6.2 Cromóforos relacionados con el ADN

6.2.1 Aducto Timina-Timina (6-4), una fotolesión del ADN

Los procesos fotofísicos y fotoquímicos del ADN constituyen fenómenos

de fundamental interés. Entre ellos, es de destacar la formación de fo-

todímeros pirimidínicos inducidos por irradiación con luz UV. Dos clases

de compuestos se han encontrado con más frecuencia. Los dímeros lla-

mados [2+2], en los cuales se produce una reacción de cicloadición entre
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los dos dobles enlaces carbono-carbono de las bases pirimidínicas, y los

dímero (6-4), cuya formación es debida a la reacción entre el doble en-

lace carbono-carbono de una base pirimidínica y el enlace carbonilo o

el grupo amino de otra nucleobase. Estos últimos conllevan la forma-

ción de una estructura de tipo oxetano o azedina, que sucesivamente

evoluciona por vía térmica al fotoproducto �nal.

Debido a que el principal objetivo del trabajo ha sido el estudio del

mecanismo de una reacción cuyo rendimiento cuántico es muy bajo, el

llamado �photochemical reaction path approach�, capaz de describir los

principales procesos fotoinducidos, resulta en el presente caso de poca

utilidad. El trabajo ha sido realizado a través de la veri�cación por

medio de cálculos químico-cuánticos de diferentes hipótesis, basadas en

la experiencia del grupo en la fotoquímica de las nucleobases, así como

en los datos disponibles en la literatura. Muchos cálculos realizados se

han basado en la técnica de interpolación lineal de las coordenadas in-

ternas entre dos estructuras de interés. Dicha estrategia permite obtener

un camino conectado entre dos geometrías y ha sido utilizada para de-

terminar la importancia de diferentes regiones de la super�cie de energía

potencial en la reacción estudiada. El espacio activo ha constado de doce

electrones y doce orbitales, CASSCF(12,12), empleando el conjunto de

base ANO-S contraída según el esquema O,C,N [3s,2p,1d]/ H[2s,1p].

Dos estados han sido calculados, y por tanto, utilizados en el proceso de

optimización de los orbitales (state averaging), aunque varios cálculos

con un número mayor de raíces han sido efectuados con el �n de ex-

plorar los estados de más alta energía. Dicho estudio ha sido realizado

empleando el programa MOLCAS 7.4.

En este estudio se ha determinado un posible mecanismo de forma-

ción del aducto timina-timina (6-4). Como modelo se ha utilizado un

sistema compuesto por dos moléculas de timina posicionadas en la ge-
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ometría en la que se encuentran en una misma hebra de B-ADN. El

mecanismo obtenido describe un posible camino de reacción a partir

de la absorción de radiación por el sistema hasta la formación del in-

termedio oxetano. En dicha orientación, los estados excitados singlete

más brillantes son los correspondientes a dos moléculas de timina ais-

ladas y, por tanto, describen excitaciones ππ∗ localizada cada una en el

doble enlace carbono-carbono de una nucleobase. La clave para que el

proceso fotoquímico tenga lugar ha sido identi�cada en la población de

los estados 1,3nπ∗ localizados en el grupo carbonilo reactivo, los cuales

evolucionan a una estructura de mínimo caracterizada por un fuerte

alargamiento del enlace carbono-oxígeno. Dichos estados 1,3nπ∗ pueden

ser poblados a lo largo del camino principal de decaimiento descrito por

el estado brillante 1ππ∗ de la correspondiente nucleobase. Debido a la

distorsión presente en la geometría de mínimo 1,3nπ∗, el oxígeno origi-

nalmente constituyente del grupo carbonilo se encuentra enlazado a la

molécula por un enlace doble debilitado y, como consecuencia, puede

reaccionar más fácilmente con el doble enlace carbono-carbono de otra

nucleobase timina. Dicha reacción tiene lugar a través del estado de

triplete más bajo, 3ππ∗, el cual puede ser poblado debido a la presencia

de un región de degeneración entre los estados 3ππ∗y 1,3nπ∗, accesible

desde el mínimo de los estados 1,3nπ∗. El estado 3ππ∗ puede sucesi-

vamente evolucionar hacia una región de degeneración con el estado

fundamental, a lo largo de un camino en la correspondiente super�cie

de energía potencial en el cual los dos monómeros se van acercando, es-

tando ya parcialmente enlazados en la geometría �nal de cruce. La reac-

ción entre las dos moléculas de timina determina que el estado triplete
3ππ∗, inicialmente localizado en una sola nucleobase, se transforma �-

nalmente en un estado de transferencia de carga implicando a los dos

monómeros. A partir de dicha región de degeneración, el estado fun-
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damental así poblado puede evolucionar hacia la estructura oxetano,

cuya formación constituye la parte fotoinducida del mecanismo global

de producción del aducto timina-timina (6-4). El punto de partida del

mecanismo presentado lo constituye la población de los estados 1,3nπ∗

desde el estado brillante 1ππ∗ a lo largo de su camino de desactivación.

Dicha característica permite que la radiación absorbida sea disipada e�-

cazmente de forma no radiativa. Por tanto, el mecanismo de formación

aquí descrito, tiene lugar a partir de una situación en la cual la mayoría

de la población del estado brillante decae hacia el estado fundamental.

Este hecho puede explicar el bajo rendimiento cuántico de formación de

dicho producto, más de un orden de magnitud menor con respecto a los

fotodímeros ciclobutano.

6.2.2 Citosina, un cromóforo del ADN

El ADN es químicamente un polímero compuesto por unidades que se

repiten llamadas nucleótidos. Estos últimos están formados por una

nucleobase, un azúcar, y un grupo fosfato. En el ADN hay cuatro tipos

de bases, entre las cuales está la nucleobase pirimidínica citosina. Como

consecuencia, la determinación de la fotorespuesta de la citosina a la

luz UV se enmarca tanto en la investigación de cromóforos de interés

biológico fundamental, como en el estudio de la fotofísica y fotoquímica

del ADN.

Debido a la importancia del tema, numerosos estudios teórico han

sido realizados con el �n de dilucidar la fotoquímica de la citosina.

Desde 2002, tres diferentes mecanismos de decaimiento no-radiativo han

sido descritos empleando diferentes métodos de estructura electrónica y

varias estrategias para explorar las regiones de las super�cies de energía

potencial más relevantes. Dichos mecanismos conllevan la presencia
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de una intersección cónica fácilmente accesible entre el estado excitado

singlete más bajo y el estado fundamental. Cada uno de los tres pro-

cesos diferentes está caracterizado por una intersección cónica concreta.

El primer camino de desactivación es mediado por una estructura de

degeneración energética en la cual los dobles y simples enlaces de la

molécula resultan invertidos con respecto a la geometría de mínimo del

estado fundamental y el carbono C6 está ligeramente piramidalizado. El

decaimiento a través de esta intersección cónica ha sido caracterizado

como el más importante utilizando tanto el método CASSCF como el

protocolo CASPT2//CASSCF. La segunda posible vía de desactivación

presenta una intersección cónica de tipo eteno, cuya distorsión principal

está localizada en el doble enlace carbono-carbono, y determina que el

átomo de hidrógeno H5 esté casi perpendicular al plano de la molécula.

La relevancia de este mecanismo ha sido demostrada efectuando cál-

culos CASPT2//CASSCF, MS-CASPT2//MS-CASPT2, DFT/MRCI,

TDDFT, CR-EOM-CCSD(T)/CIS y MRCI. El tercer mecanismo de de-

sactivación conlleva una intersección cónica caracterizada por una fuerte

distorsión localizada en el grupo amino, la cual determina que dicho

grupo se encuentre perpendicular al plano de la molécula. Esta última

posibilidad de decaimiento ha sido obtenida en diferentes estudios. A

pesar de eso, sólo en un trabajo realizado a nivel MRCI se considera

dicho camino como el más relevante para la fotofísica de la molécula

citosina.

En el contexto de la tesis doctoral, se ha realizado el cálculo de

camino de mínima energía a nivel CASPT2//CASPT2 en el estado bri-

llante ππ∗ a partir de una geometría de mínimo del estado fundamen-

tal previamente publicada. En el espacio activo han sido considera-

dos todos los orbitales de tipo π de la molécula. El conjunto de base

ANO-L contraída según el esquema O,C,N [4s,3p,1d]/ H[2s1p] ha sido
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empleado, utilizando dos estados en el proceso de optimización de los

orbitales (state averaging). Dicho estudio ha sido realizado empleando

el programa MOLCAS 7.6. Según los resultados obtenidos, el camino

de mínima energía que caracteriza el estado excitado brillante ππ∗ lleva

a una geometría de mínimo.

Es de destacar que, a diferencia de uracilo y timina, cabe la posibili-

dad de que la citosina no decaiga a lo largo de un camino sin barreras

hacia una cónica de tipo eteno. La razón intrínseca para dicho com-

portamiento podría estar relacionada con la presencia del doble enlace

carbono-nitrógeno, ausente en las otras nucleobases canónicas pirimidí-

nicas.

6.3 Cromóforos introducidos por los humanos

6.3.1 Asulam, un pesticida ampliamente utilizado

Los problemas causados por la intervención masiva del hombre en el

ecosistema ha incentivado la búsqueda de procesos y productos cuyo im-

pacto ambiental sea lo más reducido posible. Entre otras estrategias, se

han investigado las moléculas fotodegradables, entre las que se encuen-

tran los pesticidas. La molécula asulam es un herbicida perteneciente

a la familia de los compuestos carbamato, que son aquellos sistemas

orgánicos derivados del ácido carbámico. El interés del estudio de la

fotofísica y fotoquímica de la molécula asulam se encuadra en la investi-

gación enfocada al desarrollo de compuestos fotodegradables. Siendo el

asulam un pesticida ampliamente utilizado para el control de helechos,

la determinación de sus características fotofísica y fotoquímicas puede

proporcionar información útil para la posible producción de pesticidas

fotodegradables.
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El espacio activo de seis electrones y seis orbitales ha sido utilizado,

CASSCF(6,6), haciendo uso del conjunto de base ANO-S contraída

según el esquema S [4s,3p,1d]/ O,C,N [3s,2p,1d]/ H[2s]. Cuatro esta-

dos han sido calculados en el proceso de optimización de los orbitales

(state averaging). Dicho estudio ha sido realizado empleando el pro-

grama MOLCAS 7.2.

A la geometría optimizada del estado fundamental, los estados exci-

tados singlete más bajos en energía son los denominados, según la no-

tación de Platt, 1(Lb ππ
∗) y 1(La ππ

∗), y están situados a 4.36 y 5.02 eV,

respectivamente. Siendo la fuerza de oscilador asociada a la transición al

estado 1(La ππ
∗) dos veces el orden de magnitud que la correspondiente

al estado 1(Lb ππ
∗), el estado 1(La ππ

∗) puede ser considerado el más

brillante. La transición a otro estado excitado singlete también posee un

elevado valor de la fuerza de oscilador. A pesar de eso, la fotoquímica

del sistema desde este estado no ha sido considerada debido a que la

radiación necesaria para poblarlo no está comprendida en el rango aso-

ciado a la radiación UVA y UVB. El camino de mínima energía en el

estado 1(La ππ
∗) desde la geometría de Franck-Condon lleva a través

de un camino sin barreras a una región de intersección cónica entre el

estado 1(La ππ
∗) y el estado fundamental. En esta geometría de degene-

ración, el anillo bencénico asume una conformación bote, un tipo de

geometría conocida en la fotofísica del benceno. De esta forma, a través

de un proceso de conversión interna, el estado fundamental puede volver

a la geometría de equilibrio de partida. Como consecuencia la molécula

asulam resulta ser fotoestable. Sin embargo, a lo largo del mecanismo

principal de desactivación descrito, otros procesos pueden tener lugar

debido a la presencia de varios cruces entre estados tanto singlete como

triplete. Una intersección cónica con el estado 1(Lb ππ
∗) ha sido de he-

cho identi�cada, la cual determina que parte de la población del estado
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1(La ππ
∗) pase al estado 1(Lb ππ

∗). Este último, puede evolucionar ha-

cia una estructura de mínimo, desde donde se produce la �uorescencia

típica del sistema. El origen de banda calculado en dicha región es igual

a 4.39 eV. Cuatro estados triplete se cruzan a lo largo del camino de

mínima energía descrito por el estado 1(La ππ
∗). Una vez poblados, de-

caen a través de diferentes mecanismos de conversión interna al mínimo

del estado triplete más bajo de naturaleza ππ∗. Desde esta región, el

sistema puede además evolucionar hacia una región accesible de cruce

con el estado fundamental. La presencia de esta última contribuye a la

fotoestabilidad de la molécula de asulam.
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List of terms

A

A: Absorption

AMN: 1-Aminonaphthalene

ANO-S: Small Atomic Natural Orbital

ANO-L: Large Atomic Natural Orbital

AO: Atomic Orbital

au: atomic units

B

BCH: Baker-Campbell-Hausdor� expansion

BFGS: Broyden-Fletcher-Goldfarb-Shanno Hessian update procedure
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BOA: Born-Oppenheimer approximation

BSSE: Basis Set Superposition Error

C

CAM-B3LYP: Coulomb-Attenuating Method Becke 3-parameter

Lee-Yang-Parr functional

CASPT2: Second-Order Perturbation Theory Complete Active Space

CASSCF: Complete Active Space Self-Consistent Field

CBT: Cyclobutane Thymine dimer

cc-pVDZ: Correlation-Consistent Valence Double-ζ plus Polarization

CI: conical intersection, Con�guration Interaction

CIS: Con�guration Interaction Singles

CP: counterpoise correction

CR-EOM-CCSD(T): Completely Renormalized Equation of Motion

Coupled Cluster Singles, Doubles, and perturbative Triples

D

DFT: Density Functional Theory

DNA: Deoxyribonucleic Acid

DZP: Double-ζ plus Polarization
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E

EET: Electronic Energy Transfer

F

F: Fluorescence

FC: Franck-Condon

G

gs: Ground State

H

HF: Hartree-Fock

HOMO: Highest Occupied Molecular Orbital
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I

IC: Internal Conversion process

ICMol: Instituto de Ciencia Molecular

IRC: Intrinsic Reaction Coordinate

ISC: Intersystem Crossing process

L

LE: Locally Excited

LIF: Laser-Induced Fluorescence

LIIC: Linear Interpolation of Internal Coordinates

LUMO: Lowest Unoccupied Molecular Orbital

M

MCSCF: Multicon�gurational Self-Consistent Field

MEP: Minimum Energy Path

MO: Molecular Orbital
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MRCI: Multi-Reference Interaction Con�guration method

MRSDCI: Multi-Reference Singly and Doubly Excited Con�guration

Interaction method

MS-CASPT2: Multi-State Second-Order Perturbation Theory

Complete Active Space

N

NAB: Nucleic Acid Base

NO: Natural Orbital

O

OM2: Orthogonalization Model 2

Ox: Oxetane

P

P: Phosphorescence

PBE: Perdew, Burke, and Ernzerhof functional

PEH: Potential Energy Hypersurface

PET: Photoinduced Electron Transfer
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Q

QCEXVAL: Quantum Chemistry of the Excited state of Valencia

S

SDCI: Singly and Doubly Excited Con�guration Interaction method

SOC: Spin-Orbit Coupling

STC: Singlet-Triplet Crossing region

T

TDDFT: Time-Dependent Density Functional Theory

TDM: Transition Dipole Moment

TT: Thymine-Thymine

TZVP: Valence Triple-ζ plus Polarization

U

UV: Ultraviolet radiation
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V

vis: Visible radiation
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