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CHAPTER

1
I Particle Physics overview

The Standard Model (SM) of particle physics is the theory tlescribes the fundamental constituents
of the matter and their interactions. This model constitatiee of the most successful scientific theories
ever built and provides a very elegant framework to expl&imoat all the processes in particle physics.
Moreover, the SM has demonstrated to be highly predictivessit postulated the existence of many of the
elementary particles as the*, Z° and H bosons and the top quark before their experimentalrowation.
Despite all its great achievements, there are some quedtianh can not be answered nowadays by the
SM. These ones do not invalidate the theory but only showitfestill incomplete. To cover these gaps
in the theory some extensions as well as new theories havgdoeposed. The predictions from both, the
SM and the new models, need to be confirmed experimentalhg, lttee top quark, which is the heaviest
known elementary particle, plays an important role. Dudgdarge mass it is involved in processes that
can confirm or dispel some of the SM predictions. The top qearkalso open the door to study new
physics phenomena beyond the Standard Model (BSM).

This chapter is organized as follows: Secfiod 1.1 presemésie theoretical introduction to the SM and
some of its experimental results, Secfiod 1.2 introducesah-quark physics and describes the important
role of the top-quark mass in the SM and beyond.

1.1 The Standard Model

The SM tries to explain all physics phenomena based on a gnaaip of elementary particles and their
interactions. The concept of elementary has been evolvingh the years. Nowadays, the elementary
particles, considered without internal structure, can lassified in three groups: leptons, quarks and
bosons. Both leptons and quarks are s})'piarticles called fermions and are organized in three fasnili
One the other hand, the bosons are integer spin particlessmn properties of these particles can be
seen in FigurEZIl1. The electron (e), discovered by Thoms@897, was the first disclosed SM particle.
The muon () and tau t) leptons have the same properties as the electron excapeiohigher masses.
These massive leptons do not appear in ordinary matter bethey are unstable particles. Other familiar
leptons, the neutrinos, were first postulated as decay ptedid some unstable nuclei. There are three
neutrino classes associated to the three lepton families; andv.. In addition to leptons, also hadrons,
as protons and neutrons, are observed in nature. Thesensahenot elementary particles but formed
by quarks that are indeed the elementary particles of theT3M.quarks are not seen in free states but
there are many experimental evidences of their existén & [El.

The particles interact through four fundamental forcescivtdre associated with the force carriers
bosons of integer spin. These forces, explained in morél tefaw, are: the electromagnetic, the weak,
the strong and the gravity. Nowadays the SM only accommadheefirst three forces but many exten-

9



10 1. Particle Physics overview

sions and new theories try to unify all of them.

e The electromagnetic interaction occurs between partiglish have electric charge. It is at the
origin of the bounding of the electrons in the atoms. The phdy), which is a neutral massless
particle, is its associated boson. Since the photon is essthe interaction has infinite range.

e The weak interaction is liable of the radioactive decay @f thucleus trough the exchangezs
andW+* bosons. These intermediate particles have very large madseh limit the range of the
interaction, being this limit of the order of 18 m.

e The strong interaction is responsible for holding the pmstand neutrons together in the atomic
nuclei. The intermediate bosons of this force are the glweimeh are massless particles that
carry color charge. Due to this charge the gluons can intéxeteveen them producing therefore
the confinement of the quarks inside hadrons. The range ®frttéraction is of the order of the
medium size nucleus (1& m).

e Gravitation acts between all types of particles. Suppgsédlassociated boson is the undiscovered
graviton with a mass speculated to be lower than®36V [4]. This interaction, with an infinite
range, can be considered negligible between elementatiglpar

Three generation of fermionic matter

top t photol
=12 -
Z =23 = ’Y

- q<10%e
m = 173.5 GeV <1078 eV
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Figure 1.1: Representation of the SM particles. The fermame separated in three families or genera-
tions. The bosons are the carriers of the fundamental foheegldition, the Higgs boson, not included in
the table above, is the SM particle in charge of generatiagnhss of the other particles. The properties
reported on the table are: the spin (s), the electric chayggvén in units of charge electron) and the
mass (m)[[4]. Each particle has an antiparticle associatttdthe same mass but opposite charges.

In the quantum mechanics formalism the SM is written as a gdiafd theory that unifies the elec-
troweak (EW) interaction (unification of electromagnetilaveak forces) and the quantum chromo-
dynamics (QCD). It is based on the symmetry gr&ipg(3)c ® S U(2). ® U(1)y, which represents the
strong, the weak and the electromagnetic interaction otispdy. The lagrangian of the SM describes
the dynamics and the kinematics of the fundamental pastetel their interactions. It has been built as
a local invariant gauge theoryi[5]. The requirement of ttealanvariance introduces automatically the
terms for the gauge bosons and also those that describdrttezmctions with matter. The insertion of
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the mass terms in the lagrangian violates the local gaugengym. Nevertheless, these terms can not be
removed given that some experimental results reveal tieatviak intermediate gauge bosons are mas-
sive particles. This problem is solved by the spontaneoms sstry breaking (SSB) through the Higgs
mechanism.

In order to apply the Higgs mechanism to give mas¥oandZz®, the Higgs field, that breaks the
electroweak symmetry, is introduced like the complex sdad ¢(x) with the following lagrangiang’)
and potential Y(¢)):

Z =(0,0)0¢)" - V(¢) V() = (2o’ + (o7 ¢) (1.1)

wherey is the codicient of the quadratic term andl the codficient associated to the quartic self-
interaction between the scalar fields. Imposing the inmagaunder local gauge transformation, the
masses of the weak bosons are automatically generatect thikilphoton and gluon particles remain
massless. After the SSB mechanism, the gauge fields are 8essmgtuons for the strong interaction,
1 massless photon for the electromagnetic interaction amassive bosond\* andZz°) for the weak
interaction.

Despite the prediction of the Higgs boson with a mass termlef= /—2u2, the SM doesn't give a
hint of its mass becaugeis a priori an unknown parameter. The Higgs searches at L&Rtn and
also at the LHC have been progressively excluding most opéimitted mass regions. Recently a new
particle has been discovered by the ATLAS and CMS experisnainthe LHCI[5]. The new particle has
amass- 126 GeV and its properties are compatible with those predifidr the SM Higgs boson. Figure
L2 shows the results obtained by the ATLAS detector wittdtita recorded during 2011 and 2012. This
discovery is the outcome of the intense experimental anorétieal work to reveal the mass generator
mechanism.

= 10 —_ ‘ ‘ ‘ T ‘ ‘ ‘ A -
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Figure 1.2: ATLAS combined search results: the observeiljs@b% confidence level (CL) upper limit

on the signal strength] as a function oMy and the expectation (dashed) under the background-only
hypothesis. The dark and light shaded bands show the- and+ 2 o~ uncertainties on the background-
only expectation[6].

Currently, many of the experimental observations in pkrtghysics seem to be consistent with the
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SM. The LHC detectors have also re-checked this theory bygdpiecise measurements on quantities
well known matching their theoretical expectations. Fejlitd shows the total production cross section
of several SM processes as measured with the ATLAS expetimgroton-proton p — p) collision

at the LHC. These measurements are compared with the condisyg theoretical results calculated at
Next-to-Leading-Order (NLO) or higher. The analyses werdgrmed using dferent datasets and the
luminosity used for each measurement is indicated nextdb data point.
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Figure 1.3: Summary of some SM cross section measurememgazed with the corresponding the-
oretical expectations calculated at NLO or higher. The danlbred error bar represents the statistical
uncertainty. The lighter-colored error bar representsuli@incertainty, including systematics and lumi-
nosity uncertainties [7].

Despite the great success of the SM, there are still someettiead problems and some not well un-
derstood experimental results. Some of these issues argedelow([8]:

¢ Unification of the forces: the great success of the unifiectede/eak theory motivates the research
for unifying the strong interaction too. The Grand Unifiedebhy (GUT) tries to merge these
forces in only one interaction characterized by a simplepting constant. A naive extrapolation
of the trend of the strong and EW interaction strengths framtb high energies suggests that the
couplings might become equals at the unification mass b#° GeV. In addition, there are other
theories that go one step further to join also the gravitye Whification scale for the four forces,
called Planck mass, is expected to be of the order b0'° GeV.

e Hierarchy problem: the hierarchy problem is related by #w that the Higgs mass is unnaturally
small. The theoretical calculation of the Higgs mass inekuthe loop quantum corrections asso-
ciated to every particle that couple to the Higgs field up tdade scale. Considering the Planck
scale, this calculation gives divergent masses that ctastib the current LHC results and all other
indications from the SM results.

e Dark matter: it's known that the luminous matter in the undeg which emits electromagnetic
radiation that can be detected, is only a 4.9% of the totadtieg matter[[B]. Observation of the
relative motion of the clusters and galaxies can not be éxgdbonly by this amount of matter.
Despite of the experimental proves that the dark mattetsexis nature is yet unknown.
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e Neutrino masses: experimental results show that neuthiaes small but finites masses instead of
zero contrary to what usually the SM assumes. The neutriailai®n effect can not occur with
massless particles in the SM framework.

¢ Matter-Antimatter asymmetry: the SM treats the antiptei@s particles with the same masses
but opposite internal charges. Nowadays, it is known the@niimbalance between matter and
antimatter which origin is not understood yet. The violatwf the CP symmetry in the SM can
contribute to this unbalance. Nevertheless, the currgrgrxents have observed that thifeet is
small to explain the present matter antimatter asymmeitryrant of that, new models would be
required to explain this observation.

To address the opening questions and also to accommodatepgaemental observations many theo-
ries are being developed. A very elegant theory to coveripB&SM is called Supersymmetry (SUSY)
[B]. SUSY extends the SM by incorporating new supersymmeiticles with properties similar to the
SM particles except for their spin. The fermionic supenpars will have a spin 0 while the bosonic su-
pertpartners will have spié. These superparticles could contribute to the called datten They also
can solve the hierarchy problem since the loop contributfaome particle to the Higgs mass is cancelled
by the loop contribution of its superpartner. Moreover, shpersymmetry also introduces an ambitious
scheme to unify gravity with the other forces.

According to the most common version of the theory, the dedaysuperparticle has to have at least
one superpatrticle in the final state, and the lightest partitthe theory must be stable. This provides
an excellent candidate for dark matter. To verify supersytnynit is necessary to detect superparticles,
so that’s why the spectrum of the superpatrticles is beingrsitely explored at LHC. No hint of super-
symmetry has been observed up to now and many exclusiors liraite been quoted in the recent years

7.

In front of the proliferation of new theories developed tdveothe SM problems, further evidence
and experimentation are required to determine their riéitiabThe top quark, due to its special proper-
ties (huge mass and fast decay), can help in the verificafidmeoSM and also in the validation of its
extensions.

1.2 Top-quark physics in the SM and beyond

The top quark was discovered in 1995 at the Tevatron acdeteira Chicago, USA[[IO[11]. Its
discovery was a great success of the SM because it confirmmexigtence of the predicted weak isospin
partner of the bottom quark. At hadron colliders, the toprigua predominantly produced through
strong interaction and decays in a short time1(0~2° s [T2]) without hadronizing. Its decay is almost
exclusively through the single mode-» Wb (> 99%). According to the SM, the top quark is a fermion
with an electric charge afop =(2/3)e and it is transformed under the group of c&d(3)c.

The LHC can be regarded as a top quark factory. During the Raiath taking, ATLAS recorded
more than 6 millions oft pair candidates and few millions of single top candidatéss fiuge amount of
data facilitates the measurements of the top-quark priegexith a high precision and also new physics
searches. Many of these properties have already beendidiee LHC:

1During the first three years of operation, the LHC has coregletrun of unprecedented success (Run I) accumulaginity !
of integrated luminosity at 7 TeV ane20 fb~1 of integrated luminosity at 8 TeV gd — p collision in ATLAS and CMS detectors.
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e Mass itis intrinsically important for being the mass of one oéttundamental particles. Moreover,
its large mass~40 times higher than the following massive quark) confeahitmportant role in
the radiative corrections having high sensitivity to plegdBSM. Accurate measurement of its mass
have been performed at the Tevatrpn [13] and the LHC [14]. eMttmtails about the relevance of
the top-quark mass will be presented in the following sutises and in Chaptdi 5.

e Cross Section: the tt cross section at LHC has been measured to bé;éi?do at 7 TeV [15]
and 24132 pb at 8 TeV in thé + jetschannel[[1I5]. The ATLASt cross-section measurements
compared with their theoretical predictions can be seengare[L.% (left). The single top quark is
produced through the electroweak interaction. The s-odlatwshannel and Wt production cross-
section have been also measured in ATLAS [17[1B, 19]. Thsilts compared with the theoretical
predictions are shown in Figufell.4 (right).

T
~-NLOQCD (pp) 4 Single Lepton (8 TeV) 241+ 32 pb
¥ Single Lepton (7 TeV) 179+ 12 pb
A Dilepton 173 7 pb
“"NLOQCD(PP) 5 All-hadronic 167 + 81 pb o
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Figure 1.4: Left: Summary plot showing the top pair prodmictcross section as a function of
the LHC center of mass energy/6). The experimental results in the various top decay channel
(and their combination) at 7 TeV and the recent result at 8 @m/compared to an approximate
Next-to-Next-to-Leading-Order (NNLO) QCD calculationigRt: Summary of measurements of
the single top production cross-section as a function ot#reer of mass energy compared to the
corresponding NNLO theoretical expectation foffelient production mechanisms.

e Charge: the prediction of the top-quark charge in the SMyis, =(2/3)e. Nevertheless, some

exotic scenarios postulate gtérent chargeg,p =(-4/3)e. The top-quark charge measurement in
ATLAS gives a good agreement with the SM and excludes thdegognarios with more than 8
standard deviations) [20].

e Charge Asymmetry: the SM predicts a symmetrit production under charge conjugation at

leading-order (LO) and small asymmetry at NLO due to thaahénd final gluon emision. The
gg — ttis a symmetric process whitf — tt is not because the top quarks are emitted in the direc-
tion of the incoming quark and the anti-top quarks in thedtiom of the incoming anti-quarks. For

p — P colliders, as Tevatron, the charge asymmetry is measuradomeard-backward asymmetry.
Recent asymmetry measurements at Tevatron have showar&e8ss over the SM expectations
[21,122]. On the other hangh,— p colliders, as the LHC, present an asymmetry between theadent
and forward region. Several processes BSM coftiieica this asymmetry, nevertheless the current
ATLAS results are consistent with the prediction of the $M][2

e Spin: the top-quark spin properties have been studied througangalar distribution of the two

leptons in the di-lepton topology. Anomalies in the spinssre distribution could reveal BSM
physics. However ATLAS results show a spin correlation ireagnent with the NLO SM predic-
tions. The hypothesis of zero spin correlation is excluddéshstandard deviations [24].
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e Anomalous couplings: the top-quark physics also involves searches for anomahbersactions.
The polarization of the W in the top-quark decays is sendibline structure of the Wtb vertex.
The dtective lagrangian of this vertex includes anomalous cogglivhich are null in the SM. Any
deviation from zero in the measurement of these couplingireg necessarily physics BSM. The
present ATLAS measurements are consistent with the SM gtreds [25]25].

e Rare decays:according to the SM, the Flavour Changing Neutral Curre@NE) are forbidden
at tree level and suppressed at higher orders. Nonethelsssions of the SM with new sources
of flavour predict higher rates for FCNCs involving the toadu The current ATLAS results show
no evidences for such procesded [27, 28].

e Resonancesmany models of physics BSM predict the existence of new r@soes that may decay
into top-quark pairs. Th# invariant mass spectrum is searched for local excesseatitgyfrom
the SM prediction. The current ATLAS results do not show arigence of thet resonances. The
most studied models have been excluded in the range betwedeWand 2 TeV at 95% CIL[29].

1.2.1 Top-quark mass

The top-quark massrop) is one of the fundamental parameters of the SM. As all therdérmion
masses and coupling constants, it also depends on the ralimation scheme. Thusygp has to be
understood within a theoretical framework. Nonethelesstrary to the lepton mass, the quark mass
definition has intrinsic limitations since quarks are cebbiparticles and do not appear as asymptotic
free states. The Appendd A shows the masses of some leptonguearks for dferent renormalization
schemes.

There are dferent top-quark mass definitions:

e Pole mass |(rfooge) [30]: this mass is defined in the on-shell scheme in which it is assiimat the
renormalized mass is the pole of the propagator. The irdrezrormalons plagued the pole mass
with an intrinsic non perturbative ambiguity of the orderAafcp B. Hence, themfoorl)e can not be
measured with an accuracy better than the ordérdgep.

e Running mass m“gg) [31]: this mass is defined in the modified Minimal Subtraction sohévts)
where the renormalized lagrangian parameters becomeyedepgndent. The running masses
should be understood within the QCD lagrangian (or dynamiGenerally speaking, the mass
not only influences the available phase space for a givenepspdut also its amplitude via the
renormalization group equation, which may depend on theggrseale, and part of that dependence
goes through the running mass.

e Kinematic mass: the experimental measurements are principally based ameanétic reconstruc-
tion of the top-quark decay products. The mass measuremeotrimonly extracted by comparing
the data with the MC distributions generated dfatent top-quark masses. In this case, the quan-
tity measured merely corresponds to the top-quark MC massrgter which is not well defined in
any theoretical scheme. Nevertheless tiiedeénce between this kinematic mass and the top-quark
pole mass is expected to be of the order of 1 GeV[[3R, 33].

2AQCD is the QCD parameter that characterize the confinementag:liocp, as(Q?) — «, whereQ s the energy scale.
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1.2.2 Top-quark mass in the EW precision measurements

The EW observables measured with high accuracy serve agpamtamt tool for testing the SM theory.
The validation of this theory is done by an accurate comparef the experimental results and the EW
precision measurements extracted from the EW it [34]. Is fitj the most accurate value of the EW
parameters together with their theoretical predictionsdiporating higher orders quantum corrections)
are taken into account. The EW fit results can be also useathgbior constraint some other parameters
of the model. For example, th&* andZ® masses have been predicted by the SM being:

1
Mz-COSHW:MW:E-V-a’e (1.2)

wherev is the vacuum expectation value, is the electroweak couplingy is the mixing angle and
Mz and My, are the boson masses. The first simple prediction is diregtiacted from Equation.2:
the Mz has to be bigger thakly. This prediction is in agreement with the experimental meaments:

Mw = 80.385+ 0.015 GeV andViz = 91.1876+ 0.0021 GeV froml[4].

In the gauge scalar sector, the SM lagrangian contains oplgrdmeters that can be traded dy
6w, My andMy. Alternative one can choose as free parameters the FermtartrGg), ae, Mz and
My with the advantage of using three of the SM parameters wighdri experimentally precision. The
relation between them is shown in equafiod 1.3.

MZ
sinfyw =1 - —‘g’ M3, sinby =
MZ

e

—\/EGF (1.3)

These equations are calculated at tree level, neverthalgissr order corrections generate additional
terms. Quantum correctiongter the possibility to be sensitive to heavy particles, wiedoh only kine-
matically accessible through virtual looffects. The top-quark mass enters in the EW precision mea-
surements via quantunffects. In contrast to the corrections associated to the ptnéicles of the SM,
the top-quark mass gives sizable corrections owing to igelanass. For instance,naop of 178 GeV
gives quadratic corrections ¥, with a sizable &ect of 3% [35].

If one assumes that the new boson discovered by the ATLAS afffl €&periments is the SM Higgs
boson, briefly explained in Sectign1L.1, all the SM fundarakparameters are accessed experimentally
for the first time. At this point, one can overconstrain the &\ evaluate its validity. The compatibility
of each of the EW parameters can be studied taking into atthediferences between its experimental
results and the EW fit prediction (the parameters under testansidered free parameters in the EW fit).
For example, the impact on the indirect determination ofheass, mixing angle and top-quark mass
have been studied and all of them have shown a good agreeB@gnt he main goal of the EW precision
fit is to quantify the compatibility of the mass of the discoe@boson with the EW data. The uncertainty
of many of these indirect predictions are dominated by tipegiwark mass error, which motivates the
measurement of the top-quark mass with a high precision.

Figure[Lh shows the agreement between the experimentalmegaents and the EW fit predictions for
the top and W masses. The contours display the compatibiityween the direct measurements (green
bands and data point), the fit results using all data excepbth, mp and My measurements (grey
contour areas), and the fit results using all data exceptxtpergnentalMy, and myop measurements
(blue contour areas). The observed agreement demongtratiespressive consistency of the SM.
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Figure 1.5: Contours of 68% and 95% confidence level obtafreed scans of fits with fixed variable
pairsMw vs myop. The narrower blue and larger grey allowed regions are thateeof the fit including
and excluding théviy; measurements respectively. The horizontal bands indthatdr regions of the
Mw andmop measurements (world averages)[36].

1.2.3 Top-quark mass in the stability of the electroweak vacum

The discovery of a new particle compatible with the SM Higgsdn brings to the table questions
inaccessible until now. For example, the discussion allmustability of the electroweak vacuum in the
SM has been recently reopenéd|[B7), 38]. The Higgs potestitla way adopted by the SM to break
the electroweak symmetry. The crucial question here is Wigds boson mass allows the extrapolation
of the SM up to higher scales while still keeping the electalvvacuum stable. The latest NNLO
calculations have been used to obtain a vacuum stabilitgition extrapolated up to the Planck scale.
This condition from[[3F] is shown in Equatiénl.4.

e 1732 GeV] 05 (QS(MZ) -0.118

4
My > 1292 + 1.8><{ 59 Gav 25005 )J_r 1.0 GeV (1.4)

The equation critically depends on the Higgs boson mikg (the strong coupling constantd) and
the top-quark pole masaﬂop'e). If one assumes that the new boson discovered at LHC camesyio
the SM Higgs boson, the Higgs mass is known bdifg ~ 124— 126 GeV [6]. The strong coupling
constant has been also measured with high accuragi;) = 0.1184+ 0.0007 [4]. Finally, the third
parameter is the top-quark pole mass which has been exglair®ectio_L.Z]1. In order to see if the
expectedViy accomplishes the vacuum stability condition, the lategtgoark mass measurement has

been used as input. quoooge has been derived from thd\(",g measurement extracted from present cross
section analysis at Tevatrdn [39]. Using this mass valu@pistj the stability condition gives a limit of
My > 1294+ 5.6 GeV which is compatible with the mass of the recent bosarogtered within its error.
Figure[L® illustrates the electroweak vacuum areas foabislute stability (given by Equati¢nll.4),
metastability (regime reached when the condition given gydEionL¥ is not met and the EW vacuum

lifetime overshoots the age of the universe) and instgbffiegime attained when the condition given
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Figure 1.6: Areas in which the SM vacuum is absolutely stabletastable and unstable up to the Planck
scale [3¥]. The & ellipses in the W, r’rﬁf;e] plane have been obtained from the current top-quark and
Higgs mass measurements at the Tevatron and the LHC expasim&lso the uncertainty from future
measurements at the LHC and at the ILC have been included.

by Equatior_¥ is not met and the EW vacuum lifetime is sldttan the age of the universe) in the
[my, nfoc’;e] plane at the 95% confidence level. The achievable resolaticfuture LHC and International
Linear Collider (ILC) results have been also added.

More precise determination of the stability of the electeal vacuum must include a more accurate
top-quark pole mass measurement. In this way, the fgteelinear collider could be used to determine
the top-quark pole mass with an accuracy of few hundred MeV.



CHAPTER

2
I The ATLAS Detector at the LHC

The Large Hadron Collider (LHC) is the most powerful pagiatcelerator built up to date. Itis located
at CERN European Organization for Nuclear Resedramthe border between France and Switzerland,
close to Geave. The LHC is a hadronic machine designed to collide proatrascenter of mass energy
of 14 TeV. Such high energies open the door to physics reginaesplored until now. The proton beams
collide in four points of the ring where the detectors areatad. ATLAS is one of two multi-purpose
detectors built to investigate theffirent physics produced by the LHC collisions. It is compdsgd
many sub-detectors which have been designed to accompésifis requirements. Since the start of the
LHC operation in 2009 this accelerator has been improviagdérformance: increasing the luminosity
and the beam energy up to 4 TeV (8 TeV collisions). Also the ASldetector has been operating with
an dficiency higher than 90% during all data taking periods. Timigressive performance has permitted
to store an integrated luminosity of 26.5tcombining the integrated luminosity obtained at energies
of 7 TeV and 8 TeV during 2011 and 2012). Thanks to the goodgdesionstruction and operation of
the machine and detectors many results have been obtaideshare of the goals of the ATLAS detector
have already been achieved.

This chapter is organized as follows: Sectiod 2.1 presérd HC machine and its main properties
and parameters, Sectibn?.2 introduces the ATLAS detedtarggan overview of its sub-systems and
their main functionalities and requirements.

2.1 TheLHC

The LHC [40], with a circumference of 27 Km and locateilO0 m underground, is the biggest ac-
celerator at CERN[41] facility. This machine accelerates proton beams in opposite directions and
makes them to collide in the points of the ring where the dets@re installed. The LHC has been built
to allow an extensive study of the particle physics at the 3eMe.

To achieve the design energies of the LHC, the protons neaelpoe-accelerated before their insertion
into the main ring. The CERN has an accelerator compleix [4&jmosed by a succession of machines
that speed up particles to increase their energies in desteps. The acceleration of the protons starts in
the LINACS, linear accelerators, reaching an energy of 50 .Méese beams are transferred to the circu-
lar accelerator PS Booster, which provides an energy of &\ Gtraightaway, the bunches are inserted
into the Proton Synchrotron to get an energy of 26 GeV andyiiatb the Super Proton Synchrotron to
reach an energy of 450 GeV. The latest element of this chafreit HC with a design energy of 7 TeV
per beam.

To accomplish the goals of the LHC, both high beam energids$agh beam intensities are required.
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20 2. The ATLAS Detector at the LHC

In order to provide high beam intensities the- p beams instead of the— p beams have been chosen
due to their easier production and storage. Thereforeglai- p collider, the LHC needs two separate
pipes to drive the particles in opposite rotation directioBecause of the space limitation in the tunnel
a twin-bore system has been developed to allow two beam efesharing the same mechanical and
cryostat structure. In the interaction regions, where beidims use the same pipe, an optimized crossing
angle has been implemented in order to avoid parasiticsgais. On the other hand, the higher energies
only can be reached with NbTi superconducting magnets Gpgraith a magnetic field o£8 T. To get
these fields they are cooled down to 1.9 K using superfluiddiggelium. There are dierent types of
magnets along the ring: 1232 dipoles to guide the beam thrasdgrajectory, 392 quadrupoles to focus
the beams and sextupoles and multipoles to control the bestabilities.

At the designed luminosity/fl) of 103 cm2 s, on average, more than 25 interactions will take place
per bunch crossing. This high luminosity allows the studynainy interesting processes with low cross
sections.

The protons will be bundled together into 2808 bunches with Hillion protons per bunch. The two
beams collide at discrete intervals never shorter than 26seconds. In addition to proton beams the
LHC has been also designed to collide heavy ian$ [43]. The ldg€rational design parameters for
protons and ions running conditions are shown in TRQlk 2.1.

| Design beam parametefs p-p | Pb-Pb I
Injection energy 0.45GeV | 177.4nucleon GeV
Beam energy 7 TeV 2760 GeYnucleon
Dipole Field 8.33T 8.33T
Luminosity 10**cm2 st 107" cm2 st
Bunch spacing 25ns 100 ns
Particles per bunch 1.15x<10% 7.0x10’
Bunches per beam 2808 592

Table 2.1: The main LHC design parameters for proton-pratahheavy ion collisions.

To study the LHC physics, four big detectors have been iiestah the collision points. The construc-
tion of these detectors has been a challenge due to the higfadtion rates, extreme radiation damage
and particle multiplicities produced by the LHC.

There are two general purpose detectdr3proidal LHC ApparatuS (ATLAS) [44] and theCompact
Muon Solenoid (CMS) [45], which have been designed to cover all the posgilysics for proton-
proton and nuclei-nuclei interactions. These detectorg operate with a designed peak luminosity of
£ = 10* cm? s7! for proton operation. Having two independent detectorsta for cross-checking
of the discoveries made. On the other hahndrge Hadron Collider beauty(LHCDb) [4€] andA Large
lon Collider Experiment(ALICE) [B/] are specialized detectors focused on specifiermmena. The
LHCb is a single-arm spectrometer with a forward angulatecage focused on the study of the heavy
flavour physics. The LHCb has been designed to run at low lasiipnwith a peak off = 10°? cm? s71.
Finally, the ALICE detector has been built to study the pbgsif strong interacting matter at extreme
energy densities where the quark-gluon plasma is formee pEak luminosity for the nominal lead-lead
ion operation is£ = 10?" cm2 s1. A schematic view of these detectors overimposed on theici§p
locations in the LHC ring is shown in FigufeP.1

1The luminosity.£ is defined as the number of particles per unit of time and aned,it only depends on beam parameters:
£ =142 _wheref is the bunches crossing frequenaythe number of particle per bunch and4oy is the beam section area.

4noxay
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In addition, there are two small LHC detectors focused orfidh&ard physics that is not accessible to
the general-purpose experiments: Ti¢al elastic and dfractive cross-section measuremerperiment
(TOTEM) and theLargeHadron Collider forward experiment (LHCf). TOTEMI[[48] is dedicated to the
precise measurement of tpe pinteraction cross-section and accurate monitoring of tH€ luminosity.
LHCT [49] uses forward particles produced by the LHC cofliss as a source to simulate cosmic rays in
laboratory conditions. Moreover, tidonopole andExoticsDetectorat theL HC experiment (MOEDAL)
[60] has been approved to be installed in the LHC ring to diyesearch for a hypothetical particle called
magnetic monopole.

Figure 2.1: Schematic pictures of the four main experimistslled at the LHC ring: ATLAS, LHCD,
CMS and ALICE.

2.2 The ATLAS Detector

The ATLAS detector[[44] is a general purpose experiment baifully exploit the physics produced
by the LHC. It will provide many accurate measurements nagdfiom precision physics within the SM
all the way to new physics phenomena. At the LHC design lusitgoa large number of particles emerge
from the interaction point every collision creating a highek multiplicity in the detector. The ATLAS
detector has been designed to work under these conditidreslajout of the ATLAS experiment can be
seen in Figur&212. This detector weights 33 tones and it is #fng and 22 m tall. Its large size allows
a good momentum resolution of the charged particles. Itispsed by dierent sub-detectors installed
around the beam pipe. In general all of them presents the saoeture: cylindrical layers around the
beam pipe in the central (barrel) part and discs perperatitolthe beam direction in the forward (end-
cap) region. This layout covers hermetically the spaceratdbe interaction point allowing a whole
reconstruction of the events. Each sub-detector has beefoged for measuring a specific property
of the particles. The most internal one is the Inner Dete@@) which is responsible of the pattern
recognition, the momentum measurement of the charge [esréaed the reconstruction of the primary
and the secondary vertices. The ID is surrounded by a salenagnet[[5i1] that with a 2 T magnetic
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field bends the trajectories of the charged particles. THevilng detectors are the calorimeters which

are the responsible of measuring the energy of the partitiediquid-argon electromagnetic calorimeter
measures the energy of the electrons, positrons and phwtalesthe hadronic calorimeter measures the
energy deposited by the hadrons. The outermost detectoe igltion Spectrometer (MS) that identifies

the muons with a high momentum resolution. A toroidal magmkicated close of the MS generating a
strong bending for the muons. All ATLAS sub-systems havewshan excellent performance during the

first years of running operating with high data takinfjaency [52]. The integrated luminosity recorded
by ATLAS was 45 pb? in 2010; 5.2 fb* in 2011 and 21.3 f* during 2012[[58]. Thanks to this amount

of data many of the SM properties have been confirmed and ailsgarticles have been discovered.

Muon Detectors Tile Calorimeter Liquid Argen Calorimeter

Toroid Magnets  Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

Figure 2.2: Schematic layout of the ATLAS detector.

2.2.1 Inner Detector

The Inner Detector [84] is the innermost ATLAS tracking gyst At the LHC design luminosity it
will be immersed in a very large track density environmetite TD has combined fferent technologies
to provide hermetic and robust pattern recognition, eroélmomentum resolution and high accuracy
for both primary and secondary vertex reconstruction. Théslcomposed by three sub-detectors: the
Pixel detector, the SemiConductor Tracker detector (S@d)tae Transition Radiation Tracker detector
(TRT). Therefore, the ID information is based on a comboratf, from inside out: pixel, silicon strip
and straw tube detectors. The ID, which has a cylindricahgetoy with a length of 7 m and a diameter
of 2.3 m, surrounds the LHC beam pipe. Itis immersed in a 2 Tmatigfield generated by a solenoid.
The superconducting magnet, with a diameter of 2.5 m andgHesf 5.3 m, is shorter than the 1D which
causes a non-uniform field specially towards the end-capgeitheless these inhomogeneities in the for-
ward region have no major consequences since they are mapgedcluded in the track reconstruction.
This magnetic field makes possible the determination opthiey measuring the curvature of the charged
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tracks. The ID layout can be seen in Figlird 2.3 (left).

The main goal of the Pixel detectdr [55] is to determine tlaekrimpact parameters for the vertex
reconstruction. It is composed by 1744 identical silicaxepmodules with a pixel size of 56m x 400
um. They are mounted in three cylindrical layers around thenbexis in the barrel region and three
discs perpendicular to the beam axis in the end-cap regiois.|ldyout generates on average 3 pixel hits
per track. The intrinsic resolution of the pixel detectof@um in the ¥ (parallel to the most sensitive
direction of the module) and 11&m in the long pixel direction (along the beam pipe for the ekrr
modules and radial for the end-cap ones).

The SCT detector [56] aids in the measurement of the pamideenta. It is composed by 4088
modules installed in 4 layers in the barrel and 9 discs in eddhe end-caps. Each SCT module is
formed by two silicon micro-strips detectors of Bt pitch glued back-to-back with a stereo angle of 40
mrad. The detector information is combined to provide orraye 4 space points per track. There are
5 different module designs, one for the barrel layers and 4 forritlecap discs. The micro-strip silicon
detectors have an intrinsic resolution of 2 in the g direction (across the strips) and 518 along
the strips.

The TRT [56] helps in the pattern recognition and momenturasueement. The TRT produces on
average 30 hits per track. The technology used is based®66.000 straw tube filled with gas elements
with 4 mm of diameter and variable length depending on the fthe detector. The intrinsic resolution
of the TRT is 13Qum in the perpendicular direction to the straw.

The combination of precision tracker detectors at smaiusadith the TRT detector in the outermost
part provides a pattern recognition with high precisionhe t and z coordinates. Tracks wifby
larger than 500 MeV are reconstructefi@ently in a pseudo-rapidity;§ range ofly| < 2.5. FigurdZB
(right) shows the reconstructioffieiency for muons, pions and electrons witpaof 5 GeV. The muon
detection éiciency is close to 100% for afh| range while for electrons and pions thi&aency follows
the shape of the amount of material in the ID as a function|¢b4].
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Figure 2.3: Left: Picture of the Inner Detector layout. Rigfirack reconstructionficiencies as a
function of|p| for muons, pions and electrons wiph = 5 GeV. The infficiencies for pions and electrons
reflect the shape of the amount of material in the inner detect a function ofy| [54].
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2.2.2 Calorimetry system

The calorimetry systemi [54] is the detector in charge of meag the energy of the particles. It is
composed by the electromagnetic calorimeter (EM) and thdrétac calorimeter. The EM calorimeter
must be able to detecfiiciently electrons, positrons and photons within a largegneange, from 5 GeV
to 5 TeV, and also to measure their energies with a lineadtieb than 5% (Figure2.4 right). Moreover
the hadronic calorimeter provides a high quality affiteent jet reconstruction. The ATLAS calorimeter
is composed of a number of sample detectors tifar mear hermetic coverage in pseudorapidity range
(Inl < 4.9). The sampling calorimeters consist of a dense absorheriado fully absorb initial particles
and detection material to produce the output signal pragat to the input energy. The depth of the
calorimeter is large enough to fully contain the showersjding the contamination of the MS with pos-
sible particles that could escape of the calorimeter aner émtb it deteriorating the muon reconstruction
(punch-trough fiect). The EM calorimeter depth is larger thanH , in the barrel and more than 24
in the end-cap; the radial depth of the hadronic calorinistapproximately 7.48in the barrel and more
than 104 in the end-cap. The total thickness is the adequate to pe@vigbod resolution for high energy
jets and goodEQ“iss energy reconstruction. The layout of the ATLAS caloriméseshown in Figur&Z214
(left).
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Figure 2.4: Left: Picture of the ATLAS calorimeter layoutigRt: Linearity of the energy measured by
the EM calorimeter for electrons offtirent energies. It is better thar§/5 for the energy range studied
[54].

The EM calorimeter is a lead-Liquid Argon (LAr) detector vin accordion shape covering the com-
plete ¢ symmetry. It is divided in two parts: the barrel paf (< 1.475) composed of two identical
half-shells and two end-caps.8¥5< |n| < 3.2) formed by coaxial shells with fierent radius. The lead
plates are used as absorber material. Their variable thgskin the barrel region and also in the end-caps,
have been chosen to optimize the energy resolution. Théliaugon has been selected as the active
medium providing good intrinsic linear response and sitghilver time. The expected energy resolution
in the EM calorimeter isf = %’ ® 0.7%. In addition, a presampler detector has been installémtde
the calorimeter to take into account the previous energieses due to the interaction of the particles
with the material of the ID detector.

The hadronic calorimeter is located around the EM calommdt is composed by three barrel parts,

2Xq is the mean distance over which a high-energy electron klsesit 1/e of its energy by bremsstrahlung g8 f the mean
free path for pair production by a high-energy phofadn [4].

3The interaction length is defined to be the mean path length needed to reduce the nofeativistic charge particles by a
factor Je as they pass trough the matter.
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the central one withy| < 1.0 and two extended barrel region coverin§ & || < 1.7. This sampling
calorimeter uses steel plates as absorber and scintilie®as active material giving a total thickness of
7.4 1. The Hadronic End-cap Calorimeter (HEC), located behiedihl end-cap, presents two indepen-
dent wheels per end-cap. The copper plates are interleagediipg the absorbent medium and the LAr
is also used here as active material. The expected energjyties of the barrel and end-cap hadronic
calorimeter isE = i\/%/“ @® 3% for single pions.
The Forward Calorimeter (FCal) is located beyond the HECextensive coverage,13< || < 4.9,

gives uniformity as well as reduces the radiation backgdanthe muon spectrometer. It is composed of
three modules extended in depth until L@he first one uses copper as absorber material and provides a
good optimization of the EM measurements while the secoddfard use tungsten as absorber material
to measure the energy of the hadronic interactions, allevhtbsing LAr as active material. The expected

energy resolution i§E = %’E%ea 10% for single pions.

2.2.3 Muon Spectrometer

The Muon Spectrometelr [54] has been built to provide a cleahddicient muon reconstruction with
a precise momentum measurement over a wide momentum rangefdw GeV to few TeV. Isolated
muons with high transverse momentum are commonly involaeidteresting physics processes of the
SM and also BSM. An ficient muon reconstruction and clever trigger system id tatédentify these
events.

The MS is the largest ATLAS detector, it covers a pseudompidnge ofjy| < 2.7 and is divided in a
barrel region, which contains three concentric cylinderhe beam axig«| <1), and the end-cap region
with four discs perpendicular to the beam direction(ly| < 2.7). The MS makes use of four types of
technologies: the Monitored Drift Tubes (MDT) and the Cath&trip Chamber (CSC), both used for
the tracking reconstruction, and the Resistive Plate Cleaifi®PC) and Thin Gap Chambers (TGC) used
for the trigger system. The MDT’s chambers, located in thedbaegion, are drift tubes that provide
high precision measurements of the tracks in the principating direction of the magnetic field. The
measurement precision of each layer is better tharnub® then-coordinate. The CSC situated in the
forward region are composed by multi-wire proportionalmab&rs which provide a position resolution
better than 6@:m. The trigger system is formed by the RPC, gaseous deteatdfe barrel region and
the TGC, multi-wire proportional chambers, in the end-aagion. The layout of the muon spectrometer
can be seen in the FigureP.5 (left).

The muon magnet systein [51] originates the deflection of themtracks. It consists of 8 supercon-
ducting coils in the barrel and two toroids with eight coilghie end-cap. It is a superconducting air-core
magnet that provide an average field strength of 0.5 T and dilbbg@power of 3 Tm in the barrel and 6
T-m in the end-cap.

The combination of all these technologies immersed in a mgfield allow a precise measurement
of the muon momentum. FigufeR.5 (right) shows the total msjectrometer momentum resolution
as a function ofpr (red line) and the individualféects that contribute to the final resolutionffdrent
colors). At low momentum, the resolution is dominated bytflations in the energy loss of the muons
traversing the material in front of the spectrometer. Inititermediate momentum range, the multiple
scattering plays an important role and for high momentummsube resolution is limited by the detector
performance, alignment and calibration.
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Figure 2.5: Left: Picture of the Muon Spectrometer layoutgh® Contributions to the momentum
resolution for muons reconstructed in the Muon Spectronaste function of transverse momentum for
[l < 1.5. Different contributions can be seen in the pictlreé [54].

2.2.4 Trigger

The ATLAS trigger and data acquisition systeml[54] is congublsy three processing levels designed
to store the most interesting events, as not all collisiamdxe recorded, neither are all of them interesting.
The Figurd 2 (left) shows the levels of the ATLAS triggeairh the Level 1 (L1)[I57], hardware based
trigger, the Level 2 (L2), based on software trigger aldomns, and the Event Filter (EF)[58] also based on
software information. The trigger chain must reduce th@otdata rate by a factor of $¥@rom the initial
40 MHz at nominal conditions to 200 Hz. This huge rejectioawdt accomplish while maintaining the
high dficiency for the low cross section processes that could berirapicfor new physics. The filerent
luminosity conditions in the LHC require variable triggettings, during the low luminosity periods the
trigger has been working with loose selection criteria aagsptrough mode but with the increasing of
luminosity the use of higher thresholds, isolation crdeaind tighter selection triggers were needed to
reject the background (those events without interestingigh). Figur€Zl6 (right) shows the rates for the
L1, L2 and EF trigger (up right) and for several physics tagghains (bottom right) as a function of the
instantaneous luminosity.

The L1 trigger is based on hardware decisions, it receiveduth LHC data at 40 MHz and has to
make a decision each 2.5 to reduce the rate until 75 kHz. The L1 is based on calorinsatd muon
spectrometer information. It uses multiplicities and gryethresholds of some objects reconstructed in
the LAr and Tile calorimeters together withfidirent track segments reconstructed in the muon spec-
trometer. The combination of these information producesal bf 256 L1 decision trees. Each of these
configurations can be prescaled with a factor N that bagicadians that only 1 of N events pass to the
L2. This prescaled factor can be tuned during the run to attieptonditions if the LHC peak luminosity
varies. The jumps on FiguEe2.6 (bottom right) show tfie@ of the prescaling.

The L2 trigger is software based. This trigger reconstrtie@sobjects in the region of interest (Rol).
The Rol is defined as a window around the L1 seed axis. The L2fussr detector granularity, optimal
calibration and more accurate detector description of Bhtéhn the L1. The combination of the infor-
mation of diferent sub-detectors can be matched to provide additiojesdtien and higher purity. On
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Figure 2.6: Left: Schematic picture of the trigger chaingliRi Total output trigger rates as a function
of instantaneous luminosity in a sample run from 2010 pefridata for each trigger level (up right) and
different physics trigger chains (bottom right)I[59].

average, the processing of one event at L2 takgssldhd reduces the output rate to 2 kHz.

Finally the EF, based on software algorithms, must proviéeatditional rejection to reduce the output
rate to 200 Hz. The EF also works in a seed mode, neverthéless access to the full data information.
The df-line reconstruction algorithms are used to get the rajaatieeded at this stage. On average, the
EF can spend 4 seconds to process one event.

2.2.5 Grid Computing

The ATLAS data distribution model, based on grid technasgihas been developed to cover the
necessities of the collaboration. Basically this modehad the storage of huge amounts of LHC data as
well as simulated events PB/year) and also provides a good access irrespectively afltiegtion (high
bandwidth needed). Moreover many CPUs are needed to benoonsly available to run the analysis
of thousands of users. The ATLAS computing model presenisrarchy structure of sites called Tiers.
The ATLAS raw data is stored at the only Tier-0 located at CERTter the first pre-processing, the data
is transferred to 10 Tier-1 around the world and then copie®® Tier-2 which can fer an adequate
computing power for the analysers. The last step of the cluaginhe ATLAS Tier-3 which are analysis
computing resources under the control of individual ingtis.
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CHAPTER

3
I ATLAS Reconstruction

After a proton-proton collision, many objects arise frore thteraction point. In order to know what
physics processes have occurred in the collision, the énteodjects need to be reconstructéiiogently
and accurately. Basically, the particle reconstructiothésprocess of converting the recorded detector
signals into measurements associated to the emerginglpartin this process there are several stages,
the first step is based on the track and calorimeter clustectie information. Tracks are one of the most
important objects in high energy physics experiments dimegrepresent the path of the charged particles
through the detector. Particle properties as point of nridirection and momentum can be obtained from
the reconstructed tracks. The ATLAS tracking system is amsed by the Inner Detector and the Muon
Spectrometer. On the other hand, the passage of intergwitigles through the calorimeters produce
signals in the cells of these detectors. The cells are gupelusters that are used to measure the
energy of neutral and charged particles. The cluster réxeari®n is performed in both electromagnetic
and hadronic calorimeters. Finally, the ATLAS softwareosithms interpret all this information to create
the objects that represent the real particle properties.

This chapter summarizes the main ATLAS particle reconsvo@spects related with this thesis. Sec-
tion[3 introduces the ATLAS reference frames used to ddfie@osition of the detector measurements
which are used as input information for the reconstruct®ectio 3P presents a short report of the track
reconstruction, basically focused on the Inner Detectoabse of the importance for the ID alignment.
Section[3B describes briefly the ATLAS objects, in more ilgh@se involved in the top-quark mass
analysis.

3.1 Coordinate systems

Different coordinate systems are defined within the ATLAS detecthe most relevant frames for
this thesis are those used to describe the ID geometry usbe ialignment: the Global and the Local
coordinate frame$ [60].

Global Coordinate Frame

The Global coordinates (X, Y, Z) of the ATLAS detector are defl as follows: the origin of the
coordinate system corresponds to the nomnalp interaction point, the beam direction coincides with
the Z axis and the X-Y plane is determined by the transveimeepio the beam direction. The positive
X direction is taken towards the center of the LHC ring, theifdee Y axis points to the surface and the
Z positive direction coincides with the direction of theesobid magnetic field. The Global Coordinate
Frame can be seen in Figlirel3.1 (left) for a longitudinal viéthe 1D detector.
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Local Coordinate Frame

The local frame (X, y’, Z’) is built for each detector modwealignable structure. The frame’s origin
of each module is at its geometric center. The x’ axis poitdagthe most sensitive direction of the
module; therefore this axis coincides with the directioonal the short pitch side of the pixel modules,
across the strips of the SCT and across the straws for the EREtdr. The y’ axis is parallel to the long
side of the modules and the z’ direction is the normal to theumplane formed by x’ and y’ direction.
The Local Coordinate Frame for each detector module candre@ethe right side of Figufe3.1.

The hit is always reconstructed in the local reference framéile for the pixel detector the idea
is straightforward, for the SCT and TRT some clarifications meeded. For the SCT, there are two
local frames associated to the two micro-strip detectoom@mmodule, the information contained in both
planes is used to get the SCT hit coordinate. On the other, haedmpute the TRT measurements the x
coordinate is associated to the radial distance to the.track

Pixel Local =

ECC BARREL 4 ECA Fate T

Y

HHH

Longitudinal plane

L1

Figure 3.1: Left: Schematic longitudinal view of the ID detter geometry: Pixels (blue), SCT (green) and
TRT (red). In this view the Global frame is represented bylilaek arrows. The dark boxes correspond
to the position of the arbitrary selected detector moduRight: Local frame for each detector module:
Pixel (up), SCT (middle) and TRT (bottom).

3.2 Track reconstruction

Track reconstruction of charged particles is one of the nmgbrtant ingredients in high energy
physics experiments. The ATLAS tracker detectors have besigned to provide an excellent momen-
tum resolution of thef@iciently reconstructed tracks in a high particle multigii@nvironment. Moreover
the ID is also designed to identify primary and secondartices.
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Tracks reconstruction process

The ATLAS track reconstruction software follows a flexibledamodular design to cover the require-
ments of the ID and the MS. A common Event Data Model [67, 62] éetector description have been
built to standardise all the reconstruction tools. Thekr@construction in the ID can be summarized in
three steps:

e Pre-processingDuring the data acquisition the read out of each sub-detecperformed and the
data is stored in the form of byte streams which are subselgummverted in raw data objects. In
the pre-processing stage these raw data are converteda$danthe track finding algorithms. The
produced clusters are transformed into space points irotfa toordinate system. The pixel clus-
ters provide two dimensional position on a fixed module sigthat can be transformed directly to
a 3D space point. In the SCT detector, the space points aaghedtcombining the clusters of the
two sensors that compose the module into a sorffetéve space point. Finally the TRT informa-
tion is converted into calibrated drift circles. The TRTfdtube information doesn’t provide any
measurement along the straw tube so they can not be usedvidgspace points, instead they are
treated as projective planes.

e Track Finding. Different tracking strategies have been optimized to coeerdint physics pro-
cesses in ATLAS. The default tracking algorithm, calleddesout, exploits the high granularity
of the pixel and SCT detectors to find tracks originated véoge to the interaction point. The
track seed is built from groups of four silicon space poinkbese track candidates are then ex-
trapolated towards the SCT outer edge to form silicon tragksh candidates are fitted applying
different quality cuts that let remove the outliers (hits faryafvam the track), resolve the ambigu-
ities and reject the fake tracks. The selected tracks atleduprojected into the TRT to associate
the drift-circles to the track. Finally the track fit is donsing the combined information of the
three sub-detectors. This algorithm reconstructs prinraigks with high éiciency, nevertheless
the tracks originated in photon conversion and materigratdtion processes rarely pass the re-
quirements in the number of silicon hits. A complementarglifig algorithm called backtracking
is used to recover these secondary tracks. The backtraalgngthm searches track segments in
the TRT and the candidates are extrapolated into the SCTiaebdetectors.

e Post-processing.At this stage a dedicate iterative vertex finding algoritlsnused to reconstruct
primary verticesl[63]. Moreover, algorithms in charge afaestructing the secondary vertices and
photon conversions are also applied at this stage.

Track parameters

Inside the ID, the charged particles describe helical ¢tajges due to the solenoid magnetic field.
These trajectories are parametrized using a set of five faeasr = (do, 2o, ¢o, 0, q/p). All these pa-
rameters, shown at Figufe'B.2, are defined at the perigeehvidithe point of closest approach of the
trajectory to the Z-axisdy is the transverse impact parameter defined as the distartbe thck to the
perigee in the XY planed, is defined to be positive when the direction of the track iclkWise with
respect to the originz, is the longitudinal impact parameter that correspondsea toordinate of the
perigee. These impact parameters can be also calculatedesfiect to the primary vertex or beam spot.
¢o is the azimutal angle of the tangent line to the trajectorasoeed around the beam axis in the X-Y
plane. The positive X axis correspondsgto= 0 and the positive Y axis t¢ = x/2. The polar angle
0 is measured with respect to the beam axis covering a ran@e {3, 7]. Instead of9, another related
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quantity, the pseudorapidity, definedas -In tan@/2) is commonly used. Finally/p represents the
charge of the particle over its momentum and it is relatedi #hie curvature of the tracks.
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Tren‘gee perigee

Figure 3.2: A graphical representation of the track paransah the longitudinal (left) transverse (right)
planes. The global reference frame has been used to defitratkeparameters.

The resolution of the track parameters can be expressediastioh of thepr:

n = 0x(0)(1® P/ Pr) (3.1)

whereo (o) is the asymptotic resolution expected at infinite momerdadyp;, is a constant representing
the pr value for which the intrinsic and the Multiple Coulomb Seaittg (MCS) terms are equal for the
parameterr under consideration. This expression works well at highl\where the intrinsic detector
resolution is the dominant term) and at Ig4 (where the resolution is dominated by the MCS). Tablk 3.1
shows the values of, () andp, for the barrel, where the amount of material is minimum, aordlfie
end-cap regions, where the larger quantity of materialdatied. For computing these values, tiffeets

of misalignment, miscalibration and pileﬂjpave been neglected.

Track Parameter 0.2 |1<0.50 1.5| n I<1.75
T x(o0) | px (GeV) 0 r(o0) | px (GeV) |

apr 0.34 TeV'! 44 0.41 TeV! 80

¢ 70urad 39 92 urad 49

coty 0.7x1073 5.0 1.2x10°8 10

do 10um 14 12um 20

Z5Sing 91um 2.3 71um 3.7

Table 3.1: Expected track parameter resolutions at infirdtesverse momentum-{(c)), and transverse
momentum at which the MCS contribution equalises that froendetector resolutionpf).The values
are shown for barrel and end-cap detector regions. Isokategde particles have been used with perfect
alignment and calibration in order to indicate the optimaifprmance.

1pile-up is the term given to the extra signal produced in tteator byp— p interactions other than the primary hard scattering.
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3.3 Obiject reconstruction

The ultimate objective of the reconstruction algorithmshie creation of physic objects to be used
in the analyses. All the detector information is combinedeoonstruct the signature that the particles
have left throughout the detectors. Sometimes the outptliti®fprocess is not unique because distinct
algorithms can interpret the same data ifietent ways producing fierent final objects. Since a proper
interpretation is vital for the physics analysis thos@allent objects created with the same data must be
removed. This process is known as overlap removal and ilysisaependent.

This following subsection will briefly describe the recaumstion of the ATLAS objects following the
standard selection and calibration for top-quark analf&4is This selection has been used to extract the
top-quark mass presented later in chalter 5.

Muons:

Muons are one of the easiest particles to identify becawsectioss the entire ATLAS detector produc-
ing signal in the MS. The reconstruction of the muon caneifigl] has been performed using/M [66],
an algorithm which combines track segments from the muombleas and from the ID. These segments
are refitted as one track with a tight quality definition. Regd u candidates must have a transverse
momentum p > 20 GeV and 7 |< 2.5 limited by the ID detector coverage. IsolaHaniteria are used
to suppress the background originated from heavy quarkiftadecays. The energy deposited in a cone
around the muon axis WithR = +/A¢2 + A2 < 0.2 (criteria known as EtCone20) has to be smaller
than 4 GeV and the sum of the transverse momenta of the traithisn \& cone ofAR < 0.3 (known as
PtCone30) has to be smaller than 2.5 GeV. Moreover an ovestapval between muons and jets follow-
ing the criteria dRy, jet) < 0.4 is applied in order to remove those muons coming froméhalsptonic
decay of mesons. The selected muons are required to matofuthetrigger used in the data taking. For
2011 the muon trigger chain wemna118 andmul18_medi umbased on LIMU and L1 MU11 respec-
tively with a pr threshold of 18 GeV for combined muons. The mudic&ncies for isolation, trigger,
reconstruction and identification have been measured uam@nd probe methods (T&P). The scale
factors (SF) derived to match the data and the Monte-Caglevihin 1% of unity.

Electrons:

The electron candidate[65] is characterized by a recoctsttitrack in the ID associated to a shower
in the EM calorimeter with almost all its energy absorbedbearriving to the hadronic calorimeter. The
candidates are selected i B 25 GeV and 7 |< 2.5 excluding the calorimeter crack redioiThe tight
criteria ¢ i ght ++H) used implies stringent selection cuts on calorimeteckigaand combined variables
to provide a good separation between electrons and jets élaktrons). An isolation requirement based
on the EtCone20 and PtCone30 criteria calculated at 90%iofemcy is required to suppress the QCD
multijet background. The selected electrons have to mdtehetectron trigger defined for each data
period. During 2011 the triggers used wenei gger EF_e20_medi um tri gger EF_e22_nedi um
andtri gger EF_e22vh_medi uml. Moreovert ri gger EF_e45 was also used to avoidiiency
looses due to electrons with higk. The electron reconstruction anflieiency have been measured with
T&P methods and their SF calculated as a function afdEr.

2A particle is isolated when the energy of the reconstructadks and clusters around its direction doesn’t exceed taiger
threshold value.

3The crack region is defined ipas follows: 1.37%<| 7 |< 1.52

4The tight-+ criteria uses Pp, pixel innermost layer information and potential identifion of the TRT.
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Taus:

Although taus are also charged leptons, from the experimhéetector point of view they are very
different from electrons and muons. Around 35% of the taus decalettron or muon plus neutrinos,
while the rest of the time they decay into hadrons plus a meutrThe leptonic tau decay produces
genuine electrons and muons which are hard to distingu@h fsrompt ones. On the other hand, the
hadronic taus are not treated as a simple objects but areasmuby jets anE;"‘SS. More details about
the hadronic tau reconstruction can be foundin [67].

Photons:

Photons can beficiently identified in ATLAS by two experimental signatur@&H]. One is through
the photons that $ter a conversion in the material of the ID since they producelectron-positron pair
with a vertex displaced from the interaction point. The othlgotons which do not undergo conversion
are characterized by EM showers not associated to any IR.trac

Jets:

A jetis reconstructed from a bunch of particles (chargedrandrals) that have been grouped together.
The idea steams from the hadronization of quarks and glubasdarry color charged into color singlet
hadrons). They are commonly clustered using Anti-Kt aldponi [68] with a cone size oR = 0.4. The
constituents of the calorimeter jets are topological €rssftopocluster) formed by groups of calorimeter
cells. The energy of the topoclusters is defined as the sutmeoémergy of the included cells and the
direction points to the center of ATLAS.

Jets are reconstructed at the electromagnetic scale (EMELAt accounts correctly for the energy
deposits in the calorimeter due to the electromagnetic shoproduced by electrons and photons. This
energy is established using cosmic and collision data. Maea calibration at hadronic scale must be
applied to calibrate the energy and momentum of the jets.hBldeonic jet energy scale is restored using
derived corrections from data and MIC[69]. ATLAS ENES calibration applies a jet-by-jet correction
depending of the E anglof the reconstructed jets at EM scale. This calibration lessml steps:

e Pile-up correction: the measured energy of reconstructed jets canfieetad by the non hard
scattering processes produced by additigmal p collisions in the same bunch crossing. The
energy at EM scale is amended by dfset correction for pile-up.

e Jet origin and direction corrections: calorimeter jets are reconstructed using the geometrical
center of the detector as a reference to calculate the wineat the jet and their constituents. To
compute this correction each topocluster points back tgthmeary hard scattering vertex and the
jetis recalculated. This correction improves the jet aagrgsolution. Other problems arise from
the fact that the jet direction can be biased from the poarlpdtter instrumented regions of the
calorimeter. This correction is very small for most of thgiom of the calorimeter but it is larger in
the transition regions and needs to be considered.

e Jet energy correction: this correction restores the reconstructed jet energydcetiergy of the
MC truth jet. The calibration is derived using the isolatets that match an isolated truth jet within
AR < 0.3. The final jet energy scale calibration is parametrized amaetion of the energy and
then of the jet. The EM-scale energy response is given by the batioeen the reconstructed jet
energy and the truth jet energy calculated fdfatent bins of E ang. Once these jet energy scale
corrections have been applied, the jets are considereddalibeated at the EMJES scale.
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This calibration has been performed using simulation swdnd validated with data. For the top-quark
mass analysis only those jets in tfieevents with a p > 25 GeV and 7 |< 2.5 respect to the primary
vertex will be selected. In order to choose pure hard sdagtgets and to reduce pile-up biases, a cut
in the jet vertex fraction (JVFE has been applied §VF |> 0.75) [70]. To remove the possible overlap
information, jets with the axis within AR < 0.2 from the electron direction are removed from the event.
Furthermore, a jet quality criteria is imposed to remove je&it associated to real energy deposits in the
calorimeters coming from hardware problems, LHC beam d¢@rdi and cosmic-ray showers.

b-jets:

The identification of theé>-quark originated jets is based on their specific propertiesg lifetime,
largeB hadron mass and large branching ratio into leptons. Theitigoused has been the MV1 which
combines the output of the thregiagging algorithms (JetFitter, IP3D and SV1][71]) with {yeand the
n of the jets in a neural network to determine a final taggingrifisinator weight. The nominakiciency
of theb-tagging algorithms with a working point fixed to 0.601713responds to 70%. Those jets with
a weight higher than the operating point are labelled-tsyged jets, while those jets non taggedth ase
considered as light-quarks initiated jets or simply lighsj

Missing Transverse Energy:E{'ss

The neutrinos pass trough the detector without interactifttey are undetectable particles but their
presence can be inferred from the missing energy in theuveass plane. ThET”“SS[72] is defined as the
event momentum imbalance in the transverse plane to the brEmwvhere momentum conservation is
expected. In the transverse plane, the imbalance momergatanis obtained from the negative vector
sum of the momenta of all detected particles. ThusEHE® has to be computed with the information of
the following objects: electrons, muons, jets and calotémeell out term (which takes into account the
energy not associated with the previous objects).

miss __ misse missjet misssoftjet misscalou missCellOut
Ew =By TEw B Ew By (3-2)

Pile-up

The object reconstruction presented in this section islhaffected by the pile-up that, as stated before,
refers to the amount of data in the detector which is not patad from the hard-scattering interaction
that fires the trigger. It consists basically of two overlagpeffects:

e In-time pile-up: this contribution comes from the multiple— p interaction occurring simulta-
neously to the event of interest. The particles producetase additional collisions can bias the
reconstruction of the event under study. The in-time pjetbat mainly &ects the jet energy mea-
surements, lepton isolation aﬂissdetermination, can be studied as a function of the number of
primary vertexes in the event.

e Out-of-time pile-up: this contribution arises from the previous and subsequenc¢Hhy-crossings
due to the large calorimeter integration time. The numbentfactions per bunch crossing has
been used to parametrize the out-of-time pile-up. For the dsed to perform the top-quark mass
analysis presented in this thesis the average number o&atiens per bunch crossing was found
to be of the order of 10153].

5The JVF discriminant is the fraction of each jet's constitisepr contributed by each vertex. For a singdls;, the JVF with
Sk p-,—(trklieti VX))

respect to the vertextx; is written as: JVFjet; vtx;) = e
Zn 21 pr(trky vixa)



36 3. ATLAS Reconstruction

An example of the mentioned objects can be seen in the digfldne Figurd-31B. This picture repre-
sents a di-leptonitt event where bothlV bosons stemming from thie— Wbprocess decay into a lepton
and its corresponding neutrino. The final state is charaettby the presence of two isolated leptons,
missing transverse energﬁ;ﬂiss) and twob-jets (emerging from the direct top-quark decay{ Wh)).

Figure 3.3: Event display of & es di-lepton candidate with twb-tagged jets. The electron is shown
by the green track pointing to a calorimeter cluster, the mpthe long red track intersecting the muon
chambers, and the missilﬂ"ssdirection by the dotted line on the XY view. The secondarytices of

the twob-tagged jets are indicated by the orange ellipses on the ederrtex region on the bottom right

plot [73].



CHAPTER

4
I Alignment of the ATLAS Inner
Detector with the Globaly?

The ATLAS detector is composed byfiirent specialized sub-systems segmented with a high granu-
larity. Each of these sub-detectors is formed by thousamteices with small intrinsic resolution with
the aim of measuring the properties of the particles witthtdgcuracy. Usually, the position of these
modules in the final detector, after the assembly and iagital, is known with worse precision than their
intrinsic resolutions. This fact impacts in the reconsteddrajectory of the particles, thus degrading the
track parameters accuracy anteating inevitably the final physics results. In order to avthiis prob-
lem, the location and orientation of the module detectorstrbe determined with high precision. This is
known as alignment.

This chapter introduces the techniques and proceduresasdidn the ATLAS Inner Detector (ID).
The ID is composed by three sub-detectors: Pixel, SCT and TR& Pixel and the SCT are based
on silicon pixel and micro-strip technologies respectivehile the TRT is a gaseous detector. The
Globaj? algorithm has been mainly used for the alignment of thewilitacker detector which consists
of 1744 pixel detectors and 4088 SCT modules. Each alignstbleture has 6 degrees of freedom
(DoFs) corresponding to the alignment parameters: thaeskations that define the positiofiy( Ty
andTz) and three rotations that provide the orientatiBg,[Ry andR;). Thus, the whole silicon system
involves nearly 35.000 DoFs. On the other hand, the hundrédtbasands DoFs of the TRT have also
to be aligned. The precise determination of this large nurobB®oFs with the required accuracy is the
challenge of the ID alignment.

This chapter is organized as follows: Secfiod 4.1 presémtalignment requirements of the ATLAS
ID tracking system, Sectidn4.2 introduces the generalifahe track-based alignment algorithms, Sec-
tion £3 describes the algebraic formalism of the Glgbahethod, Sectioi4l4 shows thefdrent ID
geometry levels, Sectidn 3.5 explains the weak modes, ®4¢4ih enumerates the datasets used for the
alignment, Sectiof 4.7 summarizes some alignment vatidagists and Sectidn 4.8 presents the first ID
alignment constants with real data. Secfiof 4.9 reviewsdhent alignment developments and Section
ET0 mentions the impact of the ID alignment in physics. HBnahe ID alignment conclusions are
summarized in Sectidn Z11.

4.1 The Inner Detector alignment requirements

The ID system is responsible for reconstructing the trajées of charged particles and measuring
their properties as momentum, impact parameters, etc. Dlaignment is a crucial ingredient for the
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physics measurements since many of the reconstructiorithige (vertex reconstruction, lepton identi-
fication, b-tagging algorithms,...) are based on tracks. In order kveae the required accuracy, highly
segmented detectors are mandatory, and on top of that, @ipdietector alignment and calibration are
essential to exploit the entire detector capabilities. fHuiisites for getting an excellent ID detector per-
formance, which are related among others with the accurbttyealignment, the precise knowledge of
the magnetic field and the exact mapping of the material inPhare summarized iri.[T4]. The momen-
tum determination depends directly on the solenoid magtfieid, thus field map has to be measured
with an accuracy better than 0.02%. The knowledge of the IBer@ is important to understand the
energy losses of the particles via Multiple Coulomb ScatterUnless corrected, thidfect reduces the
reconstructeghr and introduces a bias in the momentum measurement. Theyefoexcellent material
detector knowledge with an accuracy better than 1% is nape{gs]. The ID capabilities can also be
compromised by the detector misalignments. Uncertainmti¢ke relative position of the detector ele-
ments can be introduced during the stages of constructgsgnably, installation as well as during the
operation due to the hardware changes (magnetic field ragnpioling system failures, etc). In order to
achieve the ATLAS physics goals the ID alignment must nad teea degradation of the track parameters
no more than 20% with respect to their intrinsic resolutidhe track reconstruction performance studies
done with MC samples showed that the required resolutionthéosilicon tracker detector areum for
the Pixels and 12:im for the SCT, both irR¢ direction [56]. For the TRT the required resolution was
found to be 17Qum per straw tube [56]. Nevertheless, more ambitious chgélemequire a knowledge of
the alignment constants with a precision of the order of tiameter in the transverse plane in order to
get a transverse momentum resolution of about 1%.

4.2 Track-Based Alignment

The alignment of the ID tracking system is done using traakddl algorithms. These methods permit
to determine the position of each detector module withinrétpiired precision@(um) [7€]). The key
element of the alignment algorithms are the trajectoriethefcharged particles since the quality of the
track fit is directly related with the detector misalignn®enOne track has a good quality when all its
associated hits are close to its trajectory, by contrasjLitility is worse when the hits deviate significantly
from the reconstructed track. Therefore, the distanced@tvthe hit measured and the extrapolated track
is used to find the detector misalignments. In the alignnmraméwork, this distance is called residudl (
and it is defined as follows:

r=(m-e(ra)-u (4.1)

wheree(r, @) represents the extrapolated point of the track into theadet element. This position de-
pends on the trackrd) and the alignment) parameters of that element. The quantitgives the position
of the measurement in the sensor ani@ the vector pointing along the sensing direction. In gaher
could depend on the alignment parameters, although, asatbelations are performed in the module
local frame, it does not, becausgs given by the logical channel and it is completely fixed iis finame.

Figure[Z shows a simplified sketch of the alignment prac@&ée installed geometry (blue boxes)
represents the real position of the detector modules. Wherparticle crosses perpendicularly the de-
tector (black arrow) produces a hit in each module (orangis)stOnce the hits have been recorded, the
track is reconstructed using the apparent detector gepitietkes with discontinuous line). If the appar-
ent geometry doesn’t correspond to the real one, then thke isanot correctly reconstructed. In order to
find the real position of the sensors, the ID alignment useteaativey? minimization method based on
the residual information (mathematical formalism showSettioTZB). Sometimes the misalignments
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can not be totally recovered. In these cases, the bias imafgetories can not be completely eliminated
but at least they are considerably reduced.

#  hit measurement — real track <> initial misalignment
-esiduz === reconstructed track <2 residual misalignment

=== installed detector position 777! apparent detector position

Figure 4.1: Schematic picture of the alignment proceduteed diferent steps are shown: a real track
crossing the installed detector geometry (left), recarcsed track using the apparent detector geometry
(middle) and reconstructed track after detector alignnisgitt).

Different track-based algorithms were proposed in order ta #tig Inner Detector:

e The Robust [71]is an iterative method based on centred and overlap resdeasurements. It
allows the alignment of the detector sensors in the mostitsensdirections: local x and local
y. Moreover, if the overlap residuals are measured witfigant precision, the algorithm is able
to perform corrections also in the local z direction. Thigasithm correlates the position of the
modules within one ring or stave through the overlap redsdaad therefore, makes easier the
identification of radial detector deformations.

e TheLocaly? [[78] andGlobaly? [79] algorithms are iterative methods based g aninimization.
The Globa}? uses linear residuals which are defined within the planas@eftiwo dimensional
residuals). On the other hand, the ATLAS implementatiorhefltocal? algorithm uses the dis-
tance of closest approach (DOE)AresiduaIs to compute the alignment. Th&etiences in the
mathematical formalism of both approaches are explain&gatiolZB.

All of them were implemented within the ATLAS software frawark (Athena [[80]) and they were
extensively tested and used during the commissioning atet e operation.

Related with the detector alignment there are several itapbroncepyguantities that need to be
introduced:

Residual definition: the track-hit residuals can be computed in twidetent ways: biased and un-biased.
Both residuals are calculated as the distance betweentthmeasurement (as recorded by the sensor) and
the extrapolated track-hit, but theyfldir in their computation. If the extrapolated track doesoittain

the hit of the module under test, the obtained residual iedain-biased. By contrast, when all hits are
included in the tracking, the residuals are called biasezhdd, by construction the biased residuals are
smaller than the unbiased. The alignment algorithms conynese biased residuals while the ATLAS
ID monitoring usually works with the un-biased.

1The DOCA residuals are the 3-dimensional residuals cordragehe distance of closest approach of the track-hit toltistet.
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Pull definition: the pulls are defined as the residual divided by the standariiibn of the residuals
(ov):

pul= - 4.2)

O 2 2
\ Thit * Text

whereory,; is the intrinsic detector resolution amxy; is the standard deviation of the track extrapola-
tion. The sign depends on the residual type being positivéhf® un-biased and negative for the biased
residuals. The pulls should follow a normal distribution(@M.)) with mean zero and standard deviation
equal to one. These quantities are very sensitive to wrosigngstions or misalignments since any de-
viation from the expected behaviour, N(0,1), can indicatebfems as a bias in the data points, wrongly
assigned uncertainties or incorrect assumed model. Torerghese quantities are often used to identify
the goodness of the alignment corrections.

Error Scaling (ES): the error scaling tool [81] provides a handle to scale thererof the detector
measurements that enter in the track fit. TH&edénces between the measurement errors provided by the
clustering and those seen by the tracking may be caused ljeteetor misalignments or calibrations
effects. These dlierences are expected to be larger during the initial datagadnd also after physical
detector changes. The error scaling can be used in ordeflateitthe hit error ¢o) as follow: 02 =

a?c3 + c?. The first term scales the error in order to cover possibleadvmiscalibration. The factor

a allows the correction of thefiects correlated with the measurement error. The secondneheles

a constant termd} that absorbsféects which are not correlated with the measurement hif itsefor
instance random sensor misalignments. This tool has begeinented for the barrel and end-cap zone
of each ID sub-detector.

4.3 TheGlobaly? algorithm

The Globai? is the main ID alignment algorithm. It is based on the minitian of ay? equation
built from residual information. A simplifiegt? is shown in equatiof4.3.

2

wheret represents the set of reconstructed tracks latioe set of associated hits to each track. The
ryy depicts the track-hit residual for each hit of the track amdthe hit error. Thisy? equation can
accommodate dfierent tracking devices, diverse residual definitions, atetecorrelations, etc. The?
can be written in a more generic form using matrix and vedgelara as:

= Z r(ma)T V2ir(ra) (4.4)
t

In order to build the ID residual vectar, several considerations have to be taken into account. For
example, the Pixel detector has two residuals per moduleeghey can provide measurements in two
dimensionsi¢ andn). The SCT also has two residuals associated to each moduiagérom the stereo
and non-stereo sides. Considering only the silicon tra¢kerdimension of the residual vector is twice
the number of detector modules. As pointed out before, thiduals depend on the five track parameters
(Section[3R) and also on the location of each module thaked fby the six alignment parameters.
Finally, V represents the covariance matrix that accomresdtne hit errors. If one considers a null
correlation between the modules, V is diagonal. On the dthad, the MCS correlatesftérent detector
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devices because the measurement in a given module is degégtimy the scattering angleffered by the
particle in the previous one. Thus, by including the MCS i ¢hlculations the terms out of the diagonal
are filled. Therefore, the total covariance matrix can bétamiasvhic + Vmcs where the hit error as well
as the materialféects are taken into account.

As explained before, theg? has a minimum at the real detector geometry. Then, the dquosition of
the modules can be computed by doingfaninimization with respect ta.

dy® dri(m,a)\" ., 4 ~
=0 — Z(—da ) V7ir(r,a) =0 (4.5)

The total derivative of thg? has a term related with the alignment parameters and otltketivé track
parameters:

? o dy?  a?dr 0y?
2 _ OX” ox" S _ox 9r ox
d” = on dr + da da — da  orda  da (4.6)

The key of the Global method [79] is to assume that the dependence of the trackngéess with
respect to the alignment parameters is not n%’gl £0). This can be easily understood because moving
the sensor location will relocate the hits, and when fittexb¢hones will produce new track parameters.
This derivative introduces correlations between the mesluked to reconstruct the entire track.

Track fit:

Before determining the alignment parameters, the trackisate used to compute the residuals have
to be identified. First, the solution of thefor every track with an arbitrary detector alignment must be
found. In this sense, the minimization of th&versus the track parameters needs to be calculated:

2 2 T
o _ 0 — ory(m, 8) Vir(r,a) =0 4.7)
dr on on

As the alignment parameters do not depend on the track pseesnéhe total derivative becomes a
partial derivative. In order to obtain the solution, a seinitfal values fro) is considered to compute the
track parameters correctionsr trough the minimization process. The final parametersrater + 6.
The residuals will change with the track parameters in ttag:w

or
r =r(mo,a) + o om (4.8)

T In=mo

where a Taylor expansion of the residuals have been usedfupttorder, and higher orders have been
neglected. Introducing Equati@n.8 in Equafiod 4.7 andtifieng E; = W ' the equation looks as
follows:

ETV i (mo, @) + EfVIEwn = 0 — 67 = —(E] VIE) E[ V(7. @) (4.9)
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The errors of the track parameters can be also determinez cdinesponding covariance matrix can
be written as:
C=(6m)"(6r) — C=(E/VE)™? (4.10)

Alignment parameters fit:

Once the track parameters have been calculated, the aligrpaeameters can be computed. The
same approximation is used here: a set of initial paramétdeken &) and the goal is to find their
corrections ¢a) such that the final alignment parameteas< ay + §a) minimize they?. Using the
previous approximation the residuals can be written as:

—or

r =2
r = r(mo, @) + ) sa 2%, ¢ 2 ro + Déa (4.11)
0ala

Inserting Equatiof 211 in Equati@n¥.5 and after some afgehe alignment parameter corrections
are given by:

T -1 T
6a=_[Z(W) V_l%'ao) [Z(W) Vt_lft(ﬂo,ao)] (4.12)

t

Notice that this equation includes the total derivativehaf tesiduals versus the track parameters, and
this term carries a nested dependence of the track and aigfrparameters.

dr dr ordnm

Therefore, one needs to study how the tracks change wheligheant parameters chanﬁl. From

EquatiofZB:
dr e _
el —(EfVE)EV

1 6r(ﬂ-07 aO)

A (4.14)

Using above relations, the total derivative of the residweith respect to the alignment parameters
times the covariance matrix can be expressed as:

(3_;)T vl (%)T [V*l _ (V*lEt)(E;l'VflEt)fl(E;I'V—l)] (415)

W
Therefore, the alignment corrections can be written as\igt
ory T ory - ory T
= — W— — | W 4.1
oa [Z(aa) taa] [Z(&a) trt] (4.16)

This equation gives the general solution for the alignmenameterssa represents a set of equations
(one for each parameter that have to be determined). In acoonpact notation:
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ory T ory ory !
M= — | W= = — | Wir 4.17
Z ( 6a) ' ( oa Y ZI oa ot ( )
whereM is a symmetric matrix with a dimension equally to the numidedoFs to be aligned andis a
vector with the same number of components. Therefore thateoucan be simply written as:

Méa+v=0— da=-M1y (4.18)

In order to obtain the alignment corrections, the big matfixas to be inverted. The structure of this
matrix is diferent depending on the approach used to align the detector:

e Localy?: the Loca}? approach can be considered as a simplified version of theaGyfolwhere the
dependence of the track parameters with respect to thenadighparameters has been considered
null (% = 0 in EquatiorTZl). In this case, the track parameters amefrand the correlations
between dierent modules are not considered. For the Lgcdhe big matrix becomes block
diagonal. Only the six DoFs in the same module exhibit a ¢ation. FigurdZP (left) shows the
Localy? big matrix shape associated to the the silicon system at lignfaent levels explained
in SectionZ}). Here, the block diagonal associated todhe lf1 structures (Pixel, SCT ECC,
SCT barrel and SCT ECA) can be clearly seen. Using this mdtiechatrix inversion is not a big
challenge since most of its elements are zero. Neverthelestaking into account the correlations
slows down the convergence of the process and more itesai@meeded to get the final alignment
corrections.

e Globaly?: the Globa}? algorithm considers the derivatives of the track pararse&spect to the
alignment parameters to be non zero. This fact introduceelations between ferent module
detectors and the matrix elements out of the diagonal age filh addition, some track constraints,
as a common vertex, can include further relations betwe#erdnt parts of the detector producing
a dense populated matrix after few events. The solving efrtfatrix can represent a big challenge
when the alignment is performed for each individual moddédiled information in Sectidn 4.3.3).
Besides, singularities may appear and have to be removad SectiofiZ.711). Figufe3.2 (right)
shows a Globa# big matrix at L1 where almost all boxes are filled indicatingtrmng correlation
between the dierent regions of the detector. The empty boxes correspotitet8CT end-caps
which in general, except for the beam halo events, are nggrsad both at the same time.

This section has presented the basics of the Gidbdh addition, the method can accept many ex-
tensions and constraints in order to improve the algoritbnvergence to the right minimum. The most
useful constraints will be described in the following sent. Nevertheless, a more detailed description
of the Globa}? formalism can be found i [82].

4.3.1 The Globak? fit with a track parameter constraint

The Globa}? algorithm can include additional terms in order to accomatedaonstraints on track
parameters. These terms use external information whicbrnfanted with the silicon measurements in
order to prevent unrealistic alignment corrections. Famegle, the momentum of the charged particles
obtained with the silicon detector can be constrained thhbsame as that measured by the TRT detector.
Also the calorimeter and muon spectrometer information lbarused to restrict the track parameters
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ID structures L1
ID structures L1

0 5 10 15 20 0 5 10 15 20

ID structures L1 ID structures L1

Figure 4.2: Sketch of the alignment matrix in the Lacalleft) and Globa}? (right) approaches for the
silicon tracking system devices at L1. The discontinuousdiseparate theftirent L1 structures: Pixel,
SCT ECA, SCT barrel and SCT ECC. Taking into account the 6 Qwfesich structure, the dimension
of the final matrix is 2424. The 0, 1, 2, 3, 4 and 5 first bins representTheTy, Tz, Rx, Ry andR; of
the Pixel detector. The other parts of the silicon trackiatedtor exhibit the same pattern.

reconstructed by the ID. In the same manner, the beam spdi(@Straint, which coerces the tracks to
be originated at the BS, has been extensively used durin@®takgnment.

The formalism of thg 2 including the track parameter constraint looks as follows:

X2 = rim, @) Vi, @) + R(x)" S R() (4.19)
t

the track constraint is represented by the second term varitghdepends on the track parameters. The
R(rr) vector acts as a residual that contains the track paramédemation and S is a kind of covariance
matrix which keeps the constraint tolerances. As alwaysgthal is the minimization of the totgf with
respect to the alignment parameters. Therefore:

‘ZL: -0— Z (M)T Vrn 8 + Z(th(n))T SR = 0 4.20)

da - da

The first step is the resolution of the track fit in order to find track parameters (= ng + 67). Subse-
quently, the alignment parameters are determined. Fortkeaf clarity, the details of the mathematical
formalism have been moved to Appenfix B. The final alignmeanameter correctiong$) using a track
parameter constraint are given by Equafion4.21.
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Mm/-1

oo

oa oa

(4.21)

. T
_ Zt: (W) [l - ExX1Vry(mo, @) + Zt: (W) (ZX')TS™ Ry (m0)

v w

Comparing Equation’Z16 and Equatlon?.21 the impact ofrdektparameter constraint in the final
alignment corrections can be obviously seen. The big mMtiincludes a new ternX” which is built as
a function of the covariance matrix V and the derivative oftbiesidual vectorsr(and R) with respect
to the track parameterg( = g—; andz; = %). The big vectow’ is modified by the same term. Finally a
new vectonw appears exclusively due to the introduction of the constrai

In a more compact notation, the final solution can be written a

M'sa+v +w=0— sa= (M) +w) (4.22)

Beam spot constraint

This constraint serves to ensure that the used tracks waemrated in the vicinity of the BS position.
At the same time, it is used in order to fix the position of theed®r in the transverse plane.

The track parameters can be written as a function of theipnsif the beam. Therefore, the transverse
impact parametewdg) can be constrained with its expectatialj)(from the BS:

do = —(Xss + Zoags) Singo + (Yes — ZoBes) COSPo (4.23)

wherexgs andygs are the coordinates of the B&; the track azimutal angle and the terffigrgs and
ZoBgs take into account the tilt of the beam with respect to the Dagl@xis. The uncertainty which fills
the S matrix uses the impact parameter error. The impacteoBth constraint can be seen in Section

E82.

4.3.2 The Globa}? fit with an alignment parameter constraint

In the y? formalism one can also include constraints in the alignnpanameters themselves. These
constraints can be used to restrict the range of movemestswé DoFs which are weakly sensitive. The
x? expression including the alignment parameter constraokd as follows:

= Z ri(r, @)V (r, @) + R(@) G IR(a) (4.24)
t

The constraint has been constructed using a generic résidcimr with just an alignment parame-
ter dependenceR = R(a)) and the corresponding covariance or tolerance maB)x (otice that the
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conventional? is evaluated over all tracks while the constrained term tsbegause the alignment pa-
rameters must be the same for the entire set of tracks. Atijgiigoal is to find the alignment parameters
that minimize the/? (EquatiorfZ-24). Therefore:

2 T T
%:0 - Z(W) V_lft(ﬂ,a)+(%) G !R@ =0 (4.25)

The first addend of the equati@n4.25 has been solved in 3é€f Now, the solution including
the second term is going to be explained. The dimension oR(z® depends on the number of used
constraints (or residuals in this notation) g&ds a square matrix with dimension equal to the number
of constraints. As usual, it is convenient to perform a seeigpansion of the residuBl around a set of
initial alignment parametersy. This approximation neglects the second derivatives.

oR
R=R —| ¢ 4.26
(@) + 55| o2 (4.26)

ReplacindZ.26 in the constrained term, one obtains:

dR(a)\" __ (R@| |\ ~_ AR@)| \' -_, IR(Q)
( - ) G 1R(a)_( t 'ao) G 1R(ao)+( at 'ao) G 1F’%5a (4.27)

Identifying D, = 6';? la, @nd using a more compact notation, the above equation canitbenas:

dR(a)
( da

wherev, andM, are the vector and matrix associated to the alignment paesirt@nstraint. This terms
has to be added to the general track based alignment eq@&toatiorZ.1B):

.
) G 'R(a) = D! G 'R(ap) + (D] G 'Da)da = va + Masa (4.28)

Méa+ v+ Mgoa+vya =0 (4.29)

The solving of the alignment equation has the following fiexgbression:
sa=—(M+ Ma) (v +va) (4.30)
The alignment parameter constraint gives an additional tetthe big matrix and also to the big vector.
The track parameter constraints can limit the movementouofesalignable structures using external

position measurements or directly as a sort of penalty t&ath extensions have been implemented in
the Globa}? code. An example of these types of constraints is exposeddtidB[Z.7.B.

Alignment parameter constraint with external position measurements

In order to constrain the alignment corrections, one catewhie residuals as a function of the align-
ment parameters. Therefore, the minimization of the redsldirectly imply a straight calculation of
these parameters. In that sense, the residual v&@rcan be written asR = Céa, whereda is a
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vector with the alignment parameter corrections @m@presents the lineal combination matrix that can
encompass a constraint betweefiatient structures and DoFs. Using the above residuaDthmatrix
#23) is directly theC matrix and the/, is null. Therefore, the final alignment corrections are gibg
EquatiolZ31.

sa=-(M+C'G!C)ly (4.31)

There are dferent measurements of the detector position done by exwrstems that could be used
to construct thdr(a):

e Survey information: the position of the module detectors have been determinied aptical
and mechanical techniques. The data was collected duringlifferent stages of the detector
assembly, allowing relative measurements between the imaldwices[[83]. Moreover, position
measurements were also done during the detector installiztio the ATLAS cavern. The survey
information has often been used as starting detector geperabling a quick convergence of the
track-based alignment algorithms.

e Frequency Scanning Interferometry (FSI): the FSI [84] is an optical system installed in the
SCT to control the detector movements during the LHC opamaflhe monitoring of the detector
geometry is based on a grid of distances between the nodaliedsn the SCT. The grid lines are
shined by lasers. This system provides information abaustability of the detector as a function
of time and allows the identification of possible detectaations or radial deformations. Although
the FSI has been running during the data taking, its infaondtas not been yet integrated in the
alignment chain. Until now, the FSI measurements have beed to cross-check the detector
deformations observed by the track-based alignment dfgosi.

Alignment parameter constraint as a penalty term

The SoftModeCu{SMC) is an alignment parameter constraint added as a pewpath. Basically, it
is a simplified version of the previous case where the refgdu@ justR = da = (a — ap). Here, the
D, simply becomes the identity matrix and the covariance mérdirectly a diagonal matrix with its
elements equal to3,,. (resolution of the constrained alignment parameters).eRéng of the size of
theosmc the DoFs will be more or less limited. In this scenario, thalfadignment corrections are given
by:

sa=(M+Ggho™v (4.32)

4.3.3 Globaj? solving

In order to find the alignment parameters (Equdiionl4.18)atlgnment matrix 1) has to be inverted.
In general, its inversion is not an easy task since usualtyay have a huge size. The size gets bigger
for higher alignment levels. Therefore, the solving of thatrix considering every individual module
(~35.000 DoFs for the silicon detectors) has been one of thiéedging problems for the Globgt
method. The dficulty not only consists in a storage problem but also in thgdaumber of operations
that are needed to solve it and the time involved. Many studiere done in order to improve the
techniques to invert the matrix [B5].

For the alignment constants presented in this thesis, théxmas inverted using a dedicated machine,
called Alineator|[[85], located at IFIC computing cenler][8This machine is a cluster with two AMD
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Dual Core Opteron of 64 bits. It works at 2.6 GHz with 32 GB ofmmy. A specific protocol (MFE) was
used to parallelize the process through tfféedent cores. The matrix was solved using the ScaLAPACK
[B9] library in order to fully diagonalize it.

Basically, the diagonalization method converts the symimetquare and dense big matrix in a diago-
nal one with the same intrinsic information. After diagdration, the big matrixM looks as follows:

M=BIMgB My =[diag(1)] (4.33)

TheMy is the diagonal matrix anB the change of base matrix from the physical DoFs to thosétsens
to the track properties. The elemenis) (in the diagonal oMy are called eigenvalues and usually they
are written in a increasing ordetj < 12 < ... < AaLign. The eigenvectors are just the rows of the change
of base matriXB. These eigenvectors or eigenmodes represent the moveimémsnew base.

Errors of the alignment parameters

Beyond the alignment parameters, their accuracy is alsmpartant quantity. The study of the matrix
in its diagonal shape allows the recognition of the singtiéar which are linked with the undefined or
weakly determined detector movements. The error of a gilignraent parameteg;, is determined by
the incrementing of the? by 1 (v = x3 + 1). They? in the diagonal base can be expressed as:

a 2
Yr=x2+ %& (4.34)

whereb represents the alignment parameters in the diagonal bas&baheirs associated corrections.
They? derivative with respect to the track parameters can be alsolated in the following way:

T T
e dre)\' ., Ldr)
% (Z () v S -2 (4.35)
whereyy, is the bigvector in the diagonal base (the local aproxinmgtias been used in order to simplify
the calculations). Keeping in mind that the errors are eelatith the increment of the? in a unit, one
can calculate:

6 2
X=x5+1l=x5+ —61; & = x5+ 20) &i (4.36)
{
For a given alignment parametay its associated uncertainty (using the Equdfionl4.18)\isrgby:
1
2ei(Mo)iei = 2467 = 1 — & = o (4.37)
i

EquatioZ3l7 shows how the eigenvalues define the pre@sibie alignment parameters corrections.
Therefore, small eigenvalues imply large errors whiledeggenvalues are related with small errors and
thus, well determined movements. In the extreme case ofeng#invalues{;=0) the matrix becomes
singular and the inversion is not possible. The null eigkrasare usually connected with global move-
ments of the entire system. The study of the matrix in theahagbase makes easier the identification
and rejection of these singularities in order to find a sotlufor the alignment corrections. Obviously the
error on the physical alignment parameters is computed frmrse in the diagonal base and the change
of base matrixB.

2Message Passing Interface standards (MPI) is a langudgpéndent communications protocol used to program pacalie-
puters.

3Scal APACK is a library of high-performance linear algeboatines for parallel distributed memory machines. Scal@RA
solves dense and banded linear systems, least squaresrpsoigenvalue problems and singular value problem$ Bj8, 8
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4.3.4 Center of Gravity (CoG)

The function of the Centre-of-Gravity (CoG) algorithm iscimrrect any change in the center of gravity
of the detector as an artefact of the unconstrained globa&kements. This step is required because in
ATLAS the ID provides the reference frame for the rest of thtedtors (calorimeters and muon system).

The CoG algorithm is based on the least squares minimizatiaihdetector element distances between
their actual positions«{,) of their reference one¢). They? is defined as:

XZ = Z Z (AKi)2 and Ak = keurr — Kref (4.38)

i k=XY,X

where the displacement s given in the local frame of the rfednd the indekgoes over all detector ele-
ments. The\'s from equatiof i Z:38 can be linearly expanded with respettid six global transformations
of the entire detector syster():

Ak = Akg + Z %AG| with GeTyx, Ty, Tz, Rx, Ry, Rz (439)
T |

whereaﬁ—éI is the Jacobian transformation from the global to the locaine of a module. The? mini-
mization condition leads to six linear equations with sixgmaeters Tx, Tv, Tz, Rx, Ry, Rz). The CoG
was used during the commissioning phases and for the coagnians. Later, it was used with collision

data to reinforce the beam spot constraint.

4.4 The ID alignment geometry

The ID alignment is performed at fiérent levels which mimic the steps of the assembly detector
process. The alignment proceeds in stages, from the lgmgsthe whole Pixel detector) to the smallest
structures (individual modules). The biggests structamesaligned in order to correct the collective
movements. The expected size of the corrections decreadeshe size of the alignable objects. By
contrast, the statistics required for each level increasthtsthe granularity. The alignment levels are
defined as follows:

e Level 1 (L1): this level considers the biggest structures. The Pixelatietés taken as a unique
body while the SCT and TRT are both split in three structueee (barrel and two end-caps).
Generally each structure has 6 DoFs. Although the TRT balselhas the same DoFs, the position
along the wire directionT 7 is not used in the barrel alignment due to the intrinsic l@tidns of
this sub-detector.

e Level 2 (L2): this level subdivides the Pixel and SCT barrel detectorayeis and the TRT barrel
in modules. The end-caps of the Pixel and the SCT subsystensgparated in discs and the TRT
end-caps in wheels. There are some DoFs that are not useel @ighment because they can not
be accurately determined by the algorithm using tracks. ekample, thelz, Rx andRy of the
silicon end-caps and tHgx andRy for the TRT end-caps.

e Level 3 (L3): this level aligns the smallest detector devices. For theasiltracking system it
determines directly the position of the individual modul&sr the TRT, the L3 corrects the wire
position in the most sensitive DoFs: translations in thavstplane T,4) and rotations around the
axis perpendicular to the straw plari® @ndR; for the barrel and end-cap respectively).
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Some intermediate alignment levels were included in thenso€ in order to correct for misalignments
introduced during the detector assembly process. Fomiosighe Pixel barrel was mounted in half-shells
and posteriorly they were joined in layers. Taking it inteaant, the L2 was modified and the three layers
of the Pixel detector were accordingly split in six half-bie

In addition, a new software level, which includes the staaed ring structures, was defined for the
silicon detectors (Level 2.5). The Pixel staves are physicactures, composed by 13 modules in the
sameRg¢ position. These structures were assembled and surveyedomsast, the SCT modules were
not mounted in staves but they were individually placed endylindrical structure. Nevertheless, for
alignment purposes, the SCT barrel has been also split awws of 12 modules. The SCT end-cap
modules were also mounted individually on the end-cap disksetheless, in order to correct for some
observed misalignments the ring structures were inclu@ibdrefore, each SCT end-cap is sorted into 22
rings.

Table[Z# shows the alignment levels implemented in the &idbalgorithm for the Pixel, SCT and
TRT detectors. Figule4.3 shows a sketch of thEedent silicon alignment levels.

Level Description Structures  Number of DoFs
1 Whole Pixel detector 1 24
SCT barrel and 2 end-caps 3
TRT barrel 1 18
TRT end-caps 2
2 Pixel barrel split into layers 3 186
Pixel end-caps discs 2x3
SCT barrel split into layers 4
SCT end-caps split into discs 2x9
TRT barrel modules 96 1056
TRT end-cap wheels 2x40
2.5 Pixel barrel layers splitinto staves 112 2028
Pixel end-cap discs 2x3
SCT barrel layers split into rows 176
SCT end-cap discs splitinto rings ~ 2x22
3 Pixel modules 1744 34992
SCT modules 4088
TRT barrel wires 105088 701696
TRT end-cap wires 245760

Table 4.1: Alignment levels implemented for the ID tracksygtem. The name, a brief description, the
number of structures and the total DoFs are reported on ithe. ta

4.5 Weak modes

The Weak Modes are defined as detector deformations that thay? of the fitted tracks almost
unchanged. The Global method could not completely remove these kind of deformatiince they
are not detected through the residual analysis. Therdfase kind of movements (which are really hard
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Figure 4.3: Picture of the silicon detector structures tons alignment levels.

to detect and correct) can induce a potential systematialigisnent for the ID geometry compromising
the performance of the detector. These movements can lzkediin:

¢ Global movements:the absolute position and orientation of the ID inside th& A% detector can
not be constrained using only reconstructed tracks. Inraaldetect the ID global movements
the use of an external references is needed. The study ofglevectors and eigenvalues in the
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diagonal base has shown that the global movements havemeilya zero associated eigenvalues.
In a general situation, where no constraints are includedgkobal movements associated to the 1D
are six (three translations and three rotations of the wyseem). Nevertheless, depending on the
level of alignment and also on the data used, the modes wik kErrors or weak constrained may
change. Moreover, when external constraints are inclutiedyumber of global movements is also
modified according to the new scenario. Therefore, not advihag six first DoFs of the diagonal
matrix have to be removed because they can vanish undeincestaditions. The number of global
movements for dferent alignment scenarios was indeed studied. The regéltprasented in
SectioZ.71.

Detector deformations: several MC studies have been done to identify the most irapbrteak
modes and their impact on the final physic resililt$ [90]. Feg# introduces some of the potential
deformation of the ID geometry. Actually, the picture shawsse deformationaR, A¢ andAZ
with module movements along radius (R), azimutal ang)eof Z direction. They? formalism
allows the addition of constraint terms (Secfion4.3.1[aBd¥ in order to point the algorithm into
the correct direction towards the real geometry. Some detlieformation may be present in the
real geometry due to the assembly process. Alternativetyngralignment corrections following
those patterns can appear as solutions of the alignmenti@guin both cases, as said before, it is
hard to detect and correct them.

AR AD AZ
Radial Expansion Curl Telescope
p—
R e A e —
; ———
/ —
Elliptical Clamshell Skew
¢
z

Figure 4.4: Schematic picture of the most important weakasddr the ATLAS Inner Detector barrel.

The alignment strategy has been designed to minimize tfadlpiof the weak modes in the detector
geometry during the real data alignment. In that senseg ther diferent track topologies with fierent
properties that can contribute to the ID alignment. Thembmation may mitigate the impact of the
weak modes that are not common for all topologies. The used for the alignment procedure are the
following:

e Collision data. The most important sample is formed by the collision everitsese ones are

produced in the interaction point and the particles areggagped inside out correlating the detectors
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radially. The beam spot constraint can be used with theskdiia order to eliminate various weak
modes.

e Cosmic rays data.These comic ray tracks cross the entire detector conneittngosition of the
modules in both hemispheres. Due to the nature of the cosatdg this sample is more useful for
the alignment of the barrel part of the detector. Since thsenics are notféected by the telescope
and curl deformations, their combination with collisiortalallows to fix these weak modes.

e Overlapping tracks. Although large data samples are needed, there are speaikbtras those
tracks that pass trough the zone where the modules ovehlapcan constrain the circumference
of the barrel layers and eliminate the radial expansions.

e Beam halo data: The beam halo events produce tracks parallel to the beawtidine This sample
was proposed as a candidate to improve the alignment of theaps. Although, they were not
finally used.

4.6 Alignment datasets

Different datasets have been used in order to align the InnectDetkiring diferent data challenges:

e Multimuons: the multimuon sample was a specific MC dataset generatedplyrfor alignment
test purposes. This sample consisted-ii0° simulated events. In each event ten muon tracks
emerge from the same beam spot. A half of the sample is cordysgositively charged particles
while the other half consists of negatively charged paticl The transverse momentum of the
tracks was generated from 2 GeV to 50 GeV. Bhandrn presented uniform distributions in the
range of [Q2x] and [-2.7, +2.7] respectively. In order to work under realistic detectonditions
this sample was generated with the CSC geometry (SelCiioB)4.More information about this
sample (track parameters distributions and vertex reoact&in) can be found in the Appendi} D.

e Cosmic Ray Simulation: the simulation of cosmic ray muons passing though ATLAS isedo
by running a generator which provides muons at ground levélpsteriorly they are propagated
within the rock [91]. One of the features of this process i #bility to filter primary muons
depending on their direction and energy. For example, tkweats which do not pass across the
ATLAS detector volume are automatically discarded. Momxpfor the ID alignment purposes,
the sample has been usually filtered by the TRT volume in dodeave a high track reconstruction
efficiency. Several cosmic ray samples, filtered usitfigdént detector volumes and magnetic field
configurations, have been produc2d [92]. For the first IDratignt tests a sample of 300k events
simulated without magnetic field and another one of 100k &vetth magnetic field were used.
Both samples were produced with the CSC geometry (ATLAS-@dIR-02-00-00 and ATLAS-
Comm-02-00-00 for magnetic fieldfcand on respectively). The characteristic distributionthef
cosmic ray tracks have been included in Appefdix E.

e |ID Calibration: the ID Calibration streani[93] (IDCALIB) was generated farforming the
alignment and calibration. This stream provides a higtoratiisolated tracks with a uniform illu-
mination of the detector. During the FDR exercises (Se®@id) an IDCALIB stream composed
of isolated pions was used. Their tracks were generatedmmly with a momentum range from 10
to 50 GeV. These single pions were produced with the CSC geptag ATLAS-CSC-02-01-00
[©4]. The IDCALIB stream has been also used as the main stfeaaligning the 1D with real
data.
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e Cosmic real data 2008 and 2009the cosmic real data taking campaigns took place in Autumm
2008 and Summer 2009.

— 2008 data: during this period around 7 M of events were reambty the ID using dferent
magnets configuration.

— 2009 data: the cosmic statistics used to perform the 1D alggmt with the 2009 cosmic rays
were of~3.2 M of events. An amount of 1.5 M of cosmics were recorded Wiith magnetic
fields, solenoid and toroids, switched on. On the other hardvlof events were taken
without any magnetic field.

e Collision data at 900 GeV:millions of collisions, equivalent to gib~* integrated luminosity, took
place during the firsts weeks of operation of the LHC in Decen®909. These data were used in
order to perform the first alignment of the ID. Straightanwangund~0.5 M of collision candidate
events were recorded with stable beams conditions prodéctotal 0f~380.000 events with all
the 1D sub-systems fully operational. This set of data wasluis order to produce an accurate 1D
alignment for reconstructing the very first LHC collisions.

4.7 Validation of the Globaly? algorithm

Prior to the real collision data taking, many studies wendquamed in order to check the proper be-
haviour of the alignment algorithms and test the softwaaglireess. This section explains the main ID
alignment exercises. Notice that they are not presentediineasequential line.

4.7.1 Analysis of the eigenvalues and eigenmodes

As stated before, the diagonalization of the alignmentimatn be used to identify the weakly con-
strained detector movements. During the commissioning@fatignment algorithms fierent scenarios
were studied in order to find out the number of global modestoemoved depending on the running
conditions (alignment levels, track topologies, constigi..). The most common scenarios considered
at that time were chosen: only silicon alignment, silicagrainent with BS constraint, silicon alignment
with tracks reconstructed using the whole ID and the enrallgnment (silicon+ TRT). The ID geom-
etry used was InDetAligiCollision. 200209 and TRTAIlignCollision.200904 for the silicon and TRT
detectors respectively. The analysis was performed fordifferent detector geometries (L1 and L2)
using two collision data runs (155112, 155634). This sagiiesents the analysis at L1 in detail.

Analysis at L1:

¢ Silicon alignment. In this exercise, only the silicon detector information wesed in the track
reconstruction. Figude4.5 (upper left) shows the assediatgenvalue spectrum with a big jump
at the seventh eigenvalue. The first six modes are the praitlemovements since their low
values indicate a not precisely determination by the algori Figure[Z16 shows the first six
(1/eigenvaluesjeigenvectors. Each plot presents the twenty-four alignrpanameters plotted
in the X axis which are separated in four groups of 6 DoFs;, fin& pixel detector, after that, the
SCT ECA, the SCT barrel and finally the SCT ECC. The eigenvedorrespond to a globalk
andTy (modes 0 and 5), a globR, (mode 1), a global'z (mode 2) and a mixture of globB and
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Ry (modes 3 and 4). Therefore, the weakly constrained moveniave been found to be indeed
the global movements of the entire silicon tracking systesitie the ATLAS detector.

¢ Silicon alignment with a BS constraint. A straight forward way to constrain the global trans-
lations of the entire system is to use an external referedceery handy one is the BS. If the
tracks are required to have been produced in the vicinitthefBS, then the system as a whole
can not depart from that location. Therefore one expectate fjust four instead of the six un-
constrained movements. This is shown in Figuré 4.5 (toptyigRigure[4Y shows the ordered
(1/eigenvaluesieigenvectors: a glob&; rotation (mode 0), a globdl; translation (mode 1) and
a mixture of globalRx — Ry (mode 2 and 3). The translations in the transverse planeare n
free anymore (global'y and Ty movements smaller than 10n). In summary, the use of the BS
constraint reduces in two the number of modes to be removitkdinal alignment solution.

¢ Silicon alignment with BS constraint and TRT in the reconstruction. In this test, the tracks
are reconstructed with the full ID (including the TRT). Théme silicon detectors alignment is at-
tempted adding the BS constraint and keeping the TRT fixedr{@&xternal constraint). Figure 4.5
(bottom left) shows the eigenvalue spectrum where one cathse¢ the numbers of small eigen-
values have been reduced to just one. Fifiurke 4.8 shows tliiessiil/eigenvaluesjeigenvectors
associated to this scenario. Only fhigtranslation (Mode 0), which is not precisely measured by
the TRT, is not well constrained. The other plots displayrtbet modes. Nevertheless, these ones
do not correspond to any global mode. Therefore, the useeoT BT in the reconstruction fixes
most of the silicon global movements. In this scenario, theler of modes to be removed has
been reduced to only one.

¢ |ID alignment with BS constraint. The more realistic situation corresponds to the entire 1gnal
ment, where the silicon and the TRT detectors are alignegtih@g. The number of alignable DoFs
including the TRT increases to forty-two. The BS constra&@ndlso applied, therefore the global
Tx andTy are fixed and consequently the number of global movemengsegdin two. FigurE4l5
(bottom right) shows the eigenvalue spectrum. Only the fivetmodes have small eigenvalues.
Figure[Z® displays the associategejgienvaluesjeigenvectors: global; movement of the TRT
barrel (mode 0), globdR; of the whole ID (mode 1), global; excluding the TRT barrel (mode
2) and aRx — Ry global rotations (modes 3 and 4). Comparing with the siliabgnment with BS
constraint scenario one obtains the same global moveméhtthe addition of thez TRT barrel.
Therefore, the number of modes to be removed is equal to five.

Analysis at L2:

The same scenarios were studied at L2. In these tests, thtecleastrained DoFs of the Pixel and
SCT discs (namelyz, Rx andRy) were kept fixed. The constraint of tfie, Rx andRy of the end-caps
were used as a kind of external reference of the entire systehthe movements associate to these DoFs
disappeared. Therefore, when comparing with the L1 weagtgrdhined modes, the number of global
movements was reduced in three for each scenario.

Summary:

The number of modes to be removed at L1 and L2 are summariZEgbie[Z.P. This table was used
during the alignment procedure in order to eliminate thdglonovements and therefore do not introduce
any bias in the final alignment constants.
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Alignment | Silicon+ | Silicon Silicon + Silicon
Level No BS +BS | BS+ TRT Reco| + TRT + BS
1 6 4 1 5
2 3 1 0 2

Table 4.2: Number of global movements to be removed depgratinthe alignment scenario and the
detector geometry level.
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Figure 4.9: First six (kigenvaluesjeigenvectors for the ID detector aligned at L1 using the B co
straint. The 42 DoFs associated to the structures at L1 candiein the x axis.
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4.7.2 Computing System Commissioning (CSC)

The CSC was the first exercise that allowed to test the aligm@gorithms under realistic detector
conditions|[95]. Many simulated samples were producedguaidistorted detector geometry, other than
the nominal one. The distortions were included taking irdooant the expected uncertainties observed
during the construction of the ftierent parts of the detector. For example, the translatiovements in
the silicon system range from several mm at L1 to some mictersat L3. The misaligned geometry
also contained some of the ID potential systematic defdonaf he curl &ect was introduced at L2 by
rotating the silicon layers. This deformation caused a inisise measurement of the particle momentum.
The misalignments at L3 were generated randomly and noragsite deformations were introduced at
this stage. The detailed CSC misalignments for each DoFeo$ilicon system at each alignment level
are summarized in Appendl¥ C.

The adopted strategy for the CSC exerdisé [95] consistegdrsteps:

e Silicon alignment: the alignment of the silicon system was done using the Gjidbalgorithm
with a BS constraint in order to restrict the detector poaith the transverse plane. The multimuon
sample was used to perform the alignment fiedént levels, the DoF corrections at L3 were limited
using aSoftModeCu{SMC) of tens of microns that avoided big movements infetygdhe low
statistics. Finally, several iterations were done mixing tosmic ray and multimuon samples in
order to eliminate systematic deformations and verify thvevergence of the alignment constants.

e TRT alignment: the alignment of the TRT was done using a Lg@ahpproximation. First, an
internal TRT alignment with multimuon TRT-only tracks wasrformed. Then, further iterations
at L1 were done in order to align the TRT with respect to theail detector.

Once the alignment of the ID was completed, the validatiothefresults was performed usingfdrent
figures of merit. The alignment parameters were examinedcantgpared with those distributions ob-
tained using the truth MC information. Moreover, sample&as uu were studied to check the impact
of the systematic deformations in the physics observafjlbis exercise was a great success because it
provided a perfect scenario to test many of the alignmehtiecies.

4.7.3 Constraint alignment test of the SCT end-cap discs

The SCT detector is divided in one barrel and two end-capsh Ead-cap is composed by 9 discs
extending to cover approximately 2 m long in the beam dioestiand each disc has a diameterafm.
The discs are not uniformly distributed since their positieas optimized in order to every track crosses
at least four SCT layer5196]. FiguteZ110 shows one entir€ &tl-cap system.

The CSC tests demonstrated that the Glpbalas able to estimate correctly the modules position in
the barrel part. Nevertheless, some weakness when findéngattiections for the SCT discs emerged.
Figure[ZTl presents the results for thealignment parameters of the SCT ECA (left) and SCT ECC
(right) for an unconstrained alignment at L2. The blacklesaepresent the values of the CSC geometry.
The black crosses are the nominal positions of the detecidrieh were taken as the starting point
of the algorithm. In order to state that the alignment hasemted properly the geometry, the alignment
solutions must match the black circles. Green squares artdaagles indicate the alignment corrections
obtained by the algorithm at first and seventh iterations2atdspectively. These results show that the
algorithm found the right position of the pixel discs (3 KKagircles withZ <750 mm) and also for the
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first SCT discs (9 discs located4t-750 mm). Nevertheless, the outermost SCT discs exhibitlalgmo
since their position is not completely recovered.
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Figure 4.10: An illustration of the structural elements aadsors of the ID end-cap: the beryllium beam-

pipe, the three Pixel discs, the nine SCT discs and the fdaitygs of the TRT wheels. The Pixel and SCT
barrel layers are also partially displayed.

| EndCap A - GlobahTz | O  CSC Reference EndCap C - GlobalATz | o) (;SC'R(TGIEMQ
> Nominal X Nomina .
T afTFmmmmmmmr O e - CSC Mulimuons =3 T I nterd — €3¢ Muttimuons
E, H H A lter7 - CSC Multimuons é : A. lter7 — CS.C Multimuons
[T SN N L S T s N 3 AR REEE REEEREREEEEREEEEEES
b= ! E : :
g Eii S T 3 AU SN S
© MR AR R0 oo © : Y
; %'ﬂm*D IOV IOUK = I — e — 2 N - - -
: : é : : : : :
: : : : A i : : ; ;
0 Fmm 0G0 FOCEIE = Kl = w3 o o 53 o o --g-- RS e
: : : : 5 _ :
H e TEt e TLCI TS TIT RN PEMTRLICN SRS
' oo M A
&r@..m.;. a .6 ...... G0
500 1000 1500 2000 2500 1000 1500 2000 2500
Z (mm)

—Z (mm)

Figure 4.11.T; alignment corections for the Pixel and SCT ECA (left) andgPand SCT ECC (right) as
a function of their distance to the detector center (Z). Tise dstimated positions are shown for the first
(green squares) and seventh (red triangles) iteratiormedBtobat? alignment at L2. The CSC detector
position (black circles) and the initial geometry (blacksses) are also drawn.

This was understood as a weak mode. Indeed the eigenmogsiarstlowed that thE; of the end-cap
discs was weakly constraint, and expansions of the endveasslikely to occur. The poorly determined
Tz (even after 7 iterations) for the most external discs, natéigl the implementation of an EC alignment
parameter constraints to control these kind of movementsrder to illustrate how this EC constraint
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was implemented in the Glob&l code the following simple example is depicted. Figure i@ a
sketch of a simple system formed by just three planes thatncae only in the Z directiofl.

disc 1 disc 2 disc 3

Tz T Tz

Tzi-Tz2 Tz2-Tz3

~
~
YyvY

Tz1-Tzs

Figure 4.12: Sketch of an alignable system composed by fiaees. These structures have to be aligned
in the Z coordinate.

In order to avoid the collective expansion deformationsefénd-cap discs but allowing a free move-
ment for each individual disc, the residuals are built asrection of the alignment corrections (as ex-
plained in Sectioi 4.3 2). The residual were defined®Ras Céa, whereda takes into account the
difference between the alignmélit parameters of each diséa(= (6Tz,, 6Tz,,6Tz)), theC matrix en-
compass the relation between the alignment parameter&amadn error diagonal matrix that contains
the precision in the measurements. These terms can be sEqoatiorZ.ZD.

6Tz1 - 5T22 1 -1 0 g1072 0 0
R=Csa=| 6Tz -6Tz | ; C=[{1 0 -1|;G=| 0 o3 O (4.40)
0 0 02073

6Tz, — 6Tz, 0 1 -1

The contribution to the big matrix is done by the tebg = D'G™'D (SectiofZ3R) o1, o> andos
represent the tolerances in that coordinate for each disketones have been considered to be the same
for the three planes. Therefore, the final matrix is showndyeatiorlZ.11.

1 + 1 1 1

— — 2 1 1
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Of course, this simplified exercise was generalized to bé&epfor the 9 SCT discs. The matrii;)
associated to this constraint can be seen in Figure 4.1} (ldfe coloured points marks the filled terms
that correspond to th&; coordinate of each SCT disc.

The end-cap constraint was tested usirfiedent MC samples (multimuons and cosmic rays) as well as
real data (cosmic rays). The strategy applied with MC sampées the following: the CSC misalignments
were corrected for the big structures and only L2 and L3 rigieatents, which are null for th€; of the

4The planes represent the SCT discs and the free coordinatsides with the direction of the beam axiEz(.
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Figure 4.13: The impact of the alignment parameter comttaithe alignment correction enter into the
formalism as an extra contribution to the usual big matrietti. Survey matrix for the SCT end-cap with
a correlated 'z disc position constraint. Right: SMC matrix for tie DoF of the SCT end-cap discs.

end-caps, remained in the geometry. The Glgbahethod ran one iteration at L2 and instead of the
likely zero contribution the algorithm provided largerggiment corrections (up to 1 mm). In order to fix
these unrealistic movements the end-aonstraint was applied. They, used was of 1gm. Using
this constraint the size of the corrections for the SCT emul-aiscs position was reduced. This keeps
well under control the relative disc-to-disc alignmenthalgh introduced a small global shift of the full
alignment. This shift is understood as an intermediatetsolbetween the alignment corrections of the
inner discs and the expansion trend of the outermost ones.

The analysis was also repeated with cosmic ray data. On ttpeadligned detector geometry (based
on cosmic ray tracks), a L2 alignment of the SCT discs was m&itpure[Z.IH shows the corrections
obtained for the Globgf in unconstrained run mode (red points). This result verifiesexpansion of
the SCT end-cap discs. The end-cap constraintiof= 10 um was also applied (green points). In the
same way as the MC tests, the divergence offthef the discs was avoided but a small global shift was
introduced.

Finally, a SMC technique was also tested to freezeTtheosition of the SCT discs. Berent SMC
sizes were used, from few nm until hundreduofi. The size of thersyc was chosen in order to obtain
the zero corrections as expected from the simulation. Fo€itsmic data a SMC of the order of nm was
chosen. The results can be seen in Fidurel4.14 (blue squakispugh the SMC can not correct the
position of the discs, it fixes them to avoid the unreal exjmarss

The technique chosen for fixing the position of the SCT disas thie SMC since it avoided the global
shifts. Commonly a SMC of(nm) was applied for thd'z discs position fixing them completely. In
addition also thé&y and theRy of the SCT discs were found to be weakly constrained. In theesaay,

a SMC ofO(urad) was introduced. Alternatively, due to the low sensitivihese DoF can be completely
removed from the alignment.
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Figure 4.14:T, end-cap corrections obtained at L2 with cosmic data for 64 Eight) and ECC (left).
Three scenarios are shown: normal alignment algorithm mdudge the discs in the SCT end-caps are
free (red points), alignment algorithm with a end-cap ca@ist of 10 um (green points) and silicon
alignment corrections obtained using a SMC of 1 nm for all 9&Es (blue open squares).

4.7.4 Full Dress Rehearsal (FDR)

The FDR was an exercise proposed to test the full ATLAS ddtmdachain, starting from the EF
events stored via sub-farm-output (SFO) at Tier-0 untilghgsics analysis at Tier-2. Concerning the ID
alignmenttask, the main objective of the FDR exercises aatitomation of the full alignment sequence
and its integration as a part of the ATLAS chain. The ID aligminhas to be updated every 24 hours.
This is one of the tighter requirements since within thatquenot only the alignment constants need to
be computed, but also fully validated together with perfioigma new reconstruction of the beam-spot
position.

These exercises used a cosmic ray MC sample and a simulaBALIB stream composed by pions
(SectioZB). The collision and cosmic tracks were contbine single alignment solution. Figure 2115
shows the dterent steps of the ID alignment chain developed during thie ERercises. This chain began
with the determination of the BS position which was used testact the transverse impact parameter.
Straightaway, the silicon alignment constants were obthiin parallel, the TRT internal alignment was
performed using the TRT-only tracks. The center-of-gsai@oG) (Sectio.4.3]4) of the system was
calculated and subtracted from the alignment constantis. algorithm was used twice, after the silicon
alignment and after the full ID alignment (once the TRT wagradd with respect to the silicon detector).
Finally, the BS was reconstructed again, but now using tipgess stream that contains more physics
events and it allowed the determination of the BS with itsregponding uncertainties. The express
stream was also used for the alignment monitoring tool whisplays information about the detector
performance and physics observables (invariant mass afiaeses, charge momentum asymmetry,...) in
order to validate the new sets of constants. The decisiomplofading the new alignment constants is
taken based on the monitoring results. The tags into thédsagsare then used to reconstruct the physics
streams.
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Figure 4.15: Integration of the ID alignment algorithm astjphthe ATLAS data acquisition chain. This
scheme shows theftirent steps followed to align the ID during the FDR exercises

4.8 Results of theGlobaly? alignment algorithm with real data

The ATLAS detector has been recording data since 2008. Duhi@ commissioning phases millions
of cosmic ray tracks were used to prepare the initial detgmtometry for the first LHC collisions. At the
end of 2009, the long awaited LHE - p interactions arrived. Subsequently, the center of masggne
was increased from 900 GeV until 7 TeV. Since then, the LHCH®ee cumulating more and more data
(£=26.5fb™! combining 7 TeV and 8 TeV runs) which has been used to contisiyémprove and update
the alignment of the Inner Detector.

4.8.1 Cosmic ray data

Cosmic rays were used to test the good operation of the detstvell as the performance of the track
reconstruction and alignment algorithms. Figure¥.16 shiovo events with a cosmic track crossing the
entire ID. The picture on the left represents the straigijettory of a muon particle through the 1D
detector without any magnetic field. By contrast, the pieton the right shows how the muon track is
bent due to the solenoid magnetic field. The cosmic trackaednthe upper and bottom part of the
detector. These correlations are an exclusive featureeo€dismic track topology. On the other hand,
the disadvantages of this cosmic topology is the non uniibamination of the detector. The upper and
lower parts, aroung= 90° and¢=270 respectively, are more populated than the regions in thessid
located aroung= 0° and¢=18C. Moreover, the track statistics in the end-cap is not largsugh for
the end-cap alignment (characteristic cosmic distrilmstiare shown in AppendiX E).

Cosmic ray data 2008

The ID alignment algorithms ran over the sample of cosmidnagks collected in the 2008 campaign
to produce the first set of alignment constants of the realadiet [(97/98]. The alignment was performed
for the silicon detector (Pixel SCT) and TRT separately. The tracks used in the alignmeiufinet
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Figure 4.16: Dfferent detector views of a cosmic track crossing the entirePiRel, SCT and TRT
detectors. Left: cosmic track without magnetic field. Rigiadsmic track with a magnetic field.

hits in the three subsystems: the Pixel, the SCT and the TRIt#s. Moreover a cut in the transverse
momentum was also appliegr > 2 GeV. Although these requirements reduced the number cfgra
considerably{420 k of tracks kept), the set was large enough to obtain anadde good set of alignment
constants.

In the first step, alignment corrections up to 1 mm were olekhetween the Pixel and the SCT
detectors in addition to a rotation around the beam axissdo® mrad. The rest of the rotations were
consistent with zero. In a second step, corrections of theraf hundreds gim for the barrel layers and
up to 1 mm for some SCT end-cap discs were obtained. Afteisy#ind alignment of the barrel part was
done stave-by-stave. In order to constrain the relativeemmnts between neighbouring staves, at least
two overlapping hits were required. Alignment correctiofitens ofum were found for these structures.
Finally the alignment at module level was done. In this eise;oonly the two degrees of freedom most
sensitive to misalignments were aligndd; the translation along the most precise detection,Rnthe
rotation in the module plane. These corrections showedtamial bowed structure in some pixel staves.
FigurdZ.TV shows the residual distribution of the recotdein two diferent staves as a function of their
position along the stave. It is seen that there is no sigmifidapendence on z in the first stave (top) but
there is a significant bow with a saggita-6600um in the second one (bottom). These corrections were
rather unexpected due to the accuracy of the survey of thet gives. However the survey measurements
were performed before the assembly of the staves on theshells, so this bowing could have been
introduced during this process. The SCT staves did not éxhity particular shajpe the individual
corrections for the modules was arouhgd~30 um.

Simultaneously to the alignment of the Pixel and SCT detscthe TRT tracks were used to perform
the TRT internal alignment. The size of the corrections vedrthe order of 200-30@m with respect to
its nominal position. Finally, the TRT detector was aligveth respect to the silicon detectors and the
corrections at this level were found to be up to 2 mm.

5 This is somewhat expected as the SCT modules were not asskintdtaves as the pixel modules did, but mounted directly
and individually on the barrels.
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Figure 4.17: Local x residual mean versus the global Z positf the hit for two pixel staves. Top: no
residual dependence observed in Z. Bottom: bowed shapérsdenstave.

Study of the alignment performance

The validation of the detector alignment was done usingtsagments: the cosmic tracks are divided
in upper and lower parts taking into account the hits in thpegiod bottom regions of the ID respectively.
These segments are refitted independently and the resuéteks are called split tracks. The requirements
applied to get a good quality of the split tracks are the foifays:

e Hit requirement: Npix =2 ,Nsct> 6 andNtrT = 25
e Transverse momentum cut:pr > 1 GeV

e Transvere impact parameter cut: | dp |< 40 mm in order to test the impact parameter resolution
of the pixel detector.

The expected resolution of the track parameters at thegee(ig, 2o, ¢o, 6, g/ p) for the collisions can
be predicted using reconstructed split tracks from cosmyis.rSince both segments come from the same
particle, the dference of the track parameterst) must have a varianae?(Ar) twice the variance of
the track parameters of the entire track. Therefore, thea®gd resolution for the track parameters is
given byo(r) = o(Ax)/ V2. The measured resolution was compared to the perfect MEctadion. The
differences in the performance were attributed to the remamisglignment. FigurEZZ18 (left) shows
the transverse impact parameter resolution as a functidheofransverse momentum. Thre&elient
track collections have been compared: silicon only tratkecks using Pixel and SCT detector hits),
full ID tracks (tracks refitted using all ID hits) and simwddtfull ID tracks with a perfect alignment.
The dp resolution at lowpr is dominated by the MCS. For higher momenta the values nagiell into
an asymptotic limit which is given by the intrinsic detectesolution plus the residual misalignments.
Figure[41IB (right) shows the momentum resolution versagrdmsverse momentum for the same track
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collections. The contribution of the TRT to the momentunoheon can be seen clearly. A precise
momentum determination of high momenta particles is a kgyeidient for the physics analysis.

0.1 ————rr

— E E = — L RN | { ]
E 0.09E Split tracks = s 0.25: Split tracks ]
;50.08.%.........*,..“ —— Data, Si only é S 0_2:_ —— Data, Si only E
® 007 —— Data, full ID 4 & —— Data, full ID ]
0.06; - MC perfect alignment, full ID é 0.15:7 - MC perfect alignment, full ID E
= I z
0.045 b 2= = 0.1-ATLAS — ]
0_03; *‘:?E'A"-—A—_A__ A i E Cosmic-ray data 2008 . :
0.020 T 0.05- LT e Feoeeoen

E ATLAS R — Aoeeeeeennens 4 F e —h— ]
0.01E-Cosmic-ray data 2008 E E D BN ]

i L ol L M| o 0 | | L L
1 10 10* p_ [GeV] 1 10 10* P, [GeV]

Figure 4.18: Left: transverse impact parameter resolu®m function of the transverse momentum.
Right: Momentum resolution as a function of the transversenentum. The resolution is shown for

tracks refitted using all ID hits (solid triangles), siliconly tracks which have been refitted using Pixel
and SCT detector hits (open triangles) and simulated fultrizks with a perfectly aligned detector

(stars).

Cosmic ray data 2009

A new ID alignment was performed using the full statisticiemied during the 2009 cosmic runs in
order to cross-check and improve the detector geometrydfguthe previous cosmic exercise (Cosmic
2008). Here, the L3 alignment included more DoFs which peeaito obtain a more accurate detector
position. Afterwards this geometry was used as startingtgor the 900 GeV collision alignment.

A track selection criteria was applied in order to seleatksawith certain quality. The requirements
varied depending on the dataset and also on the alignmegit |&he standard selection used was the
following:

e Hit quality requirement: the InDetAlignHitQuality [99] tool was developed in order teject
potentially problematic hits from the alignment procedufenong others, the outlier hits, edge
channels, gange pixels, large incident angle,... couldéstified and removed from the track.

e Hitrequirement: Nsct > 12. A requirementin the number of pixel hits was not imposeafrter
to not reduce much the statistics.

e Transverse momentum cut: pr > 2 GeV. The material feects associated to each track were
computed according to its momentum. Of course, this cut waspplied for the sample without
magnetic field since the momentum can not be measured.

e Overlap hits: most of the alignment levels keep the barrel as an entiretsirelinterdicting radial
deformations. By contrast, the stave alignment allowsiptessletector deformations (clamshell,
radial or elliptical). Therefore, beyond stave level, @detwo overlap hits were required to con-
strain the radial expansions.
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After applying all these requirements the remaining diatisvas~440.000 and-52.000 tracks without
and with magnetic field respectively. Both data sets werd tm@etheﬂ.

The alignment strategy was designed to cover most of themetmisalignments taking into account
the available statistics. First, the iterations at L1 wesdgrmed in order to correct the big movements of
the detector. Figule 419 shows th&elience between the L1 position of the Pixel and the SCT bfanrel
all alignment parameters. These results were obtaineddiffirent alignment algorithms: Robust (green
triangles), Local? (blue trinagles) and Globgt (orange squares). In addition, the Gloprakonstants
obtained for diferent periods, Cosmic 2008 (grey squares) and Cosmic 2@l®ysquares), are also
plotted. The results indicate a good agreement betweelgalithms and also betweenftérent datasets.
Nonetheless, the rotation around the beam axis exhibitg dibcrepancy between the results obtained
with and without Pixel survey.
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Figure 4.19: Diference between the Pixel and SCT barrel position for eaghrakent parameter. The
results for the Globaf, Localy? and Robust methods are shown. Also the Glgbaksults obtained
with different cosmic data sets are displayed. Notice that tffierdihce in thd?; corrections are due to
the use of the Pixel detector survey.

After correcting the L1 displacements the alignment of theFhalf-shells was done. At this level, an
ES was used to get a high track hifieiency (a=0; c=200um). The corrections obtained for the Pixel
half-shells and for the SCT layers translations were of tttkeioof ~100 um and rotations, in general,
compatibles with zero. On the other hand, the disc alignwastdone using only the three more sensitive
DoFs while the others were fixed using a strong SMC.

Afterwards, stave alignment was performed (ES ef 80 um). At this stage, the requirement of two
overlapping hits was imposed in order to maintain underrobuietector geometry deformations. The
corrections obtained were of the order~&0 um.

Straightaway, several iterations at L3 were done. Compavith the Cosmic 2008 alignment strategy,
more DoFs were aligned here sin€e and T; were also determined. One important point was the
verification of the bowing shape in thig — Rz coordinates. As expected, this pixel stave deformation

6Although some detector geometry deformations can be inted due to the fierent magnetic field configurations, these
deformations are expected to be small compared with thelignsaents introduced during the assembly process. Therefwmth
samples were combined at this stage of the ID alignment.
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was observed again. In addition, a new pixel stave bowingeskas seen in th€; coordinate. Figure
shows a schematic picture of the bow deformatiodir Tz (left) and inTz (right). Figurdl 4.2l
presents the local corrections obtained for fodfedent ladders. The two plots in the upper row display
the Tx and Rz local corrections. A clear bowing shape of the order of 280is seen in both Pixel
structures. The bottom row shows thglocal correction for other two ladders. In this case the olest
sagitta is of the order o£200um. On the other hand, the corrections for the individual SGidutes
were about10um.
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Figure 4.20: Left: Scheme of negative bow in the stave xylléreane. To go from stave 1 to stave 2
geometry a translation in the x directioh,j and a rotation in the module plan@, have to be applied.
Right: Picture of the positive bow shape in the yz local frafem stave 1 to stave 2 geometry only a
translation in the z direction has to be done.
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Figure 4.21: Upper row: bowing detector deformatio jn— R for two different Pixel staves. Bottom
row: bowing detector deformation in tie coordinate for other two Pixel staves.
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To check the good convergence of the algorithm, severatiters at lower levels were also performed.
Therefore, after L3 one iteration at L2.5, followed by otlg¢L2 and finally one at L1 were included.
Basically they were done in order to verify that the cormtsi at highly granular levels didn’t introduce
movements for the whole structures and the global movermatsdficiently removed by the eigenmode
analysis. The corrections for these iterations were foortaktsmall. This alignment strategy produced
a more accurate ID alignment constants since additionakttat deformations, as the: bowing, was

corrected.

Figure[42ZP shows the residual maps for the first layer of ilel Pleft) and SCT (right) detectors.
These plots show the mean of the residual distribution fon &adividual module. The Pixel residual map
displays huge misalignments since most of the modules heneaa residual o£100um. Moreover the
white squares represent mean residual out of scale whichsikeat these structures are heavitgated
by large displacements. The SCT residual map also presggesiisalignments. Figuke 2123 shows the
residual maps for the same layers after the Glgbalignment. Notice that the scale has been reduced
from 100um (before alignment) down to 5@m (after alignment). These residual maps show a uniform
distribution around few tens @im.
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Figure 4.22: Residual maps for the Pixel LO (left) and SCT tight) before Cosmic ray alignment.
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Figure 4.23: Residual maps for the Pixel LO (left) and SCT tight) after Cosmic ray alignment.
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Study of the alignment performance

The resolution of the track parameters can be validated impeoing the parameters of the split tracks
(upper and lower segments) at the point of closest appraatietbeamline. Both segments were re-
quired to have a transverse momentum larger than 2 GeV, rharelt Pixel hit and at least 6 SCT hits.
A transverse impact parameter cltly |< 40 mm, was also applied. Figure4.24 4nd #.25 show the
difference between the track parameters for the upper and legerents{r). The resolutions for the
impact parameters with magnetic field can be calculatedqus{n) = o-(Ax)/ V2 beingo(dy) ~30 um
ando(zp) ~117um .
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Figure 4.24: Track matching parameter distributions fasnoiw ray track segments with and without
magnetic field. Leftdy. Right: z.
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Figure 4.25: Track matching parameter distributions fosroiw ray track segments with and without
magnetic field. Righty. Left: g/pr.



74 4. Alignment of the ATLAS Inner Detector with the Glokal

4.8.2 Collision Data at 900 GeV

The LHC collided proton beams for first time the 29th of Novemdf 2009. The data collected during
that pilot run was used for the first ID alignment with reallisidns, and later for physics publications
using that alignment. FigufeZ]26 shows the event displarysivo candidate collision events.

Candidate
Collision Event

-06, 10:04 CET
749, Event 406601

XPERIM

14:22

Collision Event

Figure 4.26: Two candidate collision events obtained dytire first data taking periods. Left: detector
view of the first ever LHQ — p collision event with an ID zoom picture inset. Right: traesse detector
view of an early collision event with the full ID.

End-cap alignment with the first collision data

The first events were reconstructed with the available tetgeometry obtained from the 2009 Cos-
mic ray exercise (Sectidn Z.8.1). Whilst the performandbénbarrel was acceptable, the reconstruction
exhibited some problems in the end-cap regions, as expetuedo the dficulties of aligning properly
the end-cap discs with cosmic ray data.

The ID track-hit residual distributions were studied in@rtb detect the detector misalignments. Fig-
ure[Z2Z¥ shows the unbiased residual distributions for thel Rnd SCT detectors. The reconstructed
residual distributions (black squares) were confronteti Wiose obtained with the perfect detector ge-
ometry in MC (blue circles). The first row displays the baresdiduals for the Pixel (left) and SCT (right)
detectors. These reconstructed distributions didn’tleikbiny bias since they were found to be centred at
zero with Gaussian shapes. The second row of Figuré 4.2Biexthe residuals for the Pixel ECA (left)
and Pixel ECC (right). The ECA distribution shows a reastmalgreement with the perfect geometry
while the ECC showed a wider distribution. Finally, the ¢hiow shows the SCT ECA (left) and SCT
ECC (right). For both distributions a clear misalignmentisible since the mean of the residuals are
not centred at zerqu(= —2um for the ECA ang« = —5um for the ECC). Moreover, wider distributions
than for the perfect geometry also indicated the preseneaafcap modules misalignments. The width
(o) of the residual distributions combines the intrinsic tation of the detector with the uncertainty of
the track extrapolation. Therefore, one can assume thaliffezences between the widths of the recon-
structed and the perfect residual distributions are relafiéh the impact of the ID misalignments. Using
this assumption, the estimated size of the misalignmente w@mputed as- 70 um for the SCT ECA
and~113um for the SCT ECC. These numbers evidenced the necessitypobuimg the SCT end-cap
alignment.
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Figure 4.27: Pixel and SCT unbiased residuals with the fitdClcollision data. Comparison between
perfect MC geometry (blue circles), initial reconstructgmetry based on Cosmic ray (black squares)
and reconstructed geometry after end-cap alignment basé&tbtision0201 (red circles). First row
shows the unbiased barrel residuals for Pixel and SCT daeteanhd the second and third row present the
unbiased residual for ECA and ECC of Pixel and SCT detectmgactively.
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The SCT end-cap alignment was performed with the recor@gidtits of~60.000 tracks of minimum
bias events. The following track selection criteria wasliggip

e Hit requirement: Np;x + Nsct > 6.

e Transverse momentum cut:pr > 2 GeV.

The detector alignment tackled only the big structures|sthiodule alignment was not attempted as
there was not enought statistics. The alignment chain waposed as follows:

e One iteration at L1 was done in order to validate the stgbdftthe ID detector position within
ATLAS. The largest corrections obtained at this level wenetfie SCT ECC with &7 ~ 250um
and aRz ~0.2 mrad.

e In order to perform a fast SCT disc alignment, the Pixel deteand the barrel part of the SCT,
which showed an admissible alignment for the first data tpkivere kept fixed. The three more
sensitive DoFs of the disc structures were aligneg: Ty andR,. Due to the big misalignments
observed in some of the SCT end-cap discs an error scalimflabe the hit error (a1 and e200
um) was used during the first iterations. The biggest misaligmts were found for the disc 4 of
the ECC with a translation in the X direction ef105um , a translation in the Y direction ef350
um and a rotation around the Z axis-ef.5 mrad.

Figure[Z2¥ also shows the Pixel and SCT unbiased residstillditions for the collision aligned
geometry which was tagged as Collision0® (red circles). The improvements observed in the SCT
ECC residual was principally due to the L2 alignment coioexs. This residual was centred at zero
and its width reduced from113 um to ~73 um. At this stage, both SCT end-caps present similar
distributions between them but still far from the perfeabigetry. This issue indicated the necessity of a
finest granularity alignment.

A closer view of the misalignments of the SCT ECC disc 4 cangensn FiguréZ.28. The left plot
illustrates the mean residuals for the initial geometrye Black color indicates residuals out of the scale,
thus most of the modules were misaligned by more tham@5The picture on the right, shows the same
distributions after the L2 end-cap alignment where thedigsls have been significantly reduced. Nev-
ertheless, the misalignments were not totally correctecesthe middle ring was systematically shifted
around 2Qum. This figure revealed a global distortion at ring level arativated the necessity of aligning
these structures separately. Due to time constraintsitidsof misalignments were not corrected during
this exercise, but their correction was postponed to be @othee subsequent ID alignment exercise.

Summing up, the position and orientation of the SCT endcagsdivere corrected and the alignment
was substantially improved allowing the physics analysisely on the track reconstruction. Despite
that the most dangerous misalignments were fixed, the sthithedinal residuals revealed remaining
global distortions that had to be eliminated (SCT ring miggahents in FigurEZ.28). In that sense, a new
accurate alignment was performed. It will be shown in thet seksection.
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Figure 4.28: Mean residual hitmap before (left) and aftighf) alignment. Each cell corresponds with a
SCT module.

Accurate alignment with 900GeV collision data

This alignment was performed using 2009 cosmic ray data fetagfield on and ff) and 900 GeV
collision data (datasets explained in Secfiod 4.6). All gleswere used simultaneously in order to in-
crease the available statislicsMoreover, the use of ierent track topologies and the BS constraint
helped in the elimination of the weak modes (Secliah 4.5)imuthis ID alignment, in addition to the
residuals, some physics distributions, as track parasei@nsverse momentum, etc, were also moni-
tored. The final alignment constants tagged as InDetCofi2D0909 were validated using thefixial
ATLAS monitoring software.

Data used

Description of the requirements applied for the sampled:use

e Collision data. To ensure a good collision track reconstruction the follayselection was im-
posed:

— Hit requirement: Npx + NscT > 8 and at least two of them recorded by the Pixel detector
(Npix >2).

— Transverse momentum cut:pr >2 GeV. It was applied in order to reduce the impact of the
MCS while preserving enough statistics.

— Transverse impact parameter cut:dggs < 4 mm, this cut in the transverse impact parameter
with respect to the beam spakfgs) was also applied to select the tracks coming from the BS.

e Cosmic data.As the cosmic topology is fferent from the collision tracks, a distinct track require-
ment was used:

7In general, the datasets collected iffelient data taking periods could be not compatible if theatetehas sfiered some
hardware changes in between. Nevertheless, as the aligi@ased on cosmic rays was found to be acceptable for recotisty
the collision events, it was assumed that the shifts werdghatbig to make the samples incompatible. Therefore batipks
were combined to increase the statistics.
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— Hitrequirement: Nscrt > 12. For tracks that crossed the Pixel detector at least twed Rits
were also required.

— Transverse momentum cut:pr >2 GeV.

After applying all these cuts, the remained statistics was850.000 tracks (60.000 from collision
events and 330.000 and 460.000 from cosmic events with ahdwimagnetic field respectively).

Alignment strategy

The starting point for the ID alignment was the geometry imlgtd with 2009 cosmic data (Section
E381). On top of this, a complete alignment procedure wapaed. Moreover, the BS constraint was
applied during the whole alignment chain.

Beam Spot Constraint. The beam spot position used in the alignment was read dirizoth the data
base beingYBS =-0.19+0.02 mm andYgs= 1.02:0.03 mm. Figur€Z29 shows the X and Y coordi-
nates for the reconstructed BS position with the initial @msgeometry (black line) and with the final
Collision0909 constants (red line). The position obtained using tht@lrCosmic geometry didn't cor-
respond to the location read from the dataflagée use of this constraint forced to move the detector
globally in order to preserve the BS position. This conatranproved the alignment of the innermost
layers of the Pixel detector and also maintained fixed thé&ipo®f the BS.
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Figure 4.29: X (left) and Y (right) beam spot coordinate fiosibefore (black line) and after (red line)
alignment. The L1 (blue line) alignment has been also drawsee its corresponding impact.

Level 1. The Ll corrections for the Pixel detector in the transveltaegwhere found to bEx=353.0:0.5
um andTy = —26.6:0.5 m which mainly correspond to thefidirence between the initial detector geom-
etry and the BS position. FiguEe-4]129 also shows the L1 algmnblue line) that presented the major
contribution for recovering the BS position. The Z coord@waas also monitored, its value was found to
be compatible with its position into the DB:= —8.33 mm with a width of 41.0 mm.

8BS tag: IndetBeam po988Collision. Robust2009 05v0.
9This mismatch was introduced by usingfdient sets of alignment constants for the on-line afidime reconstruction.
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Level 2. To allow for an dficient track-hit association, the ES technique was appfigtily with a
constant term e 200,urr{ﬂ which was subsequently reduced in the following iteratian the quality
of alignment improved. Figufe-ZB0 shows the average numbbits as a function of; for the Pixel
(left) and SCT (right) detectors. The distributions arevehdor the initial (black points), after L2 (green
circles) and for the final detector geometry (red points).esehplots show that the barrel region hit
efficiency was already high and the big improvement was intreduic the end-caps, specially in SCT
ECC. The corrections applied improved the momentum reoactin in the EC regions.
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Figure 4.30: Left: Average number of Pixel hits as a functibr. Right: Average number of SCT hits
versusy. Different alignment levels are displayed: initial geometra¢klpoints), L2 (green circles) and
final detector geometry (red points).

Level 2.5. As usually, for the ladders and rings alignment a requirdrimethhe number of overlapping
hits was imposedNover > 2). In order to increase the statistics, the cosmic ray samjih magnetic
field was included here. The size of the ladder correctiotaingd were)(20um) for the Pixel anad)(80
um) for the SCT detectors. The end-cap ring alignment was dodethe obtained corrections were up
to 20um. As an example, Figufe 4131 (left) shows the residual mapsaated to the disc 3 of the SCT
ECA before the ring alignment, the middle ring exhibits afamn shift of the residual means of 2n.
After the ring alignment (right) the global distortion wagrected and the remaining misalignment were
amended at L3.
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Figure 4.31: Mean residual hitmap for the disc 3 of the SCT Eefore (left) and after (right) the ring
alignment. Each cell corresponds with a SCT module.

10The ES technique was also applied during the L1 alignment.
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Level 3. Finally, some iterations at module level were performeder€fore, the L3 alignment for the
barrel region was attempted using the most sensitive 4EdF§,Ty, Tz andR7) an for the end-cap
alignment only the three most precise onég, Ty and theRz). Even though the number of tracks was
quite large, the detector illumination was not uniform ahd todules located at larggin the barrel
collected~100 hits while the most illuminated modules had around 5080 fhose modules with less
than 150 hits were not aligned in order to avoid statisticadtflations.

FiguredZ:3P anBZB3 show the biased residual distribsifionthe Pixel and SCT detectors. These
plots compare the initial "Cosmic” geometry (black line)danDetCollision0209 alignment (red line).
An improvement in the residuals is shown for both sub-detsctThe widths of the final Pixel barret r
distributions are(10 um) andO(16 um) for the barrel and end-caps respectively. The residuatsen
direction present a width of th@(70um) for the barrel and(108um) for the end-caps. The SCT barrel
residual distribution has a width @f(13 um). The biggest improvement can be seen in the SCT end-cap
residual distribution. The width of this biased residuakwaduced from-70 um (before alignment)
down to~17 um (after alignment).

22F 0.50¢
“CE — Cosmic E —— Cosmic
E Pixelrgresidual (Barrel £ Pixelir@residual (End-Caj
200 ¢ (Barrel) — Collision09_09 0.45F ¢ ( P — Collision09_09
1.8 0.40F
16E 0.35)-
14E 0.30F
L2 0.25
1.0— =
= 0.20F
0.8 £
E 15
0.6F 0 55
0.4F 0.10;
0.2F 0.05—
0:8;0”-‘01;5‘ 010 005 -0.00 005 010 015 020 0'0-%:8‘ 06 04 02 00 02 04 06 08
mm mm
0 57 Pixeln residual (Barrel) — Cosmic ;Dixel n residual (End-Cap) —— Cosmic
L 3 R
Sr — Collision09_09 0.051 — Collision09_09
0.4~ 0.04f
0.3 0.03
0.2~ 0.02
0.1~ pFFF :!:Eh 0.01—
07 S = T TR PR B = 7\\\\\—!—H:\\\\\\\\\\\\\\\\LA\\\\\
92 03 02 01 00 01 02 03 04 -04 -03 -02 01 -00 01 02 03 04
mm mm

Figure 4.32: Upper row: Pixel biased residual distributions for barrel (left) and end-capst{t)g Bot-
tom row: Pixel biased residual distributions for barrel (left) and end-capsHt)g The distributions are
presented for two scenarios: collision data reconstrugigdthe 2009 Cosmic ray alignment (Cosmic)
and with the alignment corrected using collisions data I{§loh09.09).

11The out of plane rotationdRy andRy) were not used since the statistics were not enough to actievdesire sensitivity.
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Figure 4.33: SCT biased residual distributions for batledt)and end-caps (right). The distributions are
presented for the Cosmic ray (Cosmic) and collisions (€ioli0209) alignments.

Study of the alignment performance

After the InDetCollision0909 alignment, the detector performance was studied in eodszlidate the
goodness of the corrections applied. Many distributionseweonitored during and after the alignment
to control potential biasing detector deformations andvimichweak modes. These distributions were
studied for the barrel and end-caps separately. As the apsl-sffered the biggest corrections, their
distributions were analysed in more detail.

The transverse impact parameter versus the BS positiontudied since it can give relevant informa-
tion about the misalignments of the detector in the trarssv/ptane. Figule-Z.B4 shows this track param-
eter at dfferent alignment levels. The reconstructigdistribution using the "Cosmic” alignment (black
line) exhibited a hon Gaussian shape due to a detector diiiftrespect to the BS position. Therefore,
after correcting this mismatch at L1 (blue line), the Gaarsshape for they was recovered. Although
the BS position was mainly corrected by the L1, the alignna¢h® did a fine tuning and the distribution
became a bit narrower. Thefflirence between the initial (black line) and the final (re@)ligeometry
shows the big improvement achieved after the alignment.
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Figure 4.34:dy parameter before (black line) and after (red line) alignm@&ifferent levels have been
also included to see their corresponding impact: L1 (blue)land L2 (green line).
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FigurdlZ.3b showd, as a function of; (left) andgy (right) of the detector. Thedy versus; distributions
show a flat distribution in most of the detector regions. Hesvethe ECC presented some variations
which were largely reduced after the disc alignment (grdesies). Of course the ring and module
alignment also had a clear impact since the final InDetGolii39.09 distribution (red points) was flatter.
On the other hand, they versusgo displays a typical sinusoidal shape for the initial aligmnéue to
the global shift already mentioned. Nevertheless, aftegtlde circles), when the detector position was
corrected to keep the BS, this shape disappeared and thibudisin became flat.
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Figure 4.35: Right:dy versusy. Left: dy versusgo. Different alignment levels are displayed: initial
geometry (black points), L1 (blue circles), L2 (green @s)land final detector geometry (red points).

In order to analyse in more detail the forward regions dgreersusp, distribution was drawn for ECA
and ECC separately (Figure 21 36). Both display the chaniatitesinusoidal shape for the initial geometry
(black points). For the ECA the flat distribution was reachgdr L1 (blue circles). By contrast, the ECC
presented a lingering sinusoidal shape which was elimihafter L2 (green circles). For both end-caps
the final alignment constants (red points) show a flat digtigim around zero for all sectors.
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Figure 4.36:dy versuspg for ECA (left) and ECC (right). Oferent alignment levels are displayed: initial
geometry (black points), L1 (blue circles), L2 (green @s)land final detector geometry (red points).

A crucial aspect for physic analysis is to have a good monmenconstruction. FiguleZB7 (left)
shows the number of positive and negative reconstructegjearacks by the end-caps using the initial



4.8. Results of th&lobaly? alignment algorithm with real data 83

"Cosmic” geometry . It is known that ip — p collisions there are more positive than negative charge
tracks. However this asymmetry should be the same in botfcapd. What was observed initially is
that the end-caps did not agree due to the large initial igisalents of the SCT ECC. Figure- 2137 (right)
shows the same distribution for Collision@® alignment where a clear reduction of thifeet can be
seen and the track charge distribution is more similar fon lead-caps.
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Figure 4.37: Left: Number of positive and negative chargadks reconstructed for each ECA (blue)
and ECC (red) for the initial Cosmic geometry. Right: sansrdiution reconstructed with the Colli-
sion0909 aligned geometry.

Moreover, Figur€Z.38 shows the average charge of the |[gsris a function apg for ECA and ECC.
Distributions for the initial (black points) and the finaéf points) geometry are plotted. The SCT ECC
exhibits a sinusoidal shape for the "Cosmic” geometry. "sgmmetry is unexpected as the number
of positive (negative) charged tracks should not depengoorThis was interpreted as a kind of curl or
saggita distortion. Finally, these deformations wereexted and the final distribution obtained with the
InDetCollision0909 became flat.
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Figure 4.38: Average track charge as a function of the ECH#) @nd ECC (right). The initial Cosmic
detector geometry is shown by black points while the finali€ioh09.09 is represented by red points.
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In summary, a satisfactory ID performance was achievedyusia Collision0909 geometry for the
reconstruction of collision data. Finally the results weadidated using thefficial ATLAS monitoring
tool [99].

4.9 Further alignment developments

The alignment of the ATLAS ID has been continuously updatedhfthe first LHC collisions until
now. New techniques and larger datasets have been useddntordbtain a more accurate detector
description correcting not only the residual misalignnselmiit also those weak modes present in the
detector geometry [100, I01]. Special attention has befpacorrecting the momentum of the charge
particles since a bias in this parametéieats many physics observables: invariant mass of resosance
charge asymmetries, etc. Moreover, the good reconstrucfithe impact parametedq) has been also
studied because it influences the vertex fitting and consetyube b-tagging performance.

This section presents some of the newer techniques useidmafad¢ 1D during the Run I

¢ Alignment datasets: as usualp — p collision and cosmic ray data have been mixed in order to
perform the ID alignment. Newer trigger configurations hallewed the storage of the cosmic
tracks simultaneously with collision data taking, justidgrthe periods without proton bunches
passing through ATLAS. In this way, the detector geomety hye operation conditions for both
samples are exactly the same.

e New alignment code:the Pixel, SCT and TRT detectors have been integrated inatine slign-
ment software framework in order to run all sub-detectote@same time. This software includes
both approaches: Logal and Globa}?. In addition, the monitoring tool has been programmed to
run automatically after each iteration to check the goosloéghe alignment constants.

e Wire to wire TRT alignment: in order to get a better detector description, the TRT wagalil
using just the two most sensitive degrees of freedom per (i translation along (T,) and
the rotation about ri) and z K;) for the barrel and end-caps respectively). This alignment
involves 701696 DoFs. The residual maps exhibited a whe&hteel oscillatory residual pattern
which was identify as an elliptical deformations of the TRidecap. This deformation could
be explained by the way in which the wheels were assemble@ nEighbouring wheels were
mounted independently in the same assembly table, and paiheels were assembled back to
back and stacked to form the end-caps. Therefore, a deflemiatthe machine table would give
rise to the observed misalignments. After the wire-to-vellignment the detector deformations
were corrected and a uniform residuals maps without anyfgignt bias were registered.

e Study of the deformations within a Pixel module: the pixel modules were modelled with a
distorted module geometry instead of a perfectly flat sefahe deformations were included ac-
cording to the survey measurements of twist/antdend of the detector wafers which correspond to
out-of-plane corrections of the order of tens of microme{202]. These distortions were included
into the reconstruction and the measured hit position wacted accordingly. The alignment
of the pixel detector enabling the pixel module distortishswed a big improvement of the pixel
alignment. Figur€Z.39 shows detailed residual maps of iddrarea of the intermediate layer of
the barrel pixel detector before (left) and after (right)dute alignment. Each pixel module was
split into a 4x4 grid and the average residual of the tracks passing threagh cell was plotted.
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The modules are identified by their position in the layer wh&given by theit; ring andg sector
indices.

Average local x res [pum]
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Figure 4.39: Detailed residual maps of the barrel pixel niesl(only a subset of the pixel modules
of the intermediate pixel barrel layer are shown). Averagml x residual before (left) and after
(right) module level alignment (including pixel module wigions).

e Run by run alignment: the run by run alignment allows the identification of the d&te move-
ments prior the data reconstruction. Nowadays the ID aligmirhas been fully integrated in the 24
hours calibration loop. Therefore the ID track sets are wsgetrform a couple of L1 iterations to
check the stability of the detector. If movements are olesgttiaen the higher granularity alignment
levels are performed in order to have the best possible gegahescription before the data recon-
struction. Figur€Z.40 shows the global X translationsqrend on a run by run basis. The large
movements of the detector were found after hardware intsdecooling system failure, power
cuts, LHC technical stop, etc. In between these hardwatagmes small movements{um) are
observed indicating that the detector is generally verplstaThese run by run corrections were
applied during the data reprocessing.
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Figure 4.40: Global'x alignment corrections performed run by run. The large me@sof the
detector were observed after hardware incidents.
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e Track momentum constraint: the L2 alignment weak modes can lead to momentum bias. It can
be detected using filerent methods:

— Invariant masses of known particles:violations of the expected symmetries in the recon-
structed invariant masses of known particles can be cawénto a measurement of the
systematic detector deformations. Therefore, scans eétimvariant masses as a function of
different kinematic quantities are performed for searchingrfsalignments. For example,
particle decaying in one positively and one negativelyiptasZz — u*u~, must present
the same momentum for both particle and any deviation couditate a momentum bias.
Similarly, dependence of the mass on thef the decay products provide direct sensitivity to
the twist.

— E/p variable for reconstructed electrons: as the EM calorimeter response is the same for
e" ande, the Ep technique can be used to detect charge dependent biabesndtmentum
reconstruction in the ID.

The momenta of the tracks can be corrected using inform&tom the momentum bias present in
the alignmentdsagitta):

0/ Pcorrected = 4/ Preconstructelil — g pT5saggita) (4.42)

The sagitta can be estimated usingZhe> u*u~ invariant mass or the/g method. Both techniques
give an independent probe of the alignment performancen&st each iteration the momentum
bias is calculated and the new momentum is used in the alignmEhe process iterates until
convergence. FigufeZZK1 shows the saggita map obtainédthetZ — u*u~ invariant mass
method before (left) and after (right) alignment with thisistraint. The bias in the momentum has
been corrected.
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Figure 4.41: Map 08sagitta Values as extracted froth— p*u~ events before (left) and after (right)
alignment.

4.10 Impact of the ID alignment on physics

Most of ATLAS physic analyses involve objects reconstrddig the ID, therefore the goodness of the
ID performance has a direct impact on the final physics re¢i3]. The work presented in this thesis
was really important for getting the first ATLAS physic papervhich the charged-particle multiplicity
and its dependence on transverse momentum and pseudtyamdd measured [104]. In order to obtain
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these results, the inner-tracking detector had to be utmtetsvith a high precision, and of course, the
alignment played an important role.

FigurdZ4P from{[104] shows the number of Pixel (left) andrgfght) hits versug for data compared
with the MC expectation. This figure exhibits a good agredrhetween data and MC demonstrating the
well understanding of the ID.
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Figure 4.42: Comparison between data (dots) and minimwas-ATLAS MC simulation (histograms)
for the average number of Pixel hits (left) and SCT hits (figler track as a function af [L04].

An crucial role of the tracking system is the identificatidrheavy flavour hadron$ftagging). These
particles are involved in many important physics analysesifthe re-discovery of the top quark to the
Higgs boson and many BSM processes. The capability obitagging algorithms rely on the very ac-
curate measurements of the charged track parameters wkighavided by the ID. MC studies demon-
strated that random Pixel misalignment aboup:&®in the x direction and 3@m in the y and z direction
degraded light jet rejection by a factor 2 for the sdwtagging é€ficiency and even more when including
systematic deformations [64]. Among others, the trangvienpact parametedy) is a key variable used
for theb-tagging algorithms in order to discriminate tracks oraing from displaced vertices from those
originating from the primary vertex. Figute 4143 from [1GHows the transverse impact parameter (left)
and longitudinal impact parameter (right). These distidns also present a good agreement between
data and MC. The good shape of the ID alignment at the earfyestallowed a satisfactotytagging
performance.

The first measurements arrived from the well known partjgbesperties as masses, lifetimes, etc,
were the goal of the earlier physics analysis. These measunts were also a powerful data-driven tool
to demonstrate the good tracking performance of the ID.

Measuring thel/y production cross-sections provides sensitive tests of @@dictions. Thel/y
mass was extracted from the reconstructed di-muon inMamass spectrum using the muon identifica-
tion done by the MS and the track parameters determined fremD [I0%]. Figurd444 shows the
reconstructed/y mass, the mass value obtained from the fit was 309801 GeV, which is consistent
with the the PDG value of 3.0969168).000011 GeVII4] within its statistical uncertainty. In dtitth to
the importance of the measurement, this results provideckesllent testing ground for studies of the ID
in the region of low transverse momentum and validated thmemum scale determination in the low
momentum region.

Decays of the Iong-liveb[g andA® particles to two charged hadrons can be used to study fragtien
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Figure 4.43: The transverse (left) and longitudinal (rjghtpact parameter distributions of the recon-
structed tracks. The Monte Carlo distributions are norsealito the number of tracks in the data. The
inserts in the lower panels show the distributions in Iayanic scalel[[104].
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Figure 4.44: The invariant mass distribution of reconggdd/y — u*u~ candidates from data (black
points) and MC normalized to number of signal events extdhéitom the fit to data (filled histogram).
The solid line is the projection of the fit to all di-muon painghe mass range and the dashed line is the
projection for the background component of the samé fifl[105]

models of strange quarks that are important for modellirdeulying-event dynamics, which in turn are a
background to highpr processes in hadron colliders. Roughly 69%<§fmesons decay to two charged
pions and 64% oA° baryons decay to a proton and a pibn [106.1107]. The recasi&iruof thng to
n*n~ decay requires pairs of oppositely-charged particles atitle with coming from a common vertex
(secondary vertex displayed more than 0.2 mm from the pyiventex). Figuré&Z.45 (left) shows th@
invariant mass distribution. The mean and resolution ofithes peak obtained from the fit in data (black
points) is consistent with simulation (filled histogrampatéew per cent in most detector regions and with
the PDG mass value. Similar results were obtained fonthdistribution, Figur€Z45 (right). This good
agreement demonstrated a high accuracy of the track momestiaie and excellent modelling of the ID
magnetic-field.
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Figure 4.45: Thek? (left) and A (right) candidate mass distribution using the barrel detexegion
(both tracks satisfyy| < 1.2). The black circles are data, while the histogram showss dimulation
(normalised to data). The red line is the line-shape fundiited to datal[107].

In addition to these measurements, many other analysitvingoobjects chiefly reconstructed by the
ID have been published: the mass of the» u*u~ and the mass measurement of the Higgs boson in
the channeH — ZZ — 4 leptons (FigurEZ.36). Therefore, the importance of tigmadent of the Inner
Detector for getting precise ATLAS physics results has tberoughly demonstrated.
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Figure 4.46: The distributions of the four-lepton invatiarass (n,) for the selected candidates compared
to the background expectation for the combingsl= 8 TeV and+/s = 7 TeV data sets in the mass range
of 80-170 GeV. The signal expectation for ting=125 GeV hypothesis is also shown.
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4.11 ID alignment conclusions

This chapter has presented the exercises performed foanmgptesting and running the Glokal
algorithm.

The CSC distorted geometry was certainly useful to proveesponse and convergence of the align-
ment algorithms under realistic detector conditions. TB&Fexercises were used for establishing the
steps in the alignment chain and prepare it for the real d&iad. During these exercises, special atten-
tion were paid for correcting the weak modes and to avoid osizained global movements. The study
of the eigenmodes and eigenvalues to find the global deftonsabf the detector for the most typical
alignment scenarios were carried through the big matrigatialization. All this work has been really
important for fixing the basis of the Inner Detector alignipas it runs today.

This thesis has also presented the first alignment of the b waial data: cosmic and collisions.
Firstly, the cosmic alignment was done using the 2008 an® 2iaa recorded by the ATLAS detector
during the commissioning phases. The geometry detectorstuakied in detail, and some unexpected
movements (pixel staves bowing shapes, end-cap SCT dipasiginn,...) were identified and corrected.
This geometry was used as starting point for the first p LHC collisions. The zb™! of collisions
at 4/s=900 GeV were used to perform the first ID alignment with cadlistracks. Here, not only the
residuals but also the physics observable distributiongwsed to control the detector geometry and
therefore obtain an accurate ID alignment (residual widf@(10um) for the barrel pixel and(13um)
for the SCT barrel detectors).

The Inner Detector alignment achieved with the work preseirt this thesis was crucial for getting a
good initial ID performance and leading to the first ATLAS glgresults.

Since then, the ID alignment has been enriched in extermadtraints tools which have allowed a
better reconstruction of the track parameters. Moreoberestablishment of the ID alignment within
the calibration loop has permitted to identify and corrbetdetector movements much faster. Therefore,
these new techniques have allowed to obtain a more accuesteigtion of the current ID geometry.



CHAPTER

5
I Top-quark mass measurement
with the Globaly?

The top-quark is the heaviest fundamental constituentefhl. Due to its large mass, the top quark
may probe the electroweak symmetry breaking mechanism lanodn@ay be a handle to discover new
physics phenomena BSM.

The first experimental observation of the top quark was dartlkeeaTevatron in 1995110, 11]. After
its discovery many methods have been developed to measurags with high precision. Nowadays,
precise measurements of the of the top-quark mass have tmedga by the combination of the Tevatron
experimentsryop = 1732 + 0.9 GeV[13]) as well as for the combination of the LHC experirsen
(Meop = 1733 + 1.0 GeV[I08)).

This chapter presents the measurement of the top-quarkusiaggan integrated luminosity of 4.6
of /s = 7 TeV collision data collected by the ATLAS detector. The aifnthe method is to fully
reconstruct the event kinematics and thus compute the uapkgmass from its decay products. The
analysis uses the lepton plus jets chanttel{ ¢ + jets, where the lepton could be either an electron or a
muon). This topology is produced when one of Wéosons decays v/ — ¢v, while the other decays
into hadrons. Thus, the final state is characterized by tasgprce of an isolated lepton, two light-quark
initiated jets, twob-quark jets stemming from the— Wb decay and missing transverse energy. The
first step of the analysis consists in the reconstructionidedtification of all these objects. Once the
identification has been done, the Glohalfitting technique is used. This method performs a nested fit
where the results of the first (or inner) fit are consideredhéndecond (or global) fit. In the inner fit, the
longitudinal component of the neutrino momentug)(is computed, and subsequently fed to the global
fit, which obtains thenop. The top-quark mass distribution is filled with the event agre kinematic fit
results. Finally, this distribution is fitted with a tempm@anhethod and the top-quark mass value extracted.

The chapter is organized as follows: Sectiod 5.1 gives amviaaxe of the current top-quark mass
measurements, Sectibnlb.2 reports the top decay modeseanthth physics backgrounds, Section 5.3
summarizes the data and MC samples used in this analysidioiSB4 explains the standard event
selection for the top-quark analysis while Secfion 5.5 dbss the specifitt kinematics exploited by the
Global?. Sectiof5b shows the Gloh&lformalism adapted for measuring the top-quark mass. Sectio
presents the template method used to extrachiggvalue. Finally, the systematic uncertainties have
been carefully evaluated in sectionl5.8. In addition, someszcheck tests have been done to validate the
final results in Sectiolld.9 and the top-quark mass conaissice summarized in Sectibn3.10.

91
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5.1 Current top-quark mass measurements

The precise determination of the top-quark mass is one afdhts of the LHC experiments. Therefore,
different techniques have been developed in order to incréggjatiing more accurate top-quark mass
measurements:

o Extraction from cross section: the top-quark mass can be extracted fromttlegoss sectiond;)
which has been recently measured with high precision. Thepamison of the experimental results
with the theoretical predictions allows performing stemgjtests of the underlying models as well
as constrain some fundamental parameters. Mfgg is a crucial input for ther; calculation
at NNLO order in perturbation theory. Although the sengifivf the oz to myop might not be
strong enough to obtain a competitive measurement with eigio@ similar to other approaches,
this method provides the determination of thgy in a well-defined theoretical scheme (Section
[LZ1). Some of the latestyop results extracted from they; are reported in([39, 109,110, 111].
Currently, there are attempts to define a new observablallmséheo, o, able to measure the

Mtop IN the MS scheme at NLO calculations with better precision]112].

e Template method: in these methods the simulated distributions ofrtig sensitive observables
are confronted with their real data equivalent. The teneptaéthods have been continuously im-
proved from the 1-dimensional template fif [113] which usetyahe myop distribution, passing
trough the 2-dimensional templaie [114] that also deteechimglobal jet energy scale factor (JSF)
to the 3-dimensional templatz [115] where a third variableised to calculate the global rela-
tive b-jet to light-jet energy scale factor (bJSF). Therefore, slistematic error omyop stemming
from the uncertainty on the jet energy scale could be coraidie reduced, albeit at the cost of
an additional statistical uncertainty component. Tig, measurement obtained with the template
methods corresponds by construction to the mass definied im the MC generator.

¢ Calibration curve: the calibration curves parametrize the dependence of lrguark mass with
respect to one specific observable. These curves are buig ssveral MC samples generated at
differentmyop values. Therefore, theyop measurement is extracted directly from the curve by
comparing with the data observable value. Also in this céeeresultingnyop corresponds to the
MC mass. Among others, the calibration curves to obtainmtig have been constructed using
the top-quark transverse mass, [116] and the transverse decay lengthy} of the b-hadrons
between the primary and the secondary verticesl[117].

Figurel51 shows the evolution of the top-quark mass measmts obtained by the ATLAS and CMS
experiments versus time. These measurements have beempedfusing dferent techniques and event
topologies.

5.2 Topology of thett events

The top quark at LHC is mainly produced in pairs through ghgtuon fusion processes. Once
produced, the top quark decays almost exclusively to a Wrbasal ab-quark. Theb-quark always
hadronizes producing at least one jet in the detector whé@é/ boson presentsftkrent decay modes.
Thett events can be divided in three channels depending on thesfatal objects:
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Figure 5.1: Time evolution of the top-quark mass measurésifendifferent techniques and topologies.
Different colors indicate the topology used in the analysispdiilnic (green)jets (red) and all-hadronic
(blue). Both ATLAS and CMS results have been added in thesplsing filled and empty markers
respectively.

« Dilepton channel: both W bosons decay into lepton plus neutritto:> W-bW*b — be=wbty,
where{ corresponds to electron, muon or tau decaying leptonicdallyerefore, this channel is
characterized by the presence of tivgets, two highpr leptons and a big amount of missing
transverse energEQ"Sﬂ coming from the two neutrinos. The existence of two neosiassociated
to the only oneET"® leads to an under-constraint system. The presence of ttenkeprovides a
clear signature and the background can be easily rejectesl chhannel has a branching ratio (BR)
of 6.4%.

e Lepton plus jets channel:one of the W boson decays leptonically while the other debagsoni-
cally. The final state is characterized by the presence af@ated lepton in conjunction wi1ll§1¥‘iss
due to its undetectable counterpart neutrino, two lighst feim the W hadronic decay\( —» qcﬂ)
and two jets originating fronb-quarks { — WHh). This channel can be clearly identified by the
presence of one isolated high lepton. The BR of this channel is 37.9%

¢ All-hadronic channel: both W bosons decay into quarks withfférent flavour. This channel is
characterized by the presence of only hadronic objectséarfittal state: four light jets and two
b-jets. The final BR is of 55.7%.

To calculate the BR reported above thearticles have not been treated as a leptons, but their hiadro
and leptonic decays are considered to contribute fi@rdint channels instead. Figlrel5.2 shows the
different decay modes and their final objects. The classificafidhe channels has been done using a
LO approximation. Nevertheless, quarks can emit gluons groducing more jets in the final state and
therefore a more complicated topology.

1The hadronidV decay produces a quark and anti-quark dffedient flavor. HereW — qqis used for simplicity.
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Figure 5.2: Representation of titedecay modes with their final objects.

The top-quark mass analysis presented in this thesis hapke®rmed in thé+ jetschannel { = e, u)

since it has a high enough BR together with a clear signateigure[5.B shows the Feynman diagram
associated to thé — ¢ + jets topology.

Figure 5.3: Feynman diagram at tree level ofthe> ¢ + jetsdecay mode.

Physics background

In nature, there are physics processes that can be migidémntith the signal under study since they
produce similar final states. These processes are calleslgshlyackgrounds. For the top-quark mass
measurement in the+ jetschannel there are 5iierent SM processes that mimic the same topology:

¢ Single top background. The single top is produced through threfelient mechanisms: Wt pro-
duction, s-channel and t-channel. The single top final tgypls similar to thet signal and even
equal when additional jets are produced by radiatiteots. The Feyman diagram of the Wt chan-
nel process, which provides the dominant contribution,lmaseen in figurg 5.4{a).

e Diboson background.This background includes processes with a pair of gaugeatsogoparticu-
lar WW, ZZ and WZ. The Feyman diagram corresponding to thisgeound can be seen[in 5.4(b).
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Figure 5.4: Feynman diagrams at tree level for the main jpghaybiackgrounds.

At LO the topology is not mixed with our signal, but at higheders extra jets appear therefore
resulting in the same final state as with a gentirevent.

e W+jets background. This background includes the W boson in association with j&b mimic
thett semileptonic topology the W must decay leptonically-Qlv). A Feyman diagram example
can be seen in Figufe 5.4|(c).

e Z+jets background. The Z+jets background may mimic the final signal when it is produiced
association with other jets (Figure 5.4(c)).

e QCD background. Multijet events (Figurg 5.4(H)) become a background ottlezents whenever
they contain a genuine lepton not coming from Wedecay but, for example, from semileptonic
decays of some hadrons, which mislead the prompt leptoneoétlent. In addition, also there
are no leptonic particle, like jets, that can mimic the signa of the lepton from th&V decay.
For the electrons, they may come from the photon conversiohsamileptonic decay of the b
and c quarks. On the other hand, the muons can arise from tay @é pions and kaons within
the tracking volume, punch-through and also from the b anengileptonic quark decay. These
processes happen rarely, however the enormous multijes @ection make them an important
source of background.

5.3 Data and MonteCarlo Samples

This analysis has been performed using phe p collisions recorded by the ATLAS detector during
the 2011 LHC run at a center of mass energy of 7 TeV. Only datagewith stable beams and with
the ATLAS detector fully operational have been consider@thie used data amount to an integrated
luminosity of 4.7 fiol.
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MC samples have been used in order to validate the analysiegure. Thet signal sample has
been produced withdvuec [L18] with CT10 parton density function (p.d.f.). The partshower and
underlying event has been modelled usingta [L19] with the Perugia 2011C tung[120]. Other MC
generators (MC@NLO andifcen), hadronization model (kkwic) and p.d.f (MSTW2008nlo68cl and
NNPDF23nlo_as0019) have been also studied and their influence omigg measurement has been
guoted as systematic uncertainty (more information alimesge variations in Sectién®.8).

The baseline sample was generated withy = 1725 GeV normalised to a cross-section of 166.8 pb.
The value of the total cross section for QCD top-quark paidpction in hadronic collision has been
calculated using an approximate NNLO calculation frommikdr [121]. Additionaltt samples have been
produced with dferent top-quark masses ranging from 165 GeV until 180 GeMhake samples have
been normalized to produce the right cross section at apiptegNNLO precision.

Besides, SM physics backgrounds described in previoumsdtave been simulated to estimate their
contribution to themyop measurement. The single top samples have been generatgdRusinec with
Pythia P2011C tune for s-channel akdt production while the t-channel usessRMC [122] with the
same Rtuia tune. The diboson processes (MAN/ZW) are produced at LO with lowest multiplicity
final state using kEkwic [123] standalone. Finally the/#/ boson in association with jets processes are
simulated using the ¥cen generator interfaced with theeklvic/Jmmy packages. All these Monte Carlo
samples have been generated with multjple p interactions. To improve the estimation of the multiple
interactions per bunch crossing (pile-up) used in the MCethents need to be re-weighted using the real
pile-up conditions as measured in data. All the samples ts@@rform the analysis can be found in
AppendiXF.

After event generation, all samples need to pass througAThAS detector simulation [124]. It re-
produces the response of the ATLAS detector to the passgogriéles using GEANTA[125]. For the
sake of the statistical precision of the analysis, it is neglthat the simulated data sets must be both
large and precise, so their production is a CPU-intenssle tATLAS has developed detector simulation
techniques to achieve this goal within the computing limitshe collaboration[[126]. Nevertheless, at
the analysis time, dlierences between the full ATLAS simulation (FULL) and fastenulation tech-
niques (AFIl) were observed and instead of working with bothly the FULL simulation was used for
performing themop measurement.

5.4 Top-quark event selection

This analysis uses the standard ATLAS selection and céililoraerformed for the top-quark analyses
[64]. A brief description of the involved objects was givenSectior-318 and the complete list of the
software packages used for reconstructing them is givemeii\ppendiX®. The fiicial top-quark event
selection consists in a series of requirements to retaimdohed sample dft — ¢ + jets events.

The requirements applied, based on the quality of the ewsrtseconstructed objects, are the follow-
ings:

e Pass trigger selectionDifferent trigger chains have been consequently used for ffezatit data
periods. The pass of the appropriate single electron otesimgion trigger is required. For the
e + jets channel th&F_e20_nmedi um EF_e22_medi umandEF_e20vh_nedi uml with a py
threshold of 20 GeV and 22 GeV are used. In addition,BERee45 nmedi unl trigger chain is
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also used to avoidficiency losses due to the electrons with high momentum. Feotttby + jets
channel, théeF_nu18 andEF_nmu18_nedi um with a py threshold of 18 GeV are required.

e LAr error. Some flags are filled to indicate dramatic problems with thieaters. The LAr
calorimeter stfered some problems during the first periods of 2011 data dakirhose events
with data integrity errors in the LAr have been rejected teraproblems in electron, photon or
EMsS object reconstruction.

e At least 1 good vertex. For the cosmic background rejection at least 1 vertex withentioan 4
tracks is required.

e Exactly one isolated lepton with p- >25GeV. The isolation variable, defined as the activity
around the lepton axis excluding the contribution of thedaptself, can be used to discern genuine
signal leptons from the background (fake leptons). For getapprompt electrons and muons
originating fromtt — ¢ + jets events are relatively well isolated when compared thitise leptons
emanating from quark heavy flavour decays. Finally, in otdekeep those isolated leptons in
the analysis, they are required to match with the correspgrtdgger object. Only one lepton is
required to ensure non overlap with dilepton events.

e The eventis required to have at least 4 jets with p > 25 GeV within | n |< 2.5. A large number
of jets is expected in thié — ¢ + jets topology. This is among the hardest cuts to reduce many o
the SM physics backgrounds.

e Good jet quality criteria. A jet quality criteria is applied in order to reject jets witlad timing
energy deposits in the calorimeter due to hardware problerd& beam gas ardr cosmic rays.
Different quality levels have been established based on a satarineeter variables. Jets with
Loose [LZ4] quality criteria have been removed.

e Jet Vertex Fraction (JVF). The JVF allows for the identification and selection of jetgimrating
in the hard-scatter interaction through the use of trackimdjvertexing information. Basically, the
JVF variable quantifies the fraction of trapk associated to the jets from the hard scattering inter-
action [70]. Jet selection based on this discriminant isshim be insensitive to the contributions
from simultaneous uncorrelated soft collisions that o@uwning pile-up. In this analysis, jets are
accepted ifJVF| > 0.75.

. E?iss and mT(Wﬂ. Further selection cuts on tfﬂpiss andW transverse mass are applied. For
theu + jets channelET"® > 20 GeV andef™* + mr(W) > 60 GeV are required. Similar cuts are
applied in thee + jets channel ET"S* > 30 GeV andmr(W) > 30 GeV. These cuts help to reduce
considerably the QCD multijet background contribution.

e Atleast 1 b-tagged jet. It is required to have at leastlittagged jet using the MV1 tagger at 70%
efficiency.

These selection cuts ensure a gtioeb ¢ + jets selection with a signal over background factgB-S
3 for both analysis channels. The main background contabsittcome from single top, QCD multijets
and Wtjets. The single top and also the diboson argefs backgrounds have been estimated using MC
samples. The contribution of the QCD multijet backgrouns! be@en determined using data driven (DD)
methods and the Wets background has been calculated mixing both, data anihfdé@nation.

2The W boson transverse mass is defined as followg\W) = v2pt,¢ pry[1 - cod¢, — ¢,)] where the neutrino information
is provided by theEMss vector.
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QCD multijet background

For the QCD multijet background with fake leptons, the shapea the normalization have been fixed
using DD methods. The fake contribution is estimated usiatfisnmethods based on the selection of two
categories of events: loose and tight [127]. The matrix me&stuses the lepton identificatioffieiency
and the fake ficiency to estimate a final event weight. Those selected s\mrthe analysis are then
weighted with the probability of containing a fake leptoor Ehee+ jetschannel the ficiency has been
obtained using a tag and probe method overZhe eesample while the fakefciency uses a sample
with one loose electron and one jet wiph >25 GeV. Theu + jetschannel uses a combination of two
alternative matrix methods and the final event weight is iokthas average of both. The first method
calculates the muon identificatioffieiency fromZ — uu whilst the fake éiciency is extracted from a
specific control region. In the second one, the fake leptongeprincipally from the heavy flavour quark
decays. The signalfigciency is extracted frortt sample and the fakefficiency is measured using the
impact parameter significance. The QCD estimation methardsdth channels are described in reference
[64].

W+jets background

The overall normalization of the/+jets background is obtained from the data while the kinetnati
shape is modelled using the MC information. e jets estimation has been performed using the charge
asymmetry method based on the fact that the LHC producesWibteson thatW~ bosons. This#@ect
is induced for the relative tference between quark and anti-quark parton distributioctfons. The
W-+jets is considered the dominant source of charge asymnuaetiygh pr leptons in data. The fference
between positively and negatively chargithosons can be calculated as thetence between positive
and negative leptons arising from their decay. This quatigether with the well theoretically known
ratioryc = % are used to estimate the final contributions ofWejets background. More details
about this method are provided in the referentcels [64]ang][12

Figured5.b[516 and 3.7 present the data vs. MC comparissamé relevant observables for those
events satisfying the preliminaty — ¢ + jets selection stated above. The uncertainty band on the
prediction is calculated as the quadratic sum of severariboions: the statistical uncertainty, the
tagging dficiency uncertainty, the 1.8% uncertainty on the luminoflQ], the 10% on thet cross
section, a 24% of uncertainty in th&+jets normalization and a 50% or a 40% on the QCD multijet
background normalization in the electron and muon charasglactively. These uncertainties have been
applied in all figures.

Table[51 quotes the event statistics in the real dasignal (Pwrec+Pytaia P2011C tune) samples
with a defaultmyop of 172.5 GeV and the expected contributions from the all bamknd sources after
the standard top group selection. Beyond these requirerespecific selection has been implemented
for this analysis. Those distinct cuts will be introduced amtivated in the corresponding sections.
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Figure 5.5: Data vs MC comparison of the reconstructed fetheé e + jets channel. Light jets are
displayed in the left column whildi-tagged jets in the right. The shaded area represents tlestaimty
on the MC prediction.
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Figure 5.6: Data vs MC comparison of the reconstructed jethé u + jets channel. Light jets are
displayed in the left column whildi-tagged jets in the right. The shaded area represents tlegtaimty
on the MC prediction.
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Figure 5.7: Data vs MC comparison of the leptgrsandn and EQ"‘SS. Left column corresponds to the
e+ jets channel. Right column displays the- jets channel. The shaded area represents the uncertainty
on the MC prediction.
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| Process | e+jets | u+jets ||
tt signal 17000+ 1900 | 28000+ 3100
Single top 1399+ 73 2310+ 120
WW/ZZ/WZ 46.9:1.4 747+ 2.4
Z+jets 469.5+ 9.1 453+ 12
W-jets (data) 2340+ 450 | 5000+ 1100
QCD (data) 890+ 450 1820+ 910
Background 5150+ 730 | 9700+ 1400
Signak-Background| 22100+ 2000 | 37700+ 3400
Data 21965 37700

Table 5.1: The observed number of events in data after tmelatdtt event selection. The expected
signal and backgrounds correspond to the real data ineshtaminosity. Thet signal events and the
single top background have been estimated with a defagy of 172.5 GeV. The uncertainties include
the contribution of statisticdy-tagging dficiency, tt normalization, luminosity and QCD and ¥éts
normalization. The uncertainties have been quoted withsigmificant digits.

5.5 Kinematics of thett events in the kjets channel

The full kinematics of at — ¢+jets event is known once the final state objects are detednligght
jets from the hadroni@/ boson decay, lepton and neutrino from the leptdMiboson decay anbttagged
jet association with its correspondiifg to identified thet — Wbdecay. Hence, in order to extract the
Mop Value in each event, one needs to:

e Reconstruct the hadronically decayMébfrom its jets. Each pair of light jets is confronted with the
hypothesis that it emanates from tA&hadronic decay. Moreover, the presence of Wiss one
of the advantages of the leptejets topology since it can be used to relate the jet enerdgsaa
data and MC.

e Estimate thep, component of the neutrino momentum (assuming Eil?a{fs provides thepy) to
reconstruct the leptonically decaying W.

e Match theb-tagged jets to the hadronically and leptonically decayibosons.

One of the challenges of the event kinematics reconstmictfahett — ¢ + jets topology is the
following: as there are many objects in the final state, orsetb@&nsure a correct matching between the
reconstructed objects and that top quark\dboson they meant to represent of the> Wb Wb —
bbaigéy process. In thét MC, it is possible to evaluate the goodness of the assoniating the truth
information.

Event classification

In the following, a given jet is considered to be initiated daye of the partons stemming from the
tt decay if their directions match within AR < 0.3 cone (quark-jet association). Although, it may
occur that the during parton shower the leading partonsgehtireir direction an@r new extra jets may
emerge. In the first case, if the direction change is quiteibthe quark-jet association may fail. In
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the second case, a new jet could probably enter in the eveomstuction, however it is unclear what
leading parton (if any) sparked that jet. As a result, one hee to deal with events where all the quark-
jet associations are faithful and events where some of tenstructed jets are unmatched to any leading
parton. Consequently, this analysis considers the foligwype of events:

e Genuinett — ¢ + jets events with proper object association. All jets maticteea leading parton
(light jets to the hadronically decayiry and theb-tagged jets matching well with tHequarks
stemming from the hadronic and leptonic top decay). Hegeaftese events are labelleccasrect

e Genuinett — ¢ + jets events but with defective object association. This ggeraeric category
which involves several subcategories: events where thehadV is not correctly matched, events
where theb-quark jets were not properly associated to their hadroniegionicW companion, no
matching between some of the reconstructed jet and a lepdingn, etc. This event class contains
all the events that fail in at least one of those matchingsramdistinction is made between the
different subcategories. These events are markedradinatorial background

e Irreducible physics background. This is composed by SM gssestf excluded) that produce a
final event topology similar to th& — ¢ + jets event topology and satisfy all the triggers plus
selection criteria. These processes have been explairgetio5.P.

Obviously, thecorrectand combinatorial backgrountbeling adapts to the kind of study. For the
W — qgstudy, it is enough to have a good matching of the light jetsémsidering an event aorrect
at this stage.

5.5.1 Selection and fit of the hadronic W decay

The identification of the hadronically decaying from its products helps to characterize the event
kinematics.

Preselection of jets

In each event, there is a given number of light jets that fulfé preselection criteria (FigurEsb.5 and
in Sectio 5M4). The goal now is to select, among all thesibte jet-pair combinations, the pair of
jets that can be attributed to th'¢ — q(ﬂ decay. Therefore, the viable jet-pairs were selected lintes
all possible pairings and retain only those that satisfyfdéiewing criteria:

e nob-tagged jets

Leading jet withpt > 40 GeV

Second jet withpr > 30 GeV

Radial distance between jetSR < 3

e Reconstructed invariant mass of the jets;; — M{°®| < 15 GeV

SAtleading order, th&V — gqdecay will produce two jets. Of course, the quarks can emit hlons which their fragmentation
may give rise to more jets.
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Events with no jet-pair candidates satisfying those deteere rejected at this stage. Events containing
at least one viable jet-pair were considered for the insfibration process.

In order to speed up the analysis, reduce the jet combiratamave CPU time and bearing in mind
that the final event selection will require exactly tivdagged jets, this restrictive selection cut is already
imposed at this stage of the analysis. Therefrom, events e in-situ calibration process if, in addition
to have at least one viable jet-pair, they contain:

e Exactly twob-tagged jets.

All these cuts have been studied with the MC samples andvhkies have been chosen to reject most
of the bad pair combinations (combinatorial backgroundjlevtetaining enough statistics. Detailed
information can be found in AppendX H.

In-situ calibration

The goal of the in-situ calibration is two fold: first to seti¢iee jet-pair which will be retained for the
analysis, and second to provide a frame to fine-tune the JizBately for real data and MC th— ¢+jets
events.

For every viable jet-pair in the event,& fit was performed to compute the jet energy corrections
through multiplicative constants. Th€ was defined as follows:

Ej1(1-a1) )2 . (Ejz(l - a) )2 N (mji(afl, @) - M\?VDG)Z (5.1)

2
a1, @2) =
X ) ( Weo®og, ®0g,

whereE; and og, are the reconstructed energy of the first and second jet edtdarenergy and its
uncertainty.a1 anda, are the two in-situ calibration fit parameters;; (a1, a2) represents the invariant
mass of the two jets under test (correcting their energiéis thie« factors).T)° is the width of thew
boson as given in the PDG[130].

OEj OEj,

Amongst all viable jet-pairs in the event, the retained anthat with the lowest?, provided that its
x? < 20. Otherwise no jet-pair is accepted and the event is coesely rejected. All the other non light
jets in the event which were not retained by this procedureween discarded for the rest of the analysis.
Finally, the energy of the two retained jets is subsequestyfed using the parameters obtained from
the fit (Equatiof.sl1).

In what concerns the size of the jet energy correction fadtgrobtained during the in-situ calibration,
the R.M.S. of they distributions is below 2% (see Figureb.8). Figlrd 5.9 presthe invariant mass of
the selected jet pairsr(;) under two circumstances:

e Using the reconstructed jets as such (plots on the left).
¢ With the jets energy corrected by the anda, factors extracted from the in-situ calibration (plots
on the right).

In these figures one can distinguish the contribution froencibrrectjet-pairs and combinatorial back-
ground. These distributions can be also seen separatdbpforkind of events in Append[X I.
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Figure 5.8: MC correction factors; (left) anda, (right) obtained from the in-situ calibration fit of the
hadronically decayinyV for thee + jets channel (upper row) and+ jets channel (bottom row).

Efficiency and purity of the W — ggsample
Using the MCtt — ¢ + jets sample, theficiency of this method and the purity of the retained jetpair
in theW — ggsample were evaluated. These were defined as:

# events passing the hadronefit
# events satisfying thé — ¢ + jets preselection

efficiency=

# jet pairs with correct matching of the truth hadroic— qqdecay
# events passing the hadromefit

purity =

The figures found in this analysis were 14% and 54% féiciency and purity respectively. The
relatively low eficiency when compared with those of tiie> ¢ +jets selection (Sectidn8.4), is basically
due to the tighter jepr cuts, strong cut in the invariant mass of the jet pair cartdidad the requirement
of exactly twob-tagged jets (Sectidn 5.5.1).

Table[5.2 quotes the event statistics in MG- ¢ + jets signal and background processes once the in-
situ calibration and its events selection has been appWete that the contribution of physics background
has been significantly reduced with respect to that of Selid. At this stage it represents7% of the
sample in both channels.
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Figure 5.9: MC study of the invariant mass of the jets assedito the hadronically decaying in the
tt — e+ jets (upper row) antt — u + jets (bottom row) channel. Left: with the reconstructed Je¢fore
the in-situ calibration. Right: once the jets energy hashmerected with ther factor. Correct jet-pairs
are shown in green whilst the combinatorial backgroung@ts are shown in red.

| Process | e+jets | pu+jets ||

tt signal 2370+ 390 | 3940+ 520
Single top 111+ 16 183+ 27
WW/Z2Z/WZ 0.72:0.16 | 1.14+0.24
Z+jets 124+ 1.4 6.3+1.1
W-+jets (data) 31.2+9.3 70+ 19
QCD (data) 25+ 15 39+ 20
Background 180+ 24 299+ 39
Signak-Background| 2550+ 390 | 4240+ 520
Data 2674 4603

Table 5.2: Observed number of events in data after hadidhgelection. The expected signal and
backgrounds correspond to the real data integrated lutyndfe uncertainties include the contribution
of statistics b-tagging dliciency,tt normalization, luminosity and QCD and¥éts normalization. The
uncertainties have been quoted with two significant digits.

In-situ calibration with real data

The procedure described above was repeated on the realatapdes Figuré¢ 5,10 presents the fitted
mj; (therefore applying the; anda» factors estimated from data in an event-by-event basiseaidata
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compared with the MC expectation. There is a mismatch betweth data amd M@n;; distributions
because they do not peak at the same value. This unbaland® todee corrected. Otherwise, having a
different jet energy scale factor (JSF) in the MC distributicth&pthan in data, would irremediably bias
the top-quark mass measurement with the template methdde[®53 quotes the event statistics in real
data once the in-situ calibration and its events selectasdeen applied.

3 00 ‘tr‘i 3 E ‘tr‘:
C =" 20: ] = 20 i
8 E ) Elniaz Tevaoiipaa & asof ] Elniaz Tev 2011 Data
~ |- - - Single tc - ~ e - - Single t 3
@ 250 — Ldt=4.7fb v&i‘?e‘es 'op 1 » 400 Ldt=4.7fb v&:?e‘es op E
2 C tT - etjets WWIZZIWZ ] 2 E T~ ptets WWIZZIWZ E
B C Z+jels 7 = E Z+jels E
c C 8 co | £ 350 E , 8 co 4
w200 Z [ [Z2 uncertainty — w E }/ 1 [Z2 uncertainty E
5 / | . ] 300E ) | -
150 P 1 = 250/ Z 3
C - + | E g 3
C | 200 -
E 4 E
C ] E v E
100(— = 150 g =
E g 100~ F E
50— — E 4 E
F 1 50~ j 3
§ 15 § 15 -
S 15F S 7 S F L s
5 A2 /Mﬂﬁ/ 2 s s
s Lt L i B i dadx
8 05E A q $ ost ! q
8 50 60 70 80 90 100 110 8 50 60 70 80 90 100 110
m; [GeV] m; [GeV]

Figure 5.10: Invariant massr;) of the two jets arising from th&/ — qq decay after their correction
with « factors extracted from the in-situ calibration. Ledt+ jets channel. Rightz + jets channel.

Determination of the jet energy scale factor (JSF)

In order to tackle this problem, the in-situ calibration dee to be fine tuned, bearing in mind tmat
has to be an observable with the following properties:

e sensitive to the dierences in JSF between data and MC.

e independent of the top-quark mass.

To verify this last property, a linearity test of the estilemhtr\f,\,itted (from them;; distribution after in-

situ calibration) was performed usingi@irent MC samples with varying thmeop generated value. The

n\med value was calculated as the mean value of the Gauss digtribgitven by the fit model (details

in Appendix[). Figuré 511 presents thé\i}ted values as a function of the generated top-quark mass
for both analysis channels. Consistent valuesngfwere found for diferentmyop values and lepton
channels, thus discarding any possible dependenog;ofith myop. In MC, them;; mean values are
81421+ 0.031 GeV and 8420+ 0.025 GeV for the electron and muon channel respectively.

The same method was used to obtainrthewith real data. In this case, the fit function was the same
but the correlation among some parameters was set to fdtlatfaund in the MC (Appendld J). Thm;;
fitted distribution for real data can be seen in Fidurels. & fass values extracted from the fit to data
were: 8212+ 0.22 GeV and 8B1+ 0.17 GeV for electron and muon channel respectively.

In order to match the real data and the MC jet energy scalesstoould refer then;; values to the same
target. The natural choice is tih&,°® [130]. Thus the globak,s: = M7 P¢/m;; factor was introduced. In
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a first pass of the analysis;s: was computed using the entire sample. Then, in a secondthass;s,
was subsequently applied to scale the energy of all jets.

The obtainedy.s; values in real data and MC are summarized in TRQle 5.3. Thertaioty onaVS/qde

JSF/ JSF

turns up irremediably as an error ogop. This error will be labelled as the error due to the JSF.

5.5.2 Neutrinop, and E"ss

In order to reconstruct the leptonically W boson thiehas to be estimated. The basics math behind
the determination of the neutrinm can be found in Append[XIK. The key ingredient is that the fiart
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| channel] MC | Realdata | oafc/ase |
et+jets | 0.9875+ 0.0005| 0.9791+ 0.0026| 1.009: 0.003
p+jets | 0.9875+ 0.0004 | 0.9926+ 0.0021| 1.005+ 0.002

Table 5.3: Values of,s- obtained in each analysis channetjets andu+jets) and for real data and MC
samples. The last column shows the MC to data ratio.

mass of the lepton and neutrino should ma‘m\ﬁDG. In general this will provide two solutions fqa.
However, it is found that about 35% of the events have comgbdutions for thep) values instead. In
order to avoid that problem, a rescaling of tB&S is then requested. The minimB"sS rescaling is
applied in order to allow a valig),.

The performance of thErTniss rescaling has been evaluated in MC by comparing the new ctadpu
ET's® with the truepy of the neutrino stemming from the&/ — ¢v decay. Figuré 513 presents the
reconstructedy"s%/ p} " distributions in thee + jets channel for two situations:

e Left: for those events where no rescalingliﬁ!l“ss is needed (therefore the straight reconstriftted
EMssis used).

e Right: for those events where it is necessary to resedl€® (and the rescale@™ is used).
The performance for the same events before the rescalingeaeen in AppendXIK where an
overestimation of the reconstructpll is clearly visible.

As one can see, in both cases EE@SS/ p; " peaks at 1. Moreover, both cases exhibit a rﬁﬁf@s Vs
py " correlation, even when the rescalefi**is below the 30 GeV selection cut (FIG. 5. 13 bottom right).

From this study one can conclude that whenever a rescalimggided and then applied, the nE{NSS
has a quality as good as the directly reconstrueger (of those events without rescaling need) with the
benefit that rescaling the["** enables thg,, to be estimated for all events.

5.5.3 Db-tagged jet selection

The current implementation of the analysis imposes tigtgguirements on thie-tagged jets to enter
the analysis (with respect to the selection cuts given iti@e®.4). These are the following:

e Exactly twob-tagged jets (although this was already imposed in seCilAp
¢ b-tagged jet withpr > 30 GeV.
5.5.4 Db-tagged jet toW matching and choosing ap; solution

Now, in order to decide which of thg, available solutions to use as initial value for the kineéit
one has to look as well to whidirtagged jet is matched with either the hadronic or leptafidecay.

40f course, there is no such a thing like the reconstru&@ﬁs. This is an abuse of language to simplify the notation. The
computation of theE?‘isswas explained in Sectidi3.3.
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There are four possible combinationdxfagged jets 2 p), solutions). The usep, solution will regulate
the four-momentum of the leptonically decaym§ Moreover, whatevel-tagged jet association to the
W's will lead to different raw four-momenta of the triplets representing thecjoarks:

¢ hadronic partp = p“jgd+ P (with pi' = pj1 + Pj2)-

top

e leptonic part:pgh = p'jeg + py (with pif = pr + p,).

Wherep'}gd and p'je; represent the four-momenta of theéagged jet associated respectively to the hadronic

or leptonic decayingVv.

In order to decide which of the four combinations is to be uedhe Globat? fit, the following
variable is built and computed for every combination:

&= M — | + 10(2 AR™ + Z AR®) (5.2)

In this expressiom* andm® designate the invariant masses of the hadronic and lepganiof the event
(computed fromp!* and pg; under test). Thg, AR™ and}; AR* terms denote the sum of the distances

between all the objects in the same triplet (hadronpi}g‘, pj1 and p;2) and (Ieptonic:p'jeg, p, andp,).
The combination providing the lowestvas afterwards retained for the analysis.
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Note that after this stage the fractiontbvents with correct matching of bot — gqto light jets
and theb-tagged jets to the hadronically and leptonically decayiig, was found to be-54%.

Figure[5.TH shows the correlation between the ygeand its true value (as in MC). Figure 5114 left
exhibits a faint band where the correlation is lost. Thisug do those events where the uggddoes
not match the true one. Several causes can lead to that:npeeséother neutrinos in the event (from
B baryons and mesons decays), inaccuEﬁ‘féS, etc. Reference [181] gives further details on how the
different contributions to th&T"*® have an impact in the reconstructed transverse mass tW/the (v
decays.
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Reached this point, all the top-quark decay objects have hkeady selected. Figufebl15 displays
the distributions of thepr and the E of thet system for those events that will enter the top-quark mass
fit. These figures show that there is a good data vs MC agreedorenibservables involving all objects
selected with the event kinematics reconstruction.

5.6 Global? fit for tt events in thef + jets channel

The fitting technique to extract the top-quark mass for eaemteuses the Globgt method. The
approach has been successfully used for the alignment oAThAS Inner Detector tracking system
(presented in ChaptEl 4). The mathematical formalism a&dorr the top-quark mass is shown in Ap-
pendix.

As commented before, the Glokalis a least squares method with two nested fits. Equally than in
other fitting procedures, one needs to define observablieddpand on the fit parameters and which their
values can be confronted with the measured ones. This défieessiduals (in the track-and-alignment
fitting jargon) to be minimized. The uncertainty of each alable is then used in the covariance matrix.
Both, residuals and uncertainties, will be explained int®ae@&.6.1 and5.612 respectively.

The full kinematics of the event will be determined omagp andp; are known (plus of course all the
jet and lepton energy measurements). Therefore those af@ garametersp, acts as local parameter
(in the inner fit of the Globa#) andmop as global parameter. The initial values of the fit parametegs
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Figure 5.15: Data vs MC comparison of some relevant progeeftir the events satisfying all the selection
requirements to enter the Glolalfit. Upper row shows th@r of thett system. Bottom row shows the
E of thett system. Left (right) hand plots display those distribusidor the events selected in the- jets

(u + jets) channel.

taken as follows:
e . takes the value as explained in secfion 3.5.4.
® Mop is initialized with a value of 175 GeV.

5.6.1 Observables definition for the Globa}? fit

In the current fit implementation, the used observablesaéxble rest frame information of each top-
quark in the event in two éierent ways:

e First, in the top-quark rest frame, the kinematics oftthe Wbis that of a two-body decay. In that
rest frame, the energy and momentum oftendb quark depend just onmy, m, and, of course,
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Myop (Which is among the fit parameters). The four-momenta oMhleoson and-jet, initially
given in the top-quark rest frame are afterwards boostedadatb frame. It is in this latter frame
where the comparison between the measured observableseneipectations are done.

e Second, the momentum conservation law imposes that in fheuark rest frame, the net mo-
mentum of the decay products must be null. Therefore thenstnacted objects (light-jetb;jets,
lepton and neutrilﬁ) are boosted to their corresponding top-quark rest frars@guthe testmop
value as hypothesis). In the rest frame of each top-quarkeakcis performed to verify that the
sum of their momenta is null (FiguEe5116).

Boost direction

a)

b) c) d)

Figure 5.16: Example of boosting three jets to a common rasié. a) The three jets are reconstructed in
the lab frame. The boost direction is obtained from the suthethree jets four momenta. b), c) and d)
depict the three jets after the attempt of boosting themeaatmmon rest frame. b) The boost is correct
and the sum of the momenta of the 3 jets is null. ¢) The boostemshort and there is a net component
of the momentum in the boost direction. d) The boost was tageland there is a net component of the
momentum in the opposite direction.

In what follows, for those observables in which a boost ofixfimomentum vector must be performed,
the boost is conducted along the flying direction of the retrmcted top-quark to which the object be-
longs. In order to estimate the boost magnitude to be usedgdtive fit procedure, bearing in mind that
Mop is a fit parameter, the following protocol is adopted:

e the four-momentum of the top quark is computed from the retranted four-momenta of the
objects in the triplet.
¢ the energy and direction of the reconstructed top are preder

e the hypothesis is made that thigyp takes the value under test.

List of observables

The observables used by the Glogafit (which act as residual vectar, in Equatiorl 1) are detailed
below and summarized in Talleb.4.

5Just to remind that the four-momentum is built assuming it is the responsible ofE!Fli:ss in the event and it is computed
according to prescriptions given in section 8 5.2.
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. Invariant mass of the leptonically decayingW.

This term acts as constraint for tips. The neutrino four-momentum is built from tH&"S, its
direction @ETmiss) and the initialpy: p, = (E?'sscos¢ETmiss, EQ"'sssinqu?iss, py, 0) (neglecting the tiny
neutrino mass). The four-momentum of the leptonically ge@aW is thus: pw, = pr + P,
Obviously, its invariant mass isjum\z,\,[ = (p; + p,)?. This residual is defined as:

ri = my, — MpPC (5.3)

. Energy of the hadronicaly decayingw.

First, thewW four-momentum vector is built in the top-quark rest frante.energy and momentum
are taken in accordance with those from the two body decay obgect with a mass afgp (test
value). Then, the computed four-momentum of Wes boosted to the lab frame. The resulting
energy Ey') is compared with the reconstructed oiigg() from the pair of the selected light jets
(sectio ):

r. = B — Ep (5.4)

. Energy of the leptonically decayingW.

In order to compute this residual, the same procedure ahéohadronically decaying/ is fol-
lowed. Only this timepw = p; + p,. Therefore this residual depends on both fit parametagsy
and py. The four-momentum built in the top-quark rest frame is bbedgo the lab frame. The
comparison is made between iecomputed energyHy;’) and its reconstructed onE(’):

ra = Eg - Eg (5.5)

. Energy of the b-jet in the hadronic part.

This residual is computed in a similar manner, but nowtitagged jet associated to the hadron-
ically decayingWw is handled. The four-momentum of the jet in the top quarkfireshe acquires
the energy and momentum in accordance with the two body dexaressions witinop as hy-
pothesis. Then the resulting four momentum is boosted ttathéame, where its energ§g*) is
compared with the reconstructed org{):

— reco test
4 = Ebh - Ebh

. Energy of the b-jet in the leptonic part.

Exactly the same procedure as above is repeated fdr-thgged jet associated to the leptonically
decayingW. Its computed energ)E{j’j') is confronted with its reconstructed orﬁ;ﬁ"):

rs = Eg°— B (5.6)

. Sum of the momenta in the rest frame of the objects in the hadmic part.

The four-momenta of the reconstructed objets in the hadrwiglet: light-quark jets (from the
hadronically decayinyV) plus their associatet-tagged jet p;,, pj, and p,, respectively) are
boosted to the top-quark rest frarne}*lc pj*2 and pgh). In this frame, if the boost factor (which
depends on thexgp under test) were right, one would expect that the sum of theasted mo-

menta §*, p;; andp,*) to be null. The quantity to minimize is th%ﬁj: + P, + By |- Still, there is
the sign to be defined. The sign is defined according to theedregiveen the resulting momentum
vectorp,y, = P’ + P}, + Py, and the boost direction (FIgS116).

re = cos(angle@h;‘d, Pras )||3]-: + B, + By (5.7)
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7. Sum of the momenta in the rest frame of the objects in the leptaic part.
An analogue test to the above one is performed with the léptoplet of the event. Now, the
lepton, the neutrino and their associatethgged jet are used. Their reconstructed four momenta
are boosted to the top-quark rest frame. This time the baasdif depends omyop andpy. The
sum of their momenta in the top-quark rest framig = B, + p,* + B,") is then computed. Its sign
is defined in a similar manner with respect to the boost doact

r7 = cos(angle(file*p, B )lﬁ; + 05+ By (5.8)

Table 5.4: List of residuals, their uncertainties and tdejpendence on the two fit parameters.

H Residual Expresion Uncertainty ‘ P, Mip H

I rn\/\/( — M&IDG OE, (&) O'E_Imiss (&3] F\F;\[;G \/

Iy E\r/e\;’ho - E{/e\z: O'Ej1 (&) O'Ejz \/
I3 E\r;zo — E{/e\;ll OE, ® O'E_Imiss \/ \/
M4 Eghw — Etg:l o Erngd \/
r5 Eg,;co _ EE}ISI O—Elj‘zp _\/ _\/
re cos(angle@h:d, ﬁtop)) ‘ﬁj’: + P+ Py| 0g, ®0E,® O Y,
rsy cos(angle(ﬁle’;, ﬁtop)) |ﬁ€* + 0+ ﬁb’:‘ O, ® Ogmiss © T v

5.6.2 Globak? residual uncertainties

The uncertainties of the residuals must be fed to the fittiggrahm. These fill the covariance matrix
used in they? (EquatiorI_1). The residual uncertainties are obviousisivid from the corresponding
uncertainties of the measured (reconstructed) observaldhen several of them need to be accounted
together, these are just added quadratically. Whenevdegiten uncertainty had to be combined with
other jets oSS uncertainty, the lepton one was not consider since it isigiéig compared with the
others.

The uncertainties that were introduced in the diagonal eteémof the covariance matrix are detailed
in Table[&. 3. As the uncertainties of each of the reconstriebject varies from one event to another, the
covariance matrix was computed in an event by event basis.

The possible correlation between the observables may berdisduced in the covariance matrix as
off-diagonal elements. Though the Glopalfitting technique computes itself the correlations of those
observablesféected by the inner (local) fit. Still the possibility that semf the observables that depend
only onmyop were correlated. The size of the possible correlations wtrgied by means of a toy MC
test where the kinematics of the» Wbdecay was reproduced. The conclusions of the toy MC testwere

¢ the sum of the momenta in the rest frame of the objects in theoméc (leptonic) part had a -0.13
correlation with the energy of the hadronic (leptonic)
e The same residual had a -0.09 correlation with the energys&ssociatedd-tagged jet.

¢ No correlation was present between the residuals of theohamand leptonic triplet.
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Moreover, as in the ideal case (whepp takes its true value, and there are no reconstruction grrors
the correlations are null, ndfediagonal terms were introduced in the Glo@atovariance matrix.

5.6.3 Globaj? fit results

The Globa}? kinematic fit was applied on all the real data and MC eventsdhtisfied the whole set
of selection criteria. In each iteration, the inner fit congsp;, as it depends on thexgp. Its result
(py value as well as all the derivatives and correlations medjiare fed to the outer fit, which computes
Myop. After the Globay? fit, a final event selection was applied to reject those ewshtre the fit did
not convege or it was poory’ > 20). The final event statistics is given in Tablgl5.5, whiceadly
reflects this last selection cut. Notice that at this poim¢, background has been reduced considerably,
representing now the 5.5% for thejets channel and 4.7% for the-jets channel.

| Process | etiets | pu+jets ||

tt signal 1540+ 210 | 2530+ 350
Single top 454+ 6.3 78+ 11
WW/Z2Z/WZ 0.22+0.09 | 0.46+0.12
Z+jets 3.16+ 0.67 | 2.51+0.65
W-+jets (data) 125+ 4.4 23+14
QCD (data) 24+14 | 17.1+8.9
Background 85+ 16 120+ 20
SignakBackground| 1630+ 210 | 2650+ 350
Data 1656 2943

Table 5.5: Event statistics satisfying the full selectiowl @orresponding to the entire 2011 sample at 7
TeV (4.7 fo'l). Expected figures are given from MC expectations for sigwvahts and physics back-
grounds. The number of the selected real data events is adsmpd.

The distributions of the two fitted parametep andmop) are displayed in FigurésSS117 and3.18 re-
spectively. In those figures, the real data outcome of the&@é fit of the event kinematics is compared
with the SM expectation.

A reasonable data-MC agreement is seen for both paralﬂrep;frand myop. Likewise, the resulting
distributions of those parameters agree well in both chiar(ae- jets andu + jets). That being the case,
and for the sake of accumulating as much statistics as pes#ile outcome of both channels has been
added together in one single distribution. The joint disttions are also presented in previous figures.

5.7 Extracting my, with a template fit

As explained in previous Section, for each event enterieg3tobal? fit, the fit returns values fopy,
andmgp. The distribution of each of the observables has contastfrom the distinct type of events:
correct, combinatorial background and irreducible physiackground events (all of them explained in

Sectiol&.b).

6Although there is a small deficit of MC events in the- jets channel which could be introduced by the requiremehiaofng
exactly twob-tagged jets, Figulgd.6.
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Figure 5.17: Distribution of the, parameter after the Glohdl fit. Real data is compared with the SM
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5.7.1 Test withtt MC samples

Using the MC sample df — ¢ + jets it is possible to foresee the contribution of each tyfpavents to
themyop distribution. Figuré5.19 presents the resultingp MC distributions for both analysis channels.
As anteriorly mentioned, these distributions contain twerg classes: correct combinations (in green)
and combinatorial background (in red). Each category dmts in a diferent manner to the overall
distribution.

T — > 9000
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tt— e+jets Il Comb. Background
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Figure 5.19: Distribution of the fittedop as it comes from the Globgl fit usingtt — e+ jets (left) and
tt — u+jets (right) MC samples. The green area corresponds to #r@®with correct object association
and the reddish area with the combinatorial backgroundteven

The distribution of the correct combinations alone is digpd separately in FiguEes]20. It is worth
noticing that themyop input value of that MC sample was 172.5 GeV. As one can sedthiribution
presents two important features:

e Although it looks nearly Gaussian, the tails are asymm@iiger tail towards lower values).

e The distribution does not peak at nomimaj=172.5 GeV. Instead it peaks at a lower mass value.
Therefore the most probable value is not the nominal massn@svould naively expect).

The description of this shape made here can be done as fdlh@wraw mass distribution has a max-
imum value (np) with an exponential tail{) towards lower values. In addition, the mass distributen i
also subject to the detector resolutiar) (convolution with a Gaussian) which casts its final shape.

These features are well modeled by the probability denaitgtion of the lower tail exponential with
resolution model. The characteristics of this functionsgrecified in AppendikI/.

On the other hand, the shape of the combinatorial backgreuveit category can be well modeled by
a Novosibirsk distribution (ApendxIM). The Novosibirskgtrability density function has the following
parametersu (most probable valuey; (width) andA (tail).

Thereatfter, fits of thenp distribution in the MCtt — ¢ + jets are performed using the following
model:

¢ a lower tail exponential distribution with resolution méder the peaking part of the distribution
(fed with the correct combinations, Figlire 3.19),
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Figure 5.20: Distribution of the fittethyop as it comes from the Globgl fit usingtt — e + jets (left)
andtt — u + jets (right) MC samples and only for the correct combinatiofihe red line highlights the
nominalmyop value (172.5 GeV).

e plus a Novosibirsk distribution (which determines the cifattion of the combinatorial back-
ground).

This distribution has in total 7 parameters to describelisshape:

1. mp as the mass of the object being measured.

2. A as the lower tail of the peak distribution.

3. o as the experimental resolution og.

4. unkg as the most probable value of the combinatorial background.
5. opkg as the width of the combinatorial background.

6. Apkg as the parameter describing the combinatorial backgraaihd t

7. € as the fraction of the events entering the peaking disiohuicorrect combinations). Of course
1 - eis the fraction of combinatorial background events.

MC samples with different myop values

Several MC samples were available that are identical exXoepite myop value used in the event gen-
erator and its consequences. The set of masses used in thatgdmwas: 165, 167.5, 170, 172.5, 175,
177.5,and 180 GeV.

Corresponding top-quark mass distributions were obtafoedach of the MC samples with varying
Mop and apliying the same Glob&l kinematic fit (described in Secti¢gn®.6). Those distribugiovere
successfully fitted with the model given in the previousisecand the values of the parameters of proba-
bility density function were extracted. Though in eachrfig,was fixed to the inputop. This technique
allowed to derive the dependence of each of the parametérsegpect to the truexop as depicted in
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Figure[R.Z1 for thel, o, upkg, obikg, Abkg @nde respectively. As it is seen in those figures all parameters
exhibit a linear dependence with the tmagy, (at least in the range under study).

One can express then each of the parameters of the distribasi a linear function of they,. For
example can be expressed as:

A(M) = Aa725 + AsAM (5.9)

with Am = mp — 1725 (in GeV) andd;725 is the linear fit result oft whenmy = 1725 GeV. A is the
resulting slope of tha linear fit. The dependence withyop of the rest of the parameters was formulated
in a similar manner.

A template fit was then prepared, where the reconstructeduapk mass distribution is confronted
with the model given by the parametrization. The result pifvide our measurement ofop.

There are few important remarks:

e Theo of the resolution model still exhibits a linear dependentengy (Figure[5.21L.b). Although
this was expected, as largeop values will produce more energetic jets and their energgunc
tainty is also bigger.

e Figure[52.ZlL.c depicts the evolution of the combinatorialkgsound most probable valugpg)
with myop. Actually some dependence @fig With myop Was naively expected, as the energy of the
jets in those combinatorial background events dependssinfutmyop value. So largemyop will
produce largefpig.

¢ The fraction of correct combinations)(and combinatorial background is almost independent of
the inputmyop (Figurel2.21L.f.) In what follows this is assumed to be comsaad equal to 54.6%.

Now, myop can be determined by fitting the joined distribution (FigBr&S). In this study, this is
achieved by using the template method which uses the lireangetrization of all the parameters (except
mp) describing themyep shape as given in secti@n Bl17.1. This approach assumehéhitG describes
well the dependence of the probability density functiorepaeters with generatetiop. From now on,
the results extracted using this method will be referretbamlateresults.

5.7.2 Linearity test

The linearity of the template method with respect to the gated top-quark mass has been validated
using pseudoexperiments. At each mass point 500 pseudia®emes have been performed, each ran-
domly filled using the content of the top-quark mass histogfar the nominal MC sample with the
same number of entries. The physics background has not bekmed in this study as its distribu-
tion is independent afiyop (see AppendikN). The figuleB22 (left) shows thé&etience between the
fitted top-quark mass versus the generated top-quark nrassv@lue). It presents an averagéset
of (0.138:0.035) GeV. This fiset will be later included in the calibration systematic emainty. The
pull distributions are produced and fitted with a Gaussiame Width of the pull distribution as a func-
tion of the top-quark mass generated is shown in Figurd 5¢22.rThe average value is close to unity
(1.001+£0.016) which indicates a proper estimation of statisticedartainty.
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5.7.3 Template fit results on real data

The template fitted distribution of the split and combinedrufels is presented in Figure d.23. The
extracted value afntop using the real data gives:

Miop = 17322+ 0.32 (stat.}+ 0.42 (JSF) GeV

the error quotes the statistics plus the associated to thec@e factor (JSF) which comes from the
o/ af3 e uncertainty (Tabl€35I3 in Sectign 5.b.1). The spiipp results by channel and also the rest of
the parameters can be consulted in T&bIk 5.6.

Parameter {+ jets e+ jets u+ jets
Miop 173.22+ 0.32 | 173.44+ 0.58 | 173.08+ 0.48
o (GeV) 11.23:0.06 | 11.32+0.10 | 11.16+0.08
A 4.17+0.05 4,29+ 0.09 4.07+ 0.07
Hbkg (GeV) | 161.62:0.18 | 161.46+ 0.33 | 161.74+ 0.24
opkg (GeV) | 24.12:0.08 | 24.17+0.15 | 24.09+0.11
Apkg 0.33:0.01 0.34+ 0.01 0.33+0.01

Table 5.6: Parameter values extracted in the template mdihorhe fraction of combinatorial events
has been fixed to 54.6% in all cases. The errors only accoutttécstatistical uncertainty of the fit.
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Figure 5.23: Distribution of theop parameter after the Global fit using the template method. Upper
right presents the results in tlee+ jets channel and upper left in the+ jets one. Bottom plot: the
distributions of thee + jets andu + jets are added together. The real data distribution has fibeth
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combinations, drawn as green dashed line) plus a Novokifhiaction (to account for the combinatorial
background, drawn as a red dashed line). All the contribstio the irreducible physics background are
added together (blue area).
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5.8 Evaluation of systematic uncertainties oy,

This section discusses the systematic error sources @vediéh this analysis and how each of them
has been evaluated. There arffatient procedures to compute the systematic uncertaitdmsally the
guantities associated with the error source are varlestandard deviatiorr() with respect to the default
value. Nonetheless, there are some systematic variateElated with the generation process, that can not
be figured out in this way. In such cases specific MC samplesegrdred. More detailed information
about the reconstruction packages and samples used to tothpse uncertainties are summarized in
AppendiXG andl.

The full analysis has been repeated for each systemataticari the event selection, JSF determination
and Globa}? fit. The JSF values obtained for each systematic error a@rtepin Tabldzl7. Those
systematic variations unconnected from the jet reconstmutave a JSF compatible with the one used
in the main analysis. On the other hand, the systematic ssndptcted by the jet reconstruction present
differences in the JSF (as expected).

Once the variation has been applied, 500 pseudo-expesneatperformed using MC events. The
final MC top-quark mass distribution is used to generate 5fipatible distribution within statistical
errors. Then, the template fit is repeated. This producesng@@values which in their turn are used
to fill histogram of results. That histogram is fitted with auGsian function and its mean is taken as
the top-quark mass systematic-source dependent valuesr@gnthe fullmyop difference between the
varied and default sample is quoted as the systematic @iatgrt

A brief description of each systematic error source comsidien this analysis is given in the following:

Template method calibration: the precision of the template fits is limited by the availaHig statistics.
This is translated into an error in the probability densitpdtion of the fit parameters. This systematic
also includes the shift of .038 GeV obtained in the linearity test (Figlire §.22).

MC Generator: this takes into account the choice of a specific generataggrpm. The ATLAS MC

tt — ¢ + jets samples have been produced alternatively withHr:c [L18] and MC@NLO [[13R] (both
using the Hrwic program to perform the hadronization), generatatgh=172.5 GeV. These generators
produce diferent jet multiplicity in the? +jets channel[133]. Initially, the fecen generator program was
also considered, nevertheless due to its poor agreemdntiatia it was discarded. FigUre 5.2§(a) shows
the obtainednop distributions for BwHEc (black) and MC@NLO (red) MC generators. The systematic
uncertainty is computed as the fulidirence between botigp values.

Parton shower fragmentation (hadronization model): the MC generators make use of perturbative
calculations either at LO or NLO. This produces just a limiteimber of particles (partons at this stage)
in the final state. On the other hand, the detector registarsral dozens of them. What happens in
between is a non perturbative QCD process:hhéronizatiowhere quarks and gluons form themselves
into hadrons. Although this process modifies the outgoiatest occurs to late to modify the probability
for the event to happen. In other words, it does g the cross section but it shapes the event as seen
by the detector. The two main models are:

e the string modell[134] used inviPaia [L19]: this model considers the colour-charged partiates t
be connected by field lines which are attracted by the gludfrirgderaction. These strings are
associated to the final colour-neutral hadrons.
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Source M;jj [GeV] JSF
e+jets [ pu+jets e+ jets | u+ jets

Data 82.12+ 0.22 | 81.81+ 0.17 || 0.979+ 0.003 0.992+ 0.002
tt Signal (from individual sample) | 81.32+ 0.07 | 81.40+ 0.05 || 0.9887+ 0.0009| 0.9877+ 0.0007
tt Signal (from linear fit) 81.42+ 0.03 | 81.42+ 0.02 || 0.9875+ 0.0005| 0.9875+ 0.0005
Signal MC generator (&®vHEa) 81.26+ 0.07 | 81.31+ 0.05 || 0.9894+ 0.0009| 0.9888+ 0.0007
Signal MC generator (MC@NLO) 81.21+ 0.06 | 81.24+ 0.05 || 0.9900+ 0.0009| 0.9897+ 0.0007
Hadronization model ( kkwic ) 81.26+ 0.07 | 81.31+ 0.05 || 0.9894+ 0.0009| 0.9888+ 0.0007
Hadronization model ( ¥ruia ) 81.09+ 0.07 | 81.13+ 0.05 || 0.9915+ 0.0009| 0.9910+ 0.0007
Underlying event ( Nominal ) 81.05+ 0.06 | 81.04+ 0.05 || 0.9920+ 0.0008| 0.9921+ 0.0007
Underlying event ( mpiHi) 81.01+ 0.07 | 81.10+ 0.05 || 0.9925+ 0.0008| 0.9914+ 0.0007
Color reconnection ( Nominal ) 81.05+ 0.06 | 81.04+ 0.05 || 0.9920+ 0.0008| 0.9921+ 0.0007
Color reconnection (no CR) 81.03+0.06 | 81.10+ 0.05 || 0.9922+ 0.0008| 0.9914+ 0.0007
ISR (signal only) 80.63+ 0.07 | 80.50+ 0.05 || 0.9971+ 0.0009| 0.9988+ 0.0007
FSR (signal only) 81.69+ 0.05| 81.71+ 0.04 || 0.9842+ 0.0007 | 0.9840+ 0.0006
Jet Energy Scale (Up) 81.92+ 0.07 | 81.98+ 0.05 || 0.9814+ 0.0009| 0.9807+ 0.0007
Jet Energy Scale ( Down ) 80.73+ 0.07 | 80.90+ 0.05 || 0.9959+ 0.0009| 0.9938+ 0.0007
b-tagged Jet Energy Scale (Up )| 81.92+ 0.07 | 81.98+ 0.05 || 0.9814+ 0.0009| 0.9807+ 0.0007
b-tagged Jet Energy Scale ( Down)80.73+ 0.07 | 80.90+ 0.05 || 0.9959+ 0.0009| 0.9938+ 0.0007
Jet energy resolution 81.34+ 0.07 | 81.35+ 0.06 || 0.9884+ 0.0009| 0.9883+ 0.0008
Jet reconstructionfeciency 81.31+ 0.07 | 81.39+ 0.05 || 0.9888+ 0.0009| 0.9878+ 0.0007
b-tagging diciency Up 81.32+ 0.07 | 81.40+ 0.05 || 0.8997+ 0.0009| 0.9877+ 0.0007
b-tagging éiciency Down 81.30+ 0.07 | 81.38+ 0.05 || 0.9889+ 0.0010| 0.9880+ 0.0007
c-tagging diciency Up 81.32+ 0.07 | 81.40+ 0.05 || 0.9887+ 0.0009| 0.9877+ 0.0007
c-tagging diciency Down 81.31+ 0.07 | 81.39+ 0.05 || 0.9888+ 0.0009| 0.9878+ 0.0007
mistag rate fficiency 81.31+ 0.07 | 81.39+ 0.05 || 0.9888+ 0.0009| 0.9878+ 0.0007
mistag rate fficiency 81.32+ 0.07 | 81.39+ 0.05 || 0.9887+ 0.0009| 0.9878+ 0.0007
Lepton energy scale Up 81.32+ 0.07 | 81.39+ 0.05 || 0.9887+ 0.0009| 0.9878+ 0.0007
Lepton energy scale Down 81.32+ 0.07 | 81.39+ 0.05 || 0.9887+ 0.0009| 0.9877+ 0.0007
Missing transverse energy Up 81.32+ 0.07 | 81.39+ 0.05 || 0.9887+ 0.0009| 0.9878+ 0.0007
Missing transverse energy Down | 81.32+ 0.07 | 81.40+ 0.05 || 0.9887+ 0.0009| 0.9877+ 0.0007

Table 5.7: JSF values determined for data, nontinsliC and for each systematic source. The pdf, pile-
up, calibration method and physics background systemat&sot reported in the table since they are

the same as the defatfitsample.

e the cluster model used indgrwic [123]: the colour-charged quarks and gluons form colortradu
clusters. These clusters are comparable to massive cotudral particles which decay into known

hadrons.

This systematic is evaluated using samples with the samergtm (BwHec) and diferent hadronisation
models: Rtuia with P2011C tune and ttwic. The correspondingyep distributions for both models
can be seen in Figufe 5.76(b). The size of the systematikés tas the full dierence between theop

of both samples.

Underlying event (UE). the UE inp— p collisions is associated with all particles produced inithterac-
tion excluding the hard scatter process. The propertidseobbjects entering this analysis can be altered
if part of the UE gets clustered in to the used jets and it magsiate into a faint change of timegp
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distribution shape. This uncertainty is computed by conmgghe results obtained fonop when using
PowHeG+PytHia samples with dferent underlying event parameter settings [120]. The fiffecence
between the default Perugia 2011C and the mpiHi tunes [52@ken as the systematic uncertainty. The
mop distributions associated to these variations are showigin€[5.26(q).

Color Reconnection: quarks carry color charge, however hadrons are color dsglEherefore when
thett quarks arise from the collision, the color charge flow hasdaich that has to produce the final
colorless hadrons. This rearrangement of the color streaifithe event is known asolor reconnec-
tion. The evaluation of this systematic uncertainty is perfatig simulatingtt — ¢ + jets events with
PowHeG+PytHia and using dferent color reconnection settings of the Perugia 2011 @¢u[Ai20]. Fig-
ure[5.26(d) shows the impact of these settings in the figgp distribution. The full diference between
both variations is taken as systematic uncertainty.

Initial and Final State Radiation (ISR and FSR): the amount of radiation in the initial afat final state
may dfect the number of jets in the event as well as their energges(ae or less energy can leak out of
the jet cone). Consequently, the ISR and FSR nffgcato all jets in the event. Thus, both: the hadronic
W (sectiorf5.511) and theyop fit may be sensitive to the amount of ISR and FSR. In order imest the
size of this uncertainty, two samples generated witheMC but differ in the amount of initial and final
state radiation were used. Figyre 5.26(e) displaysrifag distribution for more (black) and less (red)
amount of radiation. The systematic uncertainty is takemlaaf of the diference between both samples.

Proton pdfs: the Parton Distribution Function represents the probghilf finding a parton (quark of
gluon) carrying a fractionx of the proton momentum for a hard interaction energy scassfixJsually,
the pdfs are determined by a fit to data from experimentalrebbées. The proton pdf functiongtact
not only the cross section of the process but also the finalter@pe. Thét signal has been generated
with CT10 pdf. In addition, the NNPDF23 and the MSTW2008 hheen considered to evaluate the
systematic uncertainty. Each pdf is accompanied by a sehcértainties (20 for MSTW2008, 26 for
CT10 and 50 for NNPDF23). The variations up and down of thesedainties are transformed in an
event weight. To evaluate the impact of usinfjetient pdf sets, the events generated with PowtHhgghia
P2011C are reweigthed and the resultagjp distributions fitted. FigurE®5.24 shows the obtaimegp
for different pdf sets. The final uncertainty is calculated taking atcount both, the uncertainty within
each pdf and also betweerffdirent pdf sets.

Irreducible Physics background the amount of physics background in the final sample is knaitim

a given precision. Some channels (QGM + jets) are evaluated with data driven methods. The single
top events are also considered as a source of backgrouris rategory the impact of the normalization
of the background on theop is evaluated. Actually, the fraction of physics backgrobad been varied
10% up and down.

Jet Energy Scale (JES)the calibration of the jet energy was briefly summarizeceiction[3.8. Besides
that, this analysis performs an in-situ jet energy calibraby fitting theW mass of the hadronic part
in the event (section’5.3.1). However the JES determing@hstill has an intrinsic uncertainty which
may have a subsidiary impact on thigyp. Although thanks to the in-situ calibration its repercossis
reduced. The JES was altered by plus (up) or minus (downhitertiainty. The largest flerence with
respect to the nominal was taken as systematic error of tHendgy Scale. Figufe 5.27[a) shows the
Mmop distribution for the default sample (black) and up (red) dodn (blue) variations.

b-tagged Jet Energy Scalel{JES): as a consequence of tBehadrons decay-quark initiated jets have
a larger multiplicity than light-quark initiated jets. Titefore, theb-tagged jets carry another energy scale
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Figure 5.24:myp measurement for fierent pdf sets: CT10, MSTW2008 and NNPDF23. The lines
represent the central value of each pdf and the error bardh@associated uncertainties.

uncertainty that the light jets. TH2JES uncertainty has been one of the dominant systematicsernr

the mop measurement, therefore it has been extensively studibelE5 validation study using tracks

is shown in AppendikdP). In this analysis, th8ES has been accounted in top of the JES. Thereupon,
the reference MC sample was reprocessed with varglieS (up or down) by its uncertainty (Figure
B-Z7{0)). The worse scenario was considered. That means)JBS uncertainty was added on top of the
JES-up case (hereafteES-up) and subtracted to the JES-down case (her&df&-down). Also here,

the largest dference with respect to the nominal was takebHsS systematic error.

Jet energy resolution (JER):this systematic quantifies the impact of the jet energy e uncertainty
on the measurement. Before performing the analysis, theyemé each jet is smeared by a Gaussian
function with a width closer to the jet resolution uncertgirit may &fect the event kinematics as well
as the event selection. The analysis is repeated with tharsahgets and the fierence to the default
top-quark mass fitted value is taken as a systematic unegrt&igurd 5.26(f) shows the top-quark mass
distribution for the reference (black) and varied (red) peenThe JER variation gets a wider distribution.
Consequently, itsféect in thes parameter of the template (Sectlon 5 7.1) seems to havalaesimpact
on themyop measurement.

Jet reconstruction dficiency: this systematic analyses the impact of the jet reconstmdtiefficiency

in the final measurement. In ATLAS, the reconstructifiiceency for the calorimeter jets is derived by
matching the jets reconstructed from tracks to the caldentease jets. The extracted MC reconstruction
efficiency is compared to those extracted from data getting @ ggoeemen{[€9]. Nevertheless some
small indficiencies observed in the comparison need to be apply to th@eCThese iniciencies are
found to be at most 2.7% for jets withr lower than 20 GeV, few per mile for jets with @ between
20 GeV and 30 GeV and fullyfecient for the rest. To compute this systematic a probaliitye a badly
reconstructed jet is associated to each jet and when thispility is reached the jet is drop from the
event. The jets involved in the analysis havgrdnigher than 30 GeV, so théfect of the jet reconstruction
inefficiency is expected to be very small (Figlire 5:27(c)). Théesyatic value is taken as theff@irence
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divided by two.

b-tagging dficiency and mistag rate: scale factors (SF) are needed to be applied on MC samples in
order to match the real datatagging éficiency and mis-tag rates. These SF have been calculated for
the MV1 b-tagging algorithm working at 70% offiéciency. The systematic uncertainty is computed by
changing the scale factor value k{o- and repeat the analysis. Thdagging,c-tagging and the mistag
rate SF are varied independently. Figlure 5.37(d), 5P H@{BeZ 7(f) show thenyop distributions for each
flavour variation separately. The size of the tdtahgging uncertainty is calculated as the quadratic sum
of the three contributions.

Lepton momentum: the lepton energy must be scaled to restore the agreemeavedrethe data and
MC. These SF are accompanied by their uncertainties whiglajaplied in the MC sample to compute
the systematic uncertainty. The fullffirence between the modified and nominal sample is taken as the

systematic uncertainty (Figure 5.2§(b)).

Transverse Missing Energy any possible mis-calibration of ti@"ss can dtect the final measurement
since theET"Sis used in the event selection and also to perform the Gidtahematic fit. There are
two main types of uncertainties that enter into E°S calculation: the impact of the pile-up and those
uncertainties related with the reconstructed objects.pileeup dfect has been considered separately. On
the other hand, thETmiSSuncertainties associated with electron, muons and jeditiranis are considered for
each separate object and only the uncertainties assotieteel Cell Out and SoftJets terms are evaluated
here. Since these two terms are 100% correlated, they hdnevaried together. The uncertainty due to
the mis-calibration is propagated into the analysis by giranthe terms of thEQ“iss one sigma up and
down and a half of the élierence is taken as the systematic error (Fifjure 5128(a)).

Pile-up: additionalp — p interactions may happen per beam cross. The presence ofodijeets in the
event originated in the extra interactions maligat the measurement and reconstructions of the genuine
objects from thepp — tt interaction. The pile-up systematic uncertainty has beested as follows:

the number of primary vertex\:x) and the average of interactions per bunch crossjmg ¢listributions
have been divided in three bins and thgyp has been calculated for each interval. The intervals have
been chosen to maintain the same statistics. FIgUré 5.2&sshemop values obtained for MC (black)
and data (blue) in eadK, interval (left) andu) region (right).
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Figure 5.25: Left:Amop value calculated for eadiyy interval. Right:Amyop value calculated for each
(u) interval. Results are shown for MC (black) and data (blue)das.
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The relation between thamiop and Nyix has been used to get the fimaop as a weighted sum of
Myop[i] wherei corresponds to ead¥,ix bin. This has been calculated for data and MC and tfiergince
has been quoted as 0.007 GeV. The same procedure has beied &l and the diference has been
found to be 0.016 GeV. Both quantities have been added inrgtiaé to determine the pile-up systematic

uncertainty.

Table[5.8 lists the studied sources of systematic unc¢igtaiand their corresponding size. The total
uncertainty is calculated as the quadratic sum of the idd&f contributions. Thenop distribution for
each source of systematic uncertainty is compared withefett sample in Figurds 56, 5127 4ndb.28.

Table 5.8: Systematic errors of thgop analysis with the template method.

| Source of error | Error (GeV) ||
Method Calibration 0.17
Signal MC generator 0.17
Hadronization model 0.81
Underlying event 0.09
Color reconection 0.24
ISR & FSR (signal only) 0.05
Proton PDFs 0.07
Irreducible physics background 0.03
Jet Energy Scale (JES) 0.59

b-tagged Jet Energy Scale (bJES) 0.76
Jet energy resolution 0.87
Jet reconstructionfeciency 0.09
b-tagging dficiency 0.54
Lepton Energy Scale 0.05
Missing transverse energy 0.02
Pile-up 0.02
|| Total systematic uncertainty | 1.67 |
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Figure 5.28myop distributions fortt default sample and systematic variations.

5.9 Crosschecks

Alternative methods to extraatiop from its distribution (Figuré5.18) have been attemptede gbal
is to test the robustness of the template method explainetab

5.9.1 Mini-template method

This section explains a simplified template method to extta&myp. The goal is to perform the
fit of the myop distribution (Figurd’5.29) using the function given in Ses{S.1 but with as many free
parameters as possible. The idea is to avoid possible MQuneibnB, as for example dierent jet
energy resolution.

In the currentimplementation all the parameters are leé &xcept, which took the same parametriza-
tion as in the template method, aadwhich takes its constant value. Hereafter, this methodthen
results will be labelled asini-template The linearity of the mini-template has been also studietitha
results are shown in Append® O.

When fitting the combined distribution with the mini-temigdechnique the extracted top-quark mass
value is:

Miop = 17418+ 0.50 (stat.}+ 0.42 (JSF) GeV

the error quotes the statistics plus the jet scale factoemainties. All fit parameters split by channel can
be consulted in Tab[eq.9.

Themyop value obtained with the template and mini-template metlaoelgust above 1 standard devia-
tion from each other. Moreover, it is worth to compare theditvalue foro- in the mini-template method
(10.74+ 0.34 (stat.) GeV) with its counterpart in the template fit.@3+ 0.09 (stat.) GeV). The values

"It is already proven that the JES idférent between data and MC as shown in TERIE 5.3.
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Figure 5.29: Distribution of thenop parameter after the Globa! fit using themini — templatemethod.
Upper right presents the results in the jets channel and upper left in the+ jets one. Bottom plot:
the distributions of the + jets andu + jets are added together. The real data distribution has fitesh
(drawn as a solid gray line) to a lower tail exponential disttion with resolution model (for the correct
combinations, drawn as green dashed line) plus a Novokifhiaction (to account for the combinatorial
background, drawn as a red dashed line). All the contribstio the irreducible physics background are
added together (blue area).
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Parameter ¢+ jets e+ jets u+ jets
Mtop 174.18+ 0.50 | 173.54+ 0.84 | 174.18+ 0.63
o (GeV) 10.74+ 0.34 | 10.51+0.55 | 10.96+0.44
pl 4.27+ 0.06 4.30+ 0.09 4.17+ 0.07
Hbkg (GeV) | 158.34+ 1.51 | 163.03+ 2.80 | 157.37+ 1.89
Obkg (GeV) | 22.65+0.68 | 23.81+1.15 | 22.39+0.88
Apkg 0.41+ 0.05 0.26+ 0.08 0.44+ 0.06

Table 5.9: Parameter values extracted with the mini-tetapteethod fit. The fraction of combinatorial
events has been fixed to 54.6% in both methods. The errorsacobunt for the statistical uncertainty of
the fit.

obtained from the two fits are 1.4 standard deviations away feach other. Although thatftérence is
not significant yet, it may suggest a slighthfférent jet energy resolution in data and MC.

The systematic uncertainties for the mini-template metraa: been also computed. Table®.10 quotes
the results for each individual systematic source and alsthe total systematic uncertainty. These un-
certainties were evaluated following the same prescripgiiven in Sectiof 5]8. Notice that the JER
systematic uncertainty, one of the dominant errors for gémepiate method, has been considerably re-
duced. This could be understood since the mini-templatetethes as a free parameter and therefore
it can absorb the impact of the JER as already highlited irptivagraph above. Nonetheless, the final
systematic uncertainty was found to be larger than in thekat® method.

Table 5.10: Systematic errors of thgyp analysis with the mini-template method.

| Source of error | Error (GeV) ||
Method Calibration 0.21
Signal MC generator 0.49
Hadronization model 1.04
Underlying event 0.19
Color reconection 0.05
ISR & FSR (signal only) 0.38
Proton PDFs 0.04
Irreducible physics background 0.05
Jet Energy Scale (JES) 0.73
b-tagged Jet Energy Scale (bJES) 0.87
Jet energy resolution 0.09
Jet reconstructionficiency 0.09
b-tagging dficiency 0.54
Lepton Energy Scale 0.11
Missing transverse energy 0.02
Pile-up 0.11

|| Total systematic uncertainty | 1.76 |

This method represents an attempt to understand the shépenab, distribution with a minimal MC
input. If for some reason, data and MC hadfelient behaviour, the template will irremediable bias the
Myop Measurement. By contrast, the mini-template method coudididhis kind of problems.
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5.9.2 Histogram comparison

Themyop distribution extracted from data has been compared witbetleatracted frortt MC samples
at differentmyop generated points. These histograms have been contrastetheiexpected hypotheses
that both represent identical distributions. The ChiZXéDOT [135] routine has been used to perform
this cross-check.

The test has been done for signal events only. Thereforetsqs background contribution has been
subtracted from the data histogram. Ty#nDoF values for eacti MC samples compared with data can
be seen in Figule5.B0. The results for the electron, muorcambined channel have been separately
fitted with a parabolic function in order to obtain their rmva. The final values, reported below, agree
with the templatemnop result within their uncertainties.

Miop(e/u + jets) = 1731+ 0.4 GeV
Myop(e + jets) = 1735+ 0.7 GeV
Miop(u + jets) = 1731+ 0.4 GeV

The aim of using this method has only been a cross-check anslyfitematic uncertainties have not
been evaluated.
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Figure 5.30: Parabolic function describing tf&nDoF versus generatetop for electron, muon and
combined channel.
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5.10 Conclusions of than,, measurement

The top-quark mass has been measured using 4'oftdata collected by ATLAS during the 7 TeV
LHC run of 2011.

The measurement has been performed intthe> ¢ + jets channel { was either an electron or a
muon). In order to get an enriched samplfatient requirements were imposed. First of all, the standard
tt selection was applied. In addition, only those events with Ib-tagged jets were kept. Moreover,
the hadronically decaying/ boson reconstruction introduced several cuts to remove ofdhe com-
binatorial background while keeping enough statisticeAfhis selection the physics background was
considerable reduced. The W boson allowed for an in-sitibiedion of the jet energy as well as to
determine a global jet energy scale factor.

For each event, thegp is evaluated with the Globgf kinematics fit. This method exploits the full
kinematics in the global rest frame of each top quark (inclgdhe estimation of thg)). Finally, the
Mop distribution was fitted using a template method. In this tetgpthe correct jet combinations are
cast to a lower tail exponential with resolution model ptaby density function. The combinatorial
background is described with a Novosibirsk distributiorheTphysics background contribution to the
tt — ¢ + jets of the final sample is about 5%.

The extracted value fanygp is:
Miop = 17322+ 0.32 (stat.}+ 0.42 (JSF)} 1.67 (syst.) GeV

where the errors are presented separately for the statidiie jet energy scale factor and systematic con-
tributions. Its precision is limited by the systematic urnamties of the analysis. The main contributors
are the uncertainty due to the hadronization model (0.81)JeVenergy resolution (0.87 GeV) and the
b-tagged jet energy scale (0.76 GeV). The result of this amalg compatible with the recent ATLAS
and CMS combinatiori[14].

An alternative template fit, where many of the parametetsiéscribe thenop probability distribution
function were left free, was also attempted. This mini-t&atgapproach could be used to detect data-MC
mismatch &ects blinded for the template method. In addition, a créessk based on g2 histogram
comparison has been also performed and the obtained reseltompatible with thenop value from
the template method.
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CHAPTER

ﬁ Conclusions

This thesis is divided in two parts: one related with theraiignt of the ATLAS Inner Detector tracking
system and other with the measurement of the top-quark rBa#is topics are connected by the Glogal
fitting method.

In order to measure the properties of the particles with laigturacy, the ID detector is composed
by devices with high intrinsic resolution. If by any chanbe position of the modules in the detector
is known with worse precision than their intrinsic resabatithis may introduce a distortion in the re-
constructed trajectory of the particles or at least degthddracking resolution. The alignment is the
responsible of determining the location of each module Wigh precision and avoiding therefore any
bias in the physics results. My contribution in the ID aliggiThhas been mainly related with the develop-
ing and commissioning of the Gloh&l algorithm. During the commissioning of the detectoffetient
alignment exercises were performed for preparing the Gidbalgorithm: the CSC exercise allowed to
work under realistic detector conditions, whilst the FDRmeises were used for integrating and running
the ID alignment software within the ATLAS data taking chaim addition, special studies were contin-
uously done for maintaining the weak modes under controthAtsame time, the ATLAS detector was
collecting million of cosmic rays which were used to alige ttmodules with real data. The alignment
with cosmic rays provided a large residual improvementtiertiarrel region producing therefore a good
detector description for the first LHC collisions. Subsetlye the data collected during the pilot runs
was used for performing the first ID alignment with real @tns. Here, not only the residuals but also
physics observable distributions were used to monitor #tealor geometry and therefore obtain a more
accurate ID alignment (specially in the end-cap regionk Trmer Detector alignment achieved with the
work presented in this thesis was crucial for fixing the batthe 1D alignment, getting a good initial ID
performance and leading to the first ATLAS physic paper[104]

The physics analysis part of this thesis is focused on magtire top-quark mass with the Glojal
method. This measurement is important since the top quaheisieaviest fundamental constituent of
the SM and may be a handle to discover new physics phenomeéviaB® analysis used the 4.7-foof
data collected by ATLAS during the 7 TeV LHC run of 2011 in artiobtain anop measurement with
real data. This measurement has been performed i thel + jets channel with twd-tagged jets in the
event. This topology contains\d boson decaying hadronically which is used to determine libiead)jet
energy scale factor for this kind of events. This factor bétpreduce the impact of the Jet Energy Scale
uncertainty in the final measurement. For each eventrigg is evaluated from a Globgt fit which
exploits the full kinematics in the global rest frame of eamp. Finally, themop distribution has been
extracted using a template method and the obtaingg value is:

Mop = 17322+ 0.32 (stat. )t 0.42 (JSF)+ 1.67 (syst.) GeV

The total uncertainty is dominated by the systematic cbation. The result of this analysis is com-
patible with the recent ATLAS and CMS combinationi[14].
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CHAPTER

-
I Resum

El Model Estandard (SM) de la fisica de particules ésdait que descriu els constituents fonamentals
de la materia i les seves interaccions. Aguest model hd aiga de les teories cientifiques amb més
exit construides fins ara, degut tant, al seu poder descopm també predictiu. Per exemple, aquest
model permeté postulateixistencia dels bosow* i Z° i del quarktop abans de la seva confirmacio
experimental. Malgrat que, en general, aquest model faadgxtremadament bé, hi ha certs problemes
teorics i observacions experimentals que no poden sezatament explicats. Davantadjuest fet, ‘hian
desenvolupat extensions del SM aixi com també novestori

Actualment, la fisica @ltes energiesastudia principalment mitjancant els acceleradors digqudes.
El Gran collisionador dhadrons (LHC)[[4D], situat al CERN[41], &atcelerador més potent que tenim
avui en dia. Aquesta maquina ha sigut dissenyada per far xeixos de protons a una energia de 14 TeV
en centre de masses. Earlell collisionador hi ha instalats quatre detectors qué permeten estudiar i
analitzar tota la fisica que es produeix al LHC. ATLASI[44]un detector de proposit general construit
per realitzar tant mesures de precisi6 com recerca de igiea.f Aquest gran detector esta format per
diferents subsistemes els qualsrearreguen de mesurar les propietats de les particulser@ment,
després del muntatge i instatio del detector, la localitzaci6 de cadascun dels ssduls de deteccid
es coneix amb una precisidé molt pitjor que la seua proalteid intrinseca. lalineament’®ncarrega
d’obtenir la posicid i orientaci6 real de cadascuna d’atpsesstructures. Un bon alineament permet una
bona reconstruccio de les trajectories de les par§dudgita un biaix dels resultats fisics.dhtre totes
les particules produides en les-tisions del LHC, el quarkop, degut a les seves propietats (gran massa i
desintegracio rapida), és de gran importancia en idaeib de models teorics i també en el descobriment
de nova fisica més enlla del SM.

7.1 El model esandard

El SM intenta explicar tots els fendmens fisics mitjartgan grup reduit de particules i les seves inter-
accions. Avui en dia les particules elementals, i com asitfse estructura interna, es poden classificar
en tres grups: leptons, quarks i bosons. Els leptons i elkgsan fermions, particulesaspin 12, men-
tre que els bosons, particules mediadores de les foraepasticules tespin enter. Aquestes particules
interaccionen a través de quatre forces fonamentalsr¢a felectromagneética, que és la responsable de
mantenir els electrons lligats als atoms; la forca dehik és’lencarregada de la desintegracio radioac-
tiva d'alguns nuclis; la forca forta, la qual manté els protonsutrons en el nucli, i finalment la forca
gravitatoria. Actualment, el SM només descriu tresygiestes quatre forces, pero hi ha noves teories que
intenten explicar la unificacio de totes elles.

El SM es pot escriure com una teoria gauge local basada enldgrsimetries U(3)c ® SU(2). ®
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U(1)y, on SU(3)c representen la interaccio fortg,U(2). la debil i U(1)y I'electromagnetica. El la-
grangia del SM descriu la mecanica i la cinematica de &tiqules fonamentals i de les seves interac-
cions. La inclusio dels termes de massa dels bo¥shsZ° viola automaticament la invariancia gauge
local. Aquest problema es resol mitjancant la ruptura etspoa de simetria (mecanisme de Higgs) el
qual genera massa per als bostvisi Z° mentre que manté el foto i el glub com particules de massa
nulla. Aguest mecanisme introdueix una nova particula fomaaheel bos6 de Higgs. Recentment,
en els experiments ATLAS i CMS del LHC'lwm descobert una particula amb una massa de 126 GeV i
propietats compatibles amb les del Higgs del SM [6]. Aquestdbriment &s el resultaioh gran esforg
teoric i experimental per entendre quin és el mecanismalgna massa a les particules.

La majoria de les observacions experimentals realitzadesfimoment presenten un bon accord amb
les prediccions del SM. No obstant, hi ha alguns problemedgrgs, com per exemple: cofusifiquen
les forces? com es resol el problema de la jerarquia? quenestéaia fosca? com es gene€i@simetria
materia-antimateria? etc. Una de les teories més poppkx resoldre aquests problemes es la super-
simetria. Aquesta teoria incorpora particules supessigues amb propietats similars a les del model
estandard perd amb diferent espina&brd amb la versid més comunaquesta teoria, la desintegracio
d’'una particula supersimetrica produeix almenys una phréicula supersimetrica efestat final i les
més lleugeres sbn estables. Aixi doncs, en ¢asistir, deuria haver un espectre de superparticules de-
tectables al LHC. Totes les noves teories deuen ser vabdaqeerimentalment i es aci on el quaok
juga un paper fonamental.

Fisica del quark top

El quarktop fou descobert’ny 1995 en’hccelerador Tevatron en Chicago (USA). El seu descobri-
ment fou un gran exit per al model estandard perque coafiexristencia de la parelldidospin del quark
bellesa (quark). En els colisionadors hadronics, el quatép es produeix principalment a través de la
interacci6 forta i es desintegra rapidament sense hédaor{casi exclusivament a través tde> Wh).
Segons el SM el quartop es un fermié amb carrega eléctrica d@ [ carrega degélectro i es transforma
sota el grup de cold® U(3)c. Durant el primer periode de funcioament del LHC, ATLAS &edllit més
de 6 milions de parelle$. Aquesta gran quantitat de dades ha servit per mesurardpiats del quark
topamb una alta precisib (seccib eficacl[15, 16], carregeteta [20], asimetria de carreda]23], espin
[24], acoblaments estranys [25] 26], ressonangiés [J9A més a més, tamb&® mesurat la seva massa
(miop) [24], la qual és important per ser un dels parametresnfiemaals de la teoria aixi com també per
tenir una alta sensibilitat a la fisica més enlla del SM.

La massa del quartop depén de’esquema de renormalitzacio i per tant només té sentiteditun
model teoric. Aguesta no és una propietat exclusiva dedase del quarkop, sind comuna a tots
els parametre del model estandard (masses i constamshdament). En contraposicid a les masses
dels leptons, la definicid6 de massaid quark té algunes limitacions intrinseques ja que edskguson
particules amb color i no apareixen en estats asimptoéinélliures. Hi ha diferents definicions de massa:
la massa pol (definida efesquema de renormalitza@t-shellon sassumeix que la massa de la particula
correspon al pol del propagador) i la massaning (massa definida endsquema de renormalitzacio de
minima sostraccioN|S) on els parametres del lagrangia esdevenen dependdfescida tenergies a la
qual es treballa). Experimentalment, malgrat no estaidaient ben definida, tamb&uslitza la massa
cinematica qué correspon a la massa invariant dels pteside la desintegraci6 del quaop. La majoria
de les anadlisis que utilitzen la massa cinematica empnenétode de patronsemplate method Aixi
doncs el parametreyop mesurat correspon a la massa generada en el Monte-CarldgMG3l sespera
que diferisca aproximadament de la massa pol en un GV 132, 33
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7.2 L’accelerador LHC i el detector ATLAS

ElI LHC, amb un perimetre de 27 Km i situat a 100 m sota la sigperel CERN, és'&ccelerador de
particules més gran del mon. Aquest potent acceleradardps feixos de protons (també pot treballar
amb ions de plom) en direccions oposades i els fdidiolen els punts de’anell on estan instdats els
detectors. lalta lluminositat de disseny del LHQ (= 10** cm™2 s7%) permet estudiar processos fisics
interessants malgrat tenir una secci6 efica¢c menuda.sRatiar la fisica del LHC hi ha 4 grans exper-
iments: ATLAS, CMS [45], LHCb[[4B] i ALICE [4¥]. ATLAS i CMS sh dos detectors de proposit
general els quals permeten realitzar un estudi ampli deladiaica que es produeix, tant mesures de
precisio com nova fisica.’existencia de dos detector de caracteristiques sin@ilarecessari per com-
provar i verificar els descobriments realitzats. El LHChuasespectrometre dissenyat per a estudiar la
fisica del quarlo i ALICE és un detector construit per treballar principalthamb ions de plom i estudiar
les propietats del plasma de quarks i gluons.

El detector de particules ATLAS

El detector ATLAS pesa 33 tones i té 45 m de llarg i 22"mltd Esta format per diferents subdetectors
installats al voltant del tub del feix. En general tots presentandéeixa estructura, capes concentriques
al voltant del tub en la zona central (zona barril) i discgppediculars al feix en la zona de baix angle
cap endavant i cap a darrere (zdoeward o backward. Aquesta estructura proporciona una cobertura
hermeética i facilita una reconstruccioé completa de cabeeeniments. La Figufa.1 mostra un dibuix
esquematic de la geometria del detector. ATLAS esta fopaatres subdetectors, cadascun dels quals
construit per desenrotllar una determinada funcio:

e Detector intern (ID): és el detector responsable de la reconstruccio de lesctbaies de les
particules, la mesura del seu moment i la reconstrucdgwaetexs primaris i secundaris. Aquest
detector, format per detectors de silici i tubs de derivi esvoltat per un solenoide que genera un
camp magnetic de 2 T i corba les trajectories de les paecarregades.

e Calorimetres: son els detectors encarregats de la mesuraderigia de les particules. El calorimetre
electromagnetic, amb una geometriaabrdi6, mesurdénergia dels electrons, positrons i fotons.
Tot seguit tenim el calorimetre hadronic format per teidspurnejadores que mesuremergia
depositada pels hadrons.

» Espectrometre de muons:aquest detectorancarrega principalment de la identificacio i mesura
del moment dels muonsEs el detector més exterdrATLAS i es combina amb un sistema de
toroides que generen el camp magnétic necessari per dartoajectoria dels muons.

També cal comentatilnportancia del sistema degger que $encarrega‘ddentificar i seleccionar els
esdeveniments interessants produits en lefisiohs. Mitjancant tres nivells de seleccib aqueskesist
redueixen en un factor 2@l nombre desdeveniments que cal emmagatzemar.

Per Gltim la distribucidé de dadesSATLAS, basada en tecnologies grid, ha estat dissenyadagper c
brir les necessitats de la daboraci6. Basicament aquest model permet guardardadcanallitzar
rapidament la gran quantitat de dades que genera el LHC.

Gracies al bon funcionament del LHC i ATLAS, els quals haballat amb una alta eficiencia de
produccio i recolecci6, sha aconseguit una lluminositat integrada de &% en la primera etapa de
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Figura 7.1: Dibuix esquematic de la geometria del deteSTAS.

El Detector Intern

El ID és el detector més intern del sistema de reconstiudeiraces dTLAS. Aquest detector, amb
una geometria cilindrica al voltant del feix de 7 m de loadit un diametre de 2.3 m, esta compost per
tres subdetectors: el detector de Pixels, el detector deshandes (SCT) i el detector de tubs de deriva
(TRT).

El principal objectiu del detector de Pixels és determih@arametre ‘@npacte de la trajectoria de les
particules i reconstruir els vertexs primaris i secursd@quest detector esta format per 1744 moduls de
pixels de silici (amb una grandaria de @®x400um) distribuits en tres capes concentriques al voltant
del feix i tres discs perpendiculars al feix en les zones@ql-Aquest geometria produeix com a minim
tres mesureshfts) per traca. La resolucio intrinseca del detector ésGeni en la direccid més precisa
del modul (p) i 115um en la direcci6 perpendicular.

L’SCT sencarrega de la mesura del moment de les particules. Esrsaluls estan formats per dos
detectors de micro-bandes (distancia entre bandes gmBpegats esquena amb esquenai rotats 40 mrad
un respecte ddltre. El SCT esta format per 4088 modules inkitd en 4 capes cilindriques al voltant
del feix i nou discs perpendiculars en cada end-cap. La ge@nael SCT proporciona com a minim 4
hits per traca. La resolucio intrinsecaduest detector &s de i en la direccio ¢ (perpendicular a les
bandes) i de 580m en la direcci6 de les bandes.

ElI TRT sencarregade laidentificacio de les particules i tamtae@vé en la mesura del moment. Aquest
detector produeix en mitja 30 hits per traca. Esta fora810.000 tubs de deriva amb un diametre de 4
mm i una longitud variable depenent de la zona del detectsédva resolucio intrinseca és de 130
en la direccio6 perpendicular al fil del tub de deriva.
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7.3 Alineament del Detector Intern dATLAS

El ID és un ingredient crucial en les analisis de fisicajjee molts del algoritmes de reconstruccio
d’objectes utilitzen la seva informacio (traces, vertebentificacio de particules,...). Les prestaciohs d
aquest detector es poden veure compromeses per una iiaatescripcid del camp magneétic, desconei-
xement del material i per suposdud alineament erroni. Els desalineaments dels modulsaadegrla
reconstrucci6 de les trajectories de les particulesa cue afecta inevitablement als resultats de fisica.
Per assolir els objectiusAlTLAS, I’alineament del ID no deu introduir una degradaciot delapaties de
les traces en mésuh 20% de la seva resoluci6 intrinseca. Els estudis zasdiamb mostres simulades
exigeixen una resolucio deumn per als pixels, 12m per al SCT (ambdos en la direccif) i 170 um per
al TRT. No obstant hi ha escenaris més ambiciosos que reigaarconeixer les constants&atineament
amb una precisio dédrdre del micrometre en el planol transvers del detector.

L’algoritme Globa}? sha utilitzat per a alinear el sistema de silici del ID. Aqusistema consta de
5832 moduls (1744 del Pixel i 4088 del SCT). Cadascuaquiestes estructures té 6 graus de llibertat:
tres translacionsT, Ty, Tz) i tres rotacions Rx, Ry, Rz). Aixi doncs, el repte de/dlineament és
determinar35.000 graus de llibertat amb la precisio requerida.

L’ algoritme d’alineament Globaj?

Els algoritmes thlineament utilitzen les trajectories de les particplrsestudiar les deformacions del
detector. Idealment, en un detector perfectament aliteepdsicio dehit deu coincidir amb la posici6é de
la traca extrapolada. Per altra banda, en un detectoridesbhquests punts son diferents. La distancia
entre ambdues posicionaaomena residu i esta definida com:

r=(m-e(ra))-u (7.1)

one(r, a) representa la posicio de la traca extrapolada en el wetedepén dels parametres de les traces
(wr) i dels dalineament ). m dona la posicid dehit i u és un vector unitari que indica la direcci6 de
mesura.

Dintre del software GATLAS s’han testejat diferents algoritmeatineament:

e Robust [[/7]: és un metode iteratiu que utilitza els residus dalisua les zones de solapament.
Aguests residus permeten correlacionar la posicio detfuls dintre d’urstaveo ring i identificar
meés facilment les deformacions radials. Aquest algoritoraés permet alinear les direccions més
sensibles (coordenades x i y locals).

e Localy? [I78] i Globaly? [[79]: son algoritmes iteratius basats en la minimitzacié dgdn El
Globaj? utilitza residus definits dintre de la superficie planar detedtor. Per altra banda, la
implementacio del Locgf utilitza residus en tres dimensions (DOCA). Les diferesdel for-
malisme matematica entre els dos algoritmes s’explicaenéavant.

L’algoritme Globa}? calcula les constantsalineament a partir de la minimitzaci6 del segiyght
=) rma) Vi (ra) (7.2)
t

onr(mr,a) son els residus i V la matriu de covariancies. Aquestaimeabnté principalment les incerteses
o erros dels hits. Si no tenim en compte les correlaciong @drmoduls, la matriu V és diagonal. Per
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contra, si dnclou la dispersié Coulombiana (MCS) o qualsevol altexéd que connecte diferents moduls
somplin els termes fora de la diagonal.

El x? té un minim per a la geometria real. Aixi doncs, per trdagvosicié correcta dels moduls es
minimitza  Equacid”ZP respecte a les constari@dideament:

2

dy dry(r, a)\" . _
%o Z(td—a) V-Ir(r.a) = 0 (7.3)

Els residus poden calcular-se per a un conjunt de parasieit&ls (o=r(mro,a0)) i poden ser introduits
en el formalisme del Globgf mitjancant un desenvolupament en serie al voltaaddests valors:

ordem or

on da * da (7.4)

r = r(mo, ao) +

Laclau del Globa}? es considerar que els parametres de les traces depenpadeietresdlineament
i per tant la derivada de respecte a no és nula. Ago pot ser facilment entés ja que la posicio dels
moduls (donada per les constantaltheament) ‘aitilitza en la reconstrucci6 de les trajectories i pet tan
en la determinacio dels parametres de les traces. Degapraximacio lineal utilitzada, el métode ne-
cessitara iterar abans de convergir al resultat corrdoteoduint fequacio anterior en 'EquaciaT.3 i
després ilguns calculs’sbté la solucibd general per a les constantaltheament:

-1 T
ory T ory ory
=— — W— — | W 7.
oa [Z(aa) ‘9a Z ga) (7.5)
En una notacié més compacta podem identificar el primerdate la part dreta dddgualtat com una

matriu simetrica1) amb una dimensi6 igual al nombre de graus de llibertat gtemealineanti el segon
terme com un vector amb el mateix nombre de components:

or¢ y ory ory T
M= — | Wi{|— = — | W 7.
Z(aa) t(6&) Y Z(&a i (7.6)
De manera simplificadadquacidZFb es pot escriure com:

Méa+v=0— sa=-M"1y (7.7)

Per obtenir les constantsatineament necessitem invertir la matht L’estructura thquesta matriu
depén de’hlgoritme dalineament amb el que treballem:

e Localy?: aquest algoritme es pot considerar un cas particular dehal? on la dependéncia
dels parametres de les traces respecte als paramé&iliesament es considera Hal(dr/da=0 en
I’equaci@ZH). Aquesta aproximacio calcula els parasete les traces sense tenir en compte les
seves correlacions. El resultat &s una matriu diagonalioas 66 perquée només els graus de llib-
ertat dintre de cada estructura estan correlacionats. shgueatriu pot diagonalitzar-se facilment
ja que la majoria dels elements son zero.
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e Global? : aquest algoritme calcula la derivada dels parametresstedces respecte als parametres
d’alineament. Aquest fet introdueix una correlacio entteuetures i ompli els termes fora de la
diagonal. A més a més, aquesta aproximacié permet irel@striccions en els parametres de les
traces i dalineament, produintdquesta manera, una matriu totalment poblada.

Lainversio de la matritvl esdevé un problema quan alineem els modduls de maneréindiy~35.000
graus de llibertat). La dificultat no només radica’emmagatzemamentitha matriu enorme, sind també
en el gran nombre’dperacions que hariekecutar-se per trobar la daki6 de tots els graus de llibertat
del sistema. ®an realitzat molts estudis per determinar i millorar lentéa dinversio de la matriu.
Es possible obtenir la matriu inversa a través del méteddiaigonalitzacid qué converteix una matriu
gquadrada simetrica en una matriu diagonal que conté teixaainformacio. Aixi doncs la matriu es pot
escriure com:

M=BIM4B My =[diag(1)] (7.8)

n My es la matriu diagonal B la matriu canvi de base. Els elements de la diagahalde la matriu

Mg Sanomenen valors propis @genvalues apareixen en la diagonal ordenats de manera ascendent
A1, A2, ...AN. Per altra banda els vectors propigigenvectorsoén les files de la matriu canvi de base.
Estos valors i vectors propis representen els movimentsisteina en la nova base.

El formalisme del Global permet introduir termes per constrenyir els parmetres slerdees (util-
itzant la posicio del feix, la posicid dels vertex prinsao la reconstruccio invariant d’algunes masses)
com també els parmetre&atineament (utilitzant informacié mesurada en la fasesthtlacio, del sis-
tema de lasers del SCT,...). La inclusi@guests termes modificaétructura interna tant de la matriu
com del vector thlinemanet.

Weak modes

Els weak mode®s defineixen com deformacions del detector qué mantenaniant ely? de les
traces. lalgoritme Globa}? no els pot eliminar completament ja que no poden ser deestaifjancant
I’analisi dels residus. Estes deformacions poden ser ferrods sistematics en la geometria del detector
i comprometre el bon funcionament del ID.

Aquestes deformacions poden dividir-se en dos grups:

e Moviments globals la posici6é absoluta del ID dintré ATLAS no ve fixada per’hlineament amb
traces. Per tal de controlar aquesta posicid necessitelouie referencies externes al sistema.
L’estudi dels valors i vectors propis indica quins sén elsimexts menys restringits del sistema
i permet eliminar-los. En general el sistema presenta si@memnts globals: tres translacions i
tres rotacions. Per altra band&)d de diferents cdéccions de traces, configuracions, etc pot
modificayeliminar aquests modes globals.

e Deformacions del detector shan realitzat estudis amb mostres simulades per’idéwtificar
aquelles deformacions del detector que no modifiqugA elenen un gran impacte en els resultats
fisics (FigurdZ} del Capit@l 4). El Gloh&l pot incloure restriccions en els parametres de les
traces aixi com també en els parametredideament per tal de dirigitdigoritme cap al minim
correcte i evitar que apareguen aquests tipus de deforngeiola geometria final.
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L’estrategia tlineament ha dissenyat per eliminar elseak modes Shan desenrotllat diferents
tecniques per poder controlar aquest tipus de deformadarant la presa de dades reals. A niba s
estudiat que la combinaci6 de diferents topologies paganit impacte daquellsveak modegue no sén
comuns a totes les mostres. Per ais@ijneament del ID’da realitzat utilitzant raigs cosmics i didions
al mateix temps.

Nivells d’alineament

D’acord amb la construccid i el muntatge del detectoas definit diferents nivells’dlineament que
permeten determinar la posici6 de les estructures mas ¢ecarregint moviments cégctius dels moduls)
com també de les més petites (moduls individuals). Agugisells son:

e Nivell 1 (L1): alinea el Pixel sencer com una estructuravidiix el SCT en tres parts (un barril i
dos end-caps).

e Nivell 2 (L2): corregeix la posicio de cada una de les capisds discs del detector.

¢ Nivell 3 (L3): determina la posicié de cada modul indivédu

A més daquests nivells,’Ban definit nivells intermedis que permeten corregir dasalinents in-
troduits durant la fase de construccid del detector. Remele, els pixels es montaren en tires de
13 moduls adderg i foren installats en estructures semi-cilindriquésalf-shell§ les quals porterior-
ment foren ensamblades de dos en dos per formar les capesetesngPer tant, aquestes estructures
mecaniques utilitzades en la construccio del detect@nfalefinides com nous nivells d’alineament i
Salinearen de manera independent. Per altra banda, lesdet8ET (ings) també foren alineades per
separat.

Desenvolupament i validadd de talgoritme Globaly?

Préviament & Arribada de les cdisions es realitzaren molts estudis per comprovar i vakdlaorrecte
funcionament dels algoritmesalineament. Alguns dels exercicis més rellevants foren:

Analisi de la matriu d’alineament

Quan resolem’alineament del detector intern amb el Glolfales pot utilitzar la diagonalitzaci6 de
la matriu per identificar els moviments globals del sistenemys constrets (els quals estan associats a
valors propis nuls). La grandaria dels valors propis dege la configuracio del sistema ($uslitzen
restriccions en els parametres de les tracealingéament) aixi com també de la topologia de les traces
utilitzades (raigs cosmics, chigions,...). Per tal @dentificar i eliminar els modes globals de cada sis-
tema $analitzaren les matrius dels escenafaideament més utitzats: alineament del detector de, silic
alineament del detector de silici amb la posicio del febadi&, alineament del detector de silici util-
itzant la posici6d del feix i el TRT en la reconstrucciod de teaces i alineament de tot el detector in-
tern amb la posicio del feix fixada.’éstudi es realitza a nivell 1 i a nivell 2. Els resultats ogtits
permeteren coneixer el nombre de moviments globals descadadaquests escenaris (Talllal4.2 del
Capitol[d). Aquests modes foren eliminats de la matriu i ommpgutaren per ddbtencio de les constants
d’alineament, evitant'dquesta manera, una possible deformacit en la descgpoibétrica del detector
gue podria produir un biaix en els parametres de les traces.
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CsC

L’exercici dalineament CSC (sigles del nom en angl&smputing System Commissionimgermeté
per primera vegada treballar amb una geometria distord@ual| detector. La geometria inicial es
genera thcord amb la posicidé dels moduls mesurada en la fasstdllacio. Sobre aquestes posicions
sinclogueren desalineaments aleatoris per a cadascun @elslsmaixi com també deformacions sis-
tematiques (rotacio de les capes del SCT). Aquest exéocicealment important ja que permeté trebal-
lar amb una geometria més similar a la real i comprovar elpgrtament dels algoritmesalineament
front a deformacions aleatories i sistematiques delatiete

FDR

Els exercicis FDR (de les sigles en anglesradl Dress Rehearsalserviren per comprovar el correc-
te funcionament de la caden&adquisici6 de dades ATLAS. Dintre daquesta cadena el calibratge i
I’alineament del detector intern deu realitzar-se en mengd dwres. La cadendalineament integrada
en el software GATLAS té diferents passes: reconstrucci6 de la posieldalx, alineament dels detectors
de silici i el TRT (primer per separat i després un respettalte) i reconstruccio de la posicio del feix
amb la nova geometria. Aquestes constants foren validadbsehmonitor oficial ATLAS i en cas

de millorar la geometria inicial introduides a la base deedguer ser utilitzades en posteriors reproces-
sats. Els exercicis FDR es repetiren al llarg ‘@gdpa de preparacié del detector per tal de dissenyar i
comprovarlautomatitzacio de la cadenatineament i el seu correcte funcionament.

Restriccio dels moviments dels discs del detector SCT

La convergéncia dédlgoritme Globa}? s estudia utilitzant mostres simulades. El Glgifaireballa amb
una geometria perfecta (no inclou cap distorsi6 del detgctealitza unes quantes iteracions per analitzar
la grandaria i la tendéencia de les constan#dideament. En principi les constantaliheament deurien
ser nulles ja que partim ‘dina geometria perfectament alineada. No obstapibserva una divergencia
de la posici6 dels discs del SCT en la direccio Z (peal al feix). Després’dlguns estudis detallats,
I’expansib dels discsidentifica com urweak modePer tal de controlar-la es desenvoluparen diferents
tecniques:

e Restriccio relativa dels discs del SCEVolucio de les constant&adineament per als discs del SCT
mostrava un comportament divergent molt més pronunciadgediscs externs que interns. Aixi
doncs, es fixa la posiciod dels discs externs respecte @isutilitzant les distancies mesurades
durant la instalacio del detector i‘alinearen només els discs més proxims a la zona barril.

e SMC (de les sigles en angles8eft Mode Cyt aquesta tecnica introdueix un factor de penalitzacio
en la matriu dalineament que desfavoreix grans moviments dels moduls.

El comportament de les constantaltheament fou estudiat utilitzant ambdues estratediésresultats
mostraren que, malgrat la reduccio6 dels desplacamelstgides utilitzant la primera tecnica, no obtenien
les correccions correctes. Aixi donc&scolli la tecnica de SMC per a fixar els graus de lliberéds d
discs del SCT menys constrets.

Alineament del detector intern amb dades reals

El detector ATLAS ha estat prenent dades des del 2008. Difetapa de calibratge i comprovacio
del funcionament del detector es recolliren milions dega@gsmics. Aguestes dades foren utilitzades
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per obtenir la geometria inicial del detector. Seguidanaeribaren les primeres cbsions les quals
Sutilitzaren per corregir la posicido dels moduls, sobreto la zona end-cap. Desateshores el con-
tinu funcionament del LHC ha permes recollir una gran qitetnde dades quée han sigut utilitzades per
millorar la descripciéb geometrica del detector intermtinera continuada.

Raigs @smics

Els esdeveniments de cosmics tenen una caracteristitinteoessant: connecten la part de dalt i de
baix del detector establint una bona correlacié entre arebdegions. Per contra, lalilminaci6 del
detector no &s uniforme ja que les parts situades al valeft90° | =270 estan més poblades que les
regions situades gp=0° i =180 les quals estan practicament desertes.

Els cosmics recdectats durant el 2008 i el 200%snpraren per obtenir el primer alineament del ID
amb dades reals.’ &strategia thlineament utilitzada intenta corregir la majoria de lefodmacions del
detector. Primer’alinearen les grans estructures (L1), seguidament elisirermedis (capes, discs,
anellsladders...) i finalment la posici6 de cada modul individual. Degliestadistica només&dinearen
els graus de llibertat més sensibls;, Ty, Tz i Rz. Durant lalineament de L3 es van detectar defor-
macions sistematiques dintreatijunsladdersdel detector de Pixels. Concretament, aquestes estsctur
presentaren una forma arquejada en la dire€gié Rz i en Tz.

La Figura[ZP mostra els mapes de residus per a una de lesdel®ST abans (esquerra) i després
(dreta) de’lalineament. Cada quadre representa un modul del SCT i elindioca el tamany dels residus
en eixe modul. Lestudi i correccio thquestes deformacions permeté obtenir un bona recoacitide
les primeres calisions del LHC.
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Figura 7.2: Mapa de residus per a la capa més interna del $&isgesquerra) i després (dreta) de
I’alineament amb raigs cosmics.

Col-lisions

En Novembre del 2009 arribaren les primereslisidns del LHC. La reconstruccid @quests esde-
veniments mostra un alineament acceptable de la zond lemire que la zonforward exhibi alguns
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problemes. Els desalineaments en els end-caps, deguppitiment a la impossibilitat’dlinear-los amb
raigs cosmics, foren rapidament corregits amb les dasbedlectades durant les dos primeres setmanes.
Una vegada milloraddéficiencia de reconstrucci6 dels end-caps es realitzdlineament complet del
detector (zona barril i zorfarward). Aquest exercici thlineament utilitza no només les distribucions de
residus, sino també distribucion®tservables fisics que permeteren monitoritzar la gedeng¢| de-
tector i corregifevitar 'aparicio deveak modesA més s$imposa una restriccio en la localitzacio del feix
gue permeté fixar la posicio del ID dintréATLAS aixi com també millorar la resoluci6 del parangetr
d’'impacte transversal. La Figural7.3 mostra la distribueioesdidus per al barril i end-cap del SCT abans
(negre) i després (roig) daalineament. Lamplada de les distribucions dels end-caps, deni@bans i

de 17um després‘@linear, mostra la millora considerable daiheament en aquesta zona.
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Figura 7.3: Distribuci6 de residus del SCT per a la zonailq@squerra) i end-cap (dreta) abans (negre)
i després (roig) dedlinemanet amb cdisions.

En resum,’klineament del detector intern amb els primerb7* de collisions corregi els desalinea-
ments de la zonforward i millora I’alineament de la zona barril. Aquest exercici permetérrsiroir els
posteriors esdeveniments de manera molt més eficient.

Millores t ecniques de’lalineament

L’alineament del detector InterhATLAS ha estat millorant-se continuament. Desprésalmkeament
del ID amb les primeres cdikions shan anat desenvolupant noves tecniques per obtenir unamas
més acurada de la geometria del detector. Algurepebstes tecniques sbn:

e Combinacid de @smics i collisions: parallelament a les cdisions shan recolectat raigs comics.
Aquest fet ha permés, no tant sols augmerigstadistica de les dades, sind també treballar amb
diferents topologies reconstruides sota les mateixedicioms doperaci6 i geometria del detector.

e Estudi de les deformacions internes delsigels: en la fase de construccit del detectors de pixels
es realitzaren estudis de qualitat de cadascun dels mQdalsnostraren algunes deformacions
internes. Aquestes distorsionfian introduit en la geometria del ID i han sigut corregides p
I’alineament.
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e Millora de |’ alineament del TRT: s’ha implementat edoftwarenecessari per corregir la posicio
dels fils del TRT. Lalineament thquestes estructures en la direccid més sensible hapeomregir
deformacions sistematiques del detector.

e Alineament dels detectorRun a Run: I"alineament de cadBunper separat permet corregir i
detectar més rapidament els canvis en la geometria dettdet Sha observat un canvi notable
en les constants’alineament desprésalgunes incidéncies efoperaciot del detector, com ara:
conectar o desconectéalt voltatge, el sistema de refredament, el camp magétc, e

e Anal-lisi de la reconstruccib del moment de les paricules: la correcta reconstruccio del moment
de les particules és molt important per a les 4ieéd de fisica. Aixi doncs,’ka estudiat els possi-
bles biaixos d’aquest parametre degut a les distorsiotes g@ometria del detector i les tecniques
per resoldrés. Basicament tenim dos métodes: un basat en la recongire la massa invariant
de particules conegude® (~ u*u~) i altre basat en la comparaci6é de la informaci6 del ID i el
calorimetre (B). Tots dos métodes permeten corregir i validar la geaanéél detector.

7.4 Mesura de la massa del quarkop

El quarktop és la particula més massiva del SM. Eactualitat, la seva masséha mesurat amb una
alta precisio tant en Tevatromfpp=173.2:0.9 GeV) [13] com en el LHCrtop=173.2:1.0 GeV) [108].

En aquesta tesilsa mesurat la massa del quank amb les colisions del LHC a 7 TeV (lluminositat
integrada de 4.7b™1). El metode utilitzat reconstrueix completament la ciatioa de lesdeveniment
i calcula lamygp a partir dels productes de la seva desintegracianalisi sha realitzat en el canal de
¢+ jets (¢ = e u). Aquest canal esta caracteritzat per la presencia dos6 W que es desintegra en
leptd i neutri mentre quédltre ho fa hadronicament. Aixi donc&dtat final presenta un lept6 aillat, dos
light-jets dosb — jetsque emanen directament de la desintegracibapet — Wh) i energia transversal
faltant 9. Una vegada’gan identificat i reconstruit tots aguest objectestmodueixen a’ajust del
Global? . Aquest métode té un primer fit (o fit intern) que calculapelgametres localg}) i un segon
fit (o fit global) que determina la massa del quem Finalment la distribucio de layop obtinguda amb
els resultats del Globgd es fita amb utemplate methodd’ aquesta maneraextrau el valor de la massa.

Dades reals i mostres simulades

Aquesta analisi ha utilitzat les dades de-lcibns de protons a una energia de 7 TeV en centre de
masses recollides per ATLAS durafary 2011.

Per altra banda les mostres simuladesilgzen per validaranalisi. La mostra de referenciatle’ha
generat amb el programawaec [L18] amb una massa de 172.5 GeV normalitzada a una seccat efi
de 166.8 pb. La funcid de distribucié de partons (pdfjitaida en la simulacié és CT10. La cascada
de partons i els processos subjacents produits en utigiodunderlying events’han modelitzat amb
Pytria [119] Perugia 2011C. A més a més de la mostra de referefizdia produit altres mostres de MC
amb les mateixes caracterstiques perd amb diferentesidsgyeneracio: de 165 GeV fins 180 GeV.

Hi ha esdeveniments que malgrat no gateixen en el detector una signatura molt similar. Aquests
processos, anomenats fons fisic, han sigut simulats pdtestimar la seva contribucié en la mesura
final demop. Les mostres deingle-tops’han generat ambowuec+Pyria PC2011C per al canals s
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i Wt, mentre que el canal t utilitzacddrMC [L27] +PytHia. Els processos dibosonics (ZEW/ZW)
S’han produit utilitzant erwic [123]. Els processos de/# associats a jets han sigut generats amb
Avrrcen+Herwic/Jmmy. Totes aquestes mostres inclouen maltiples interacgiena cada encreuament
de feixos pile-up) per tal dimitar les condicions reals del detector.

Seleccd estindard del quark top

Totes les analisis’&TLAS relacionades amb el quatkp apliquen una mateixa seleccidé estandard.
Aquesta seleccid consisteix en una serie de talls, baséasialitat dels esdeveniments i propietats dels
objectes reconstruits, que permeten obtenir una mostiguéata en processdt— ¢ + jets

e L’esdeveniment deu passar el trigger del lept6 aillat.

Els esdeveniments deuen tenir només un leptd aillatgmi25 GeV.

Es requereix un vertex amb més de 4 traces per tal de repotieessos de raigs cosmics.

Almenys 4 jets amlpr >25 GeV i|p| <2.5.

S'exigeix una bona qualitat dels jets reconstruitglifinen jets relacionats amb zones sorolloses

del detector o processos del febe@m gas, beam h3glo..

Es seleccionen només jets originats en el procés prinangedegut a efectes dale-up.

Simposa un tall en I&£™Si la m,, per reduir la contribuci6 del fons de multi-jets.

L’esdeveniment deu tenir almenys 1 jet identificat cdm{apartir dara els jets identificats com a

b sanomenaran directamelnjets .

La taulaZ1l resumeixdstadistica obtinguda per a la senyal i cadascun dels Erfactor de senyal
sobre fons (M) es delordre de 3. Els principals fons s&mgle top QCD multi-jet i Z+jets. Les figures
EBE3,[56 (5 del Capit@ll5 mostren la comparacio de dadi#s d’alguns observables importants per al
canale + jets iu + jets.

| Process | e+jets | pu+jets |
tt signal 17000+ 1900 | 28000+ 3100
Single top 1399+ 73 2310+ 120
WW/ZZ/WZ 46.9:+ 1.4 747+ 2.4
Z+jets 469.5+ 9.1 453+ 12
W-jets (data) 2340+ 450 | 5000+ 1100
QCD (data) 890+ 450 1820+ 910
Background 5150+ 730 | 9700+ 1400
Signak-Background| 22100+ 2000 | 37700+ 3400
Data 21965 37700

Taula 7.1: Estadistica de dades i MC després de la selestidard. La senyal i els fons fisics esperats
corresponen a una lluminositat integrada def#-%. La incertesa inclou els segilents errors: estadistic,
efficiencia deb-tagging, normalitzacio di, lluminositat i normalitzacio de QCD i Wets.
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Cinematica dels esdeveniment en el canalf + jets

Per tal dobtenir la massa del quark top en cada esdeveniment neressit

e Reconstruir el bosd W que es desintegra hadronicamentia giels seus jets lleuger$y — qg).
A més a més, la presencia del W pot ser utilitzada per kstada relacié entre’éscala tenergies
dels jets en dades i en MC.

e Estimar lap, del neutri (assumint que B[S correspon al moment transvers del neutrf) per recon-
struir el W leptonic.

e Associar eld-jetsa la part leptonica o hadronica deddeveniment.

Un dels reptes deédnalisi és la correcta identificacid dels objectes. Embestres simulades podem
accedir a la informaci6 vertadera i, per tant, comprovar lgureconstrucci6 i associacitha realitzat
correctament. Quan els objectes reconstruits no sbeaament associats al seu parell vertader parlem
de fons combinatorial. Aixi doncs, els esdevenimentsatelisi poden dividir-se segons les seves ca-
racteristiqgues en: esdevenimetitsorrectament associatsofrecf, esdeveniments on l'associacié ha
fallat (combinatorial backgrounyi fons fisic irreductible physics background

Selecod del W hadronic

L’objectiu daquesta seccid és seleccionéardre totes les possibles combinacions, el parell de jets
associats al W hadronic. La parella de jets seleccionadaalaplir les seglients condicions:

Cap dels jets deu ser Umjet

El moment transvers del jet més energeétic de la parellsdemajor de 40 GeV i el del segon jet
major de 30 GeV.

La distancia radial entre els dos jetR(j1, j2) < 3.

La massa invariant reconstruida deu estar dintre de larfinés massegm;; — MFP¢| < 15 GeV.

Per tal dagilitzar fanalisi i ja que la seleccio final requereix dogets seliminen també tots aquells
esdeveniments que no compleixin aquesta condicio.

Calibratge in-situ

El calibratge in-situ es realitza amb una doble finalitalecgonar el parell de jets correcte i corregir
I’escala tenergies dels jets tant per a dades com per a MC. Per a cadbdqarells de jets seleccionats
calculem el segilent:

Ei(1— 1) )2 . (Ejz(l —ay) )2 . (m]j(al, @) — M\?VDG)Z (7.9)

2
a1, @) =
X ) ( We®og, ®0g,

OEj OEj,
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on E;, i 012 sOn lenergia del jet i la seva incertesay i @, son els parametres del fit. m( )
representa la massa invariant del parell que testejyf ies lamplada del boso W tabulada en el PDG.
L’energia dels jets seleccionatescala amb els factors de calibratge a».

Si un esdeveniments té mé&sid parell de jets viable sscull el de menyg?. A més a més, només els
esdeveniments amb wt menor de 20sitilitzen per a la posterior analisi.’ éficiencia i la puresa de la
mostra després aquesta seleccid correspon al 14% i 54% respectivament.

Per a dades real&uilitza el mateix procediment. Cal notar que la contrilbudéls fons de processos
fisics després de la seleccio del W hadronic es redueigiderablement (essent un 7% del total). La
FiguralZ3 mostra la distribuci6 de la massa invariant de¢ibde jets ifn;;) en el canaé + jets iy + jets.
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Figura 7.4: Massa invariant del parell de jets associat sbM hadronic per a dades i MC en el canal
e+ jets (esquerra) + jets (dreta).

La figura anterior mostra que la distribuci6 g obtesa amb dades i MC no pica per al mateix valor.
Aquesta diferéncia (associada a una escaaeatgies diferent per als jets de les dades i del MC) neaessit
corregir-se per no introduir un biaix en la mesura finahglgp. Per tal de corregir aquesta diferencia es
defineix el seguient factow;sg = M{;P®/Mj;. Els valors obtinguts poden consultar-se en la Taula 5.3 del
Capitol[®. Aquest factor es calcula utilitzant tota la masts aplica a tots els jets que intervenen en el
calcul de lamyop.

Neutri p, i EIss

Per reconstruir el W leptonic necessitem estimayldel neutri. Lingredient essencial és exigir que la
massa invariant del lepto i el neutri siga la massa ded MésEl desenvolupament matematic es troba en
I’ApendiXR. En general, aguesta equacio proporciona dasisms per a la, i n’hem descollir una. No
obstant, el 35% de les vegadasgjuacid no té una solucié real. En aquests casos ezaaatireescalat de
la E?iss per trobar almenys una solucio real. La tecnica de reatbalsigut validada comparantEE#1iss
reconstruida i la vertadera (informacio MC). Les distoions delApéendix[K mostren que el reescalat
es apropiat, la qual cosa permetet treballar amb testadistica.
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Selecod delsb-jets

En aquesta seccidexigeix que els dob-jetsseleccionats anteriorment tinguen pp >30 GeV. En
cas contrari’esdeveniment ndtilitzara en 1analisi.

b-jet i selecco de lap, del neutri

Per escollir Igp, del neutri i associar elsjetsa la part hadronicai leptonica desdevenimentatilitza

el seglient criteri:
& =Im*—m? + 10( > AR™+ > AR) (7.10)

onm i m® designen la massa invariant de la part hadronica i lep&iy, AR™ i Y, AR* descriuen la
distancia dels objectes dintre dels triplets. Desptaquksta seleccio la puresa de la mostra és del 54%.

Algoritme Globaly? per a la mesura de lamp

En l'actual implementacio6 del fit Globgl, els observables utilitzats exploten la informacit’ésdeveniment
en el centre de masses de cada qut@pk

e Cinematica dels dos cossos (> Wh): I’energia i el moment del bosoé W i del qudrkn el centre
de masses depenen de les seves masses aixi com tamfap Gearametre del fit). Aquestes mag-
nituds es calculen en el centre de masses i es transportisteaha de laboratori on es comparen
amb les magnituds mesurades directament pel detector.

e Conservacb de moment: la suma del moment dels productes de la desintegracio éek tpp
en el seu centre de masses deu sedaauhixi doncs, els objectes reconstruits en el sistema de
referéncia de laboratori son traslladats al sistema pasren es calcula la suma de moments i
s'exigeix que siga nudh.

La llista de residus i les seves incerteses es poden veuadanlL 7ZP. També es mostra la dependéncia
de cada residu amb el parametre local o global. Per ¢ihtinar esdeveniments divergents o amb una
mala reconstruccid'aplica un tall en e}? (y? <20). La distribucio final de la massa del quark top en el
canal combinat pot veut®en la Figur@&715. El fons fisi¢hea reduit fins a ur5% de lestadistica total.

Obtencio de la massa detop amb el metode de patrons

Com gha explicat anteriorment, per a cada esdeveniment que @ntitadel Globay? obtenim un
valor dep, i de myp. Aquestes distribucions tenen diferents contribuciorsstegeniments correctes,
fons combinatorial i fons fisic. Utilitzant la informaxdel MC és possible separar cadascumagdestes
contribucions i analitzar el seu impacte en la forma finaked@istribucio6.

La distribucio demyop obtinguda només amb les combinacions correctes (Figdfhdel Capito[b)
presenta les segiients propietats: &s una distribuaigi @aussiana amb caiguda asimetrica per la dreta i
esquerraia més no pica en el seu valor nomimgd=172.5 GeV) sin6 a un valor inferior. Per descriure
correctament les caracteristiquéagliesta distribuci@’'lsa utilitzat una Gaussiana convolucionada amb



7.4. Mesura de la massa del qutok

157

Taula 7.2: Llista de residus, incerteses i dependénciagdsriarametres local i global.
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Figura 7.5: Distribucio del parametraop obtingut amb el Globaf per al canal combinat. Les dades
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reals es comparen amb el MC.

una distribucié exponencial amb caiguda negativa. Pex binda la contribucio del fons combinatorial

(distribucio roja de la Figufa®.119) esta ben descritauparfuncié Novosibirsk. Aixi doncs, la distribucio
final Sobté de la suma de ambdues funcions i té 7 parametres:

mo: és la massa dédbjecte a mesurar.
A: caiguda negativa del pic de la distribucio.
o resolucid experimental emy.

Ubkg: vValor més probable de la distribuci6 de fons combinatori
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e ohkg amplada de la distribucid de fons combinatorial.
e Apg: caiguda de la distribucid de fons combinatorial.

e ¢: fraccio desdeveniments correctes.

El metode de patrons utilitza les mostres de MC generades piéferents masses del quatidp.
L’analisis es repeteix per a cada uriagiiestes mostres i la distribucio final es fita amb la fuacié
teriorment comentada. En cada fii es fixa a la massa de generaciteddrauen la resta de parametres.
Esta tecnica permet calcular la dependéncia de cadadparametres en funcié de la massa de gen-
eracio. La figur’5.21 del capifdl 5 mostra les distribosidels parametres per al canal combinat. Podem
expressar cada parametre de la distribucié com una camibitineal demy, per exemple el parametie
es pot escriure com:

A(m) = A1725 + ASAm (711)

D’igual manera es parametritzen tota la resta. Aixi donam gbtenim la distribuci6 de dades finals la
comparem amb el model donat per la parametritzacio i ofstéanimassa del quatkp. La distribucid Zb
mostra la distribucio denop fitada. La funcio blava representa el fons fisic, la rojtoak combinatorial
i la verda les combinacions bones. El valor obtésglg amb dades reals és:

Mop = 17322+ 0.32 (stat. )t 0.42 (JSF) GeV

on l'error correspon a la suma derror estadistic i error associat déscala tenergies del jets (JSF).

> C I T ‘ T T T .
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8 700 :_ ..... Signal —:
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Figura 7.6: Distribiucio del parametraop obtingut amb el Globaf amb dades. La distribucié mostra
el resultat del fit per al canal combinat.
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Errors sistematics

Els errors sistematicglsan avaluat seguint les prescripcions oficials del grupafelCada una de les
variacions sistematique&gplica a la mostra i es repetelahalisi: la preseleccid, el calcul del JSF i el fit
Global?. La distribucio final de MCsitilitza per generar 500 pseudo-experiments. Utilitzamé&tode
de patrons’®btenen 500 mesures dgop amb les quals’empli un histograma. La distribucio resultant
S'ajusta a una Gaussiana i la mitjfagafa com a valamp de la mostra modificada. Generalmeéatior
sistematic es calcula com la diferencia entre el valoadadstra de referéncia i la mostra dhaaplicat
la variaci6. La taulfiZl3 mostra els resultats dels ernstermatic avaluats en aguesta analisi aixi com
també la combinacio total.

Taula 7.3: Errors sistematics dgop obtesos amb el metode de patrons.

|| Fontderror | Error (GeV) ||
Metode de Calibracio 0.17
Generador de MC 0.17
Model dhadronitzacio 0.81
Underlying event 0.09
Color reconection 0.24
Radiacio6 destat inicial i final 0.05
pdf 0.07
Fons fisic irreductible 0.03
Escala ¢energies dels jets (JES) 0.59
Escala ¢energies delb-jets (bJES) 0.76
Resolucib de’energia dels jets 0.87
Eficiencia de reconstrucci6 de jets 0.09
Efficiencia deb-tagging 0.54
Escala ¢energies dels leptons 0.05
Energia transversa faltant 0.02
Pile-up 0.02

|| Incertesa sistematica final | 167 |

7.5 Conclusions

Aquesta tesi esta dividida en dos parts: la primera ref@acia amb’hlineament del detector intern
d’ATLAS i la segona amb la mesura de la massa del qtapk Tots dos temes estan connectats per
I’algoritme Globa}?.

Per mesurar les propietats de les particules amb una &tssiar, el ID esta format per unitats de
deteccid amb resolucions intrinseques molt menudesmBblanent, la localitzaci6’dquests dispositius
es coneix amb una resolucio pitjor que la propia resolutdrinseca i agod pot produir una distorsio de la
trajectoria de les particules’dlineament és el responsable de la determinaci6 de laipasirientacid
de cada modul amb la precisio6 requerida. Dur&etiapa ¢installacié i comprovacid del detector se
realitzaren diferents exercicis per tal de preparar edisiatdalineament per ddrribada de les dades reals:
I’exercici CSC permeté treballar sota condicions reals éiglator, el FDR ‘sitilitza per automatitzar la
cadena thlineament i integrar-la dintre de la cadena de presa desdB8ELAS. A més a més,’ba
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desenvolupat un treball continu per edtudi i correcci6 deleveak modedel detector. En pardgl a tots
aquests exercicis ATLAS estigué prenent dades de ragwic8 els qual’sitilitzaren per determinar la
geometria real del detector. Finalment arribaren les pemeollisions i amb elles es torna a alinear el
detector. En aquest exercis@liheament no només es monitoritzaren les distribuci@ensedidus sind
també les distribucions’dbservables fisics per talabitar i eliminar els possibleweak modes A¢o
permeté obtenir un alineament molt més precis del datéctillora notable en els end-caps). El treball
presentat en aquesta tesi servi per fixar les baséalieament del detector intern, obtenir una descripcio
acurada de la seva geometria i contribuir de manera sigtinficals primeres articles de fisica publicats
per ATLAS.

La segona part de la tesi descriaralisi realitzada per mesurar la massa del qt@rkEl quarktop és
una de les particules fonamentals de la materia i la sevargassa li confereix propietats importants en la
fisica més enlla del model estandard. Per tant, ésiitapbobtenir una mesura precisa de la seva massa.
Aquesta andlisi ha utilitzat 4.7 fb™! de dades de cdisions a 7 TeV en centre de masses réeolades
per ATLAS en el 2011. Lanalisi $ha realitzat en el canal de+ jetsamb esdeveniments que tenen dos
b-jets Esta topologia conté un W que es desintegra hadronidainsartilitza per obtenir un factor de
correccio de’kescala tenergies dels jets (JSF). Amb el métodajast Globa}? sobté una mesura de
Myop per a cada esdeveniment. Finalment la distribucionglg es fita utilitzant el metode de patrons i
s'obté el resultat final:

Miop = 17322+ 0.32 (stat.)+ 0.42 (JSF)+ 1.67 (syst.) GeV

Laincertesa de la mesura esta dominada per la contridediérror sistematic. Els resultat&djuesta
analisi son compatibles en els recents result&§IldAS | CMS.
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APPENDIX

A
l Lepton and Quark masses

The SM is arenormalizable field theory, meaning that defpiéglictions for observables can be made
beyond the tree level. The predictions are made collectippasible loop diagrams up to a certain level,
although unfortunately many of these higher contributiares often ultraviolet divergeﬂt The regu-
larization method[[136], which is a purely mathematicalqadure, is used to treat the divergent terms.
Once the divergent integrals have been made manageablesnbiemalization process [136] subtracts
their divergent parts. The way the divergences are tredfedta the computation of the finite part of the
parameters of the theory: the couplings and the massesefoherany statement about the quantities
must be made within a theoretical framework.

For an observable particle such as ¢hethe definition of its physical mass corresponds to the joosit
of the pole in the propagator. The computation of its massisée include the self-interaction terms
which takes into account the contribution of the photon lemghe electron propagator. Some of these
diagrams are shown in the Figlre A.1.

Figure A.1: Self-energy contributions to the electron faggtor at one and two loops. Tipeandk are
the four-momentum vector of the electron and photon respget

The propagator of the electro8(p) = p_Lm will have a new contribution due to the higher order loop
correction(p):
[

iS’(p) = m

(A.1)

The pole of the propagator is not anymore but rather the loop corrected massmX(p). The
>(p) is the self-energy contribution to the electron mass. disudation at one loop is logarithmically
divergent, so a regularization and a renormalization sehleave to be introduced. There aréfelient
renormalization methods depending on how the divergemeesubtracted out. One of the common ap-
proaches is the on-shell scheme, which assumes that themralimed mass is the pole of the propagator.
Another used technique is the modified minimal subtractreme MS). Here, the renormalized pa-
rameters are energy dependent and commonly called runaitagngters. The running mass is not the
pole mass but reflects the dynamics contribution of the ntaagtven process. The relation between the

LUltraviolet divergences in the loop corrections usuallnsfrom the high momentum limit of the loop integral.
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pole mass and the running mass can be calculated as a péveigsies of the coupling constam@.

Table[AZ shows the electron and top-quark masses caldutdte both methods, on-shell scheme
(Miyg) andMS renormalization scheme atffirent energiesi (c-quark mass)yny andmyyp). The elec-
tron exhibits small dferences between both mass@§102) MeV). The dfects of the renormalitzation
in QED are almost negligible due to the small valuegfd]. Detailed calculations have shown that after
four loop corrections, the value of the mass converges agftehiorders do not have any additional con-
tribution. On the other hand, the quarks exhibit fietent behaviour since they are always confined into
hadrons. The QCD coupling constant) increases when decreasing the energy so the quark pole mass
is affected by infrared divergenc§giving a non negligible contribution for higher order cariens. The
top-quark mass in lierent schemes canftir up to 10 GeV, and that is way the mass of the quarks has
to be always given within a certain renormalization scheme.

| Energy Scaley) | me(1) (MeV) | Mop(w) (GeV) ||
mMe(Me) 0.4955363120.000000043 384.8;3%8
Mw 0.4868456750.000000042 173.8:3.0
Miop(Meop) 0.4852893960.000000042 162.9:2.8
Mi/q 0.5109989180.000000044 172.5:2.7

Table A.1: Running electron and top-quark massesfégmint energieg = me, 4 = My andu = Myp
and their pole masseéd, 4. The values shown in the table are taken from[137] where thgses for all
leptons and quarks are reported.

2aq symbol refers QCD couplingx) as well as QED coupling).
3Infrared divergencies are generated by massless patitivigised in the loop quantum corrections at low momentum.
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Globaly? fit with a track param-
eter constraint

They? equation including a track parameter constraint looks bevis:

X’ = Z re(r, 8)V-1r(m, @) + R(r) 'S R(n) (B.1)
t

The second term, which only depends on the track parameg¢prgsents the track constraint. TRér)
vector acts as the track parameter residuals and S is a kindvafiance matrix that keeps the toler-
ances. As always, the goal is the minimization of the tgfalith respect to the alignment parameters.

Therefore:
2

e _ 0— Z (M)T V7ir(x, @) + Z (M)T SIR(7) =0 (B.2)
t

da da . da
Track fit:

In order to find the solution for the track parameters, theimization of they? with respect to the
track parameters needs to be calculated:

T T
9 _ 0 — (M) V(e a) + (M) S™'Ry(m) =0 (B.3)
dr dr dr

The track-hit residuals are computed for an initial set @rahent parameterag) which enter in the
Globaj? expression via Taylor expansion (as in Equafion 4.8). Tleers# derivatives are considered
equal to zero. Inserting these expanded residuals in EIBIB and identifyinds; = dr(/dn |7, @and
Z; = 0R/dx |=x, ONe Obtains the track parameter corrections:

on = —(E]VIE + Z7 S71Z) " HE] Vi (7o, @) + Z7 STIRy(m0)) (B.4)

Alignment parameters fit:

Once the track parameters have been calculateds, + 67) the alignment parameters must be com-
puted by minimizing thg? (EquatiorfB.R). The key of the Globél lies in the total residual derivatives
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since the dependence of the track parameters with resptiet sdignment parameters is considered not
null. Therefore, thalzr/da has to be evaluated:

Jr(mo,a) 0
da
dr dre(m dR(m
4o = “EVIE+ZISTZ)HE v17t(dgﬁ] +Z7 8’17(;% (B.5)
IncludingB% in(B:2, one obtains:

]_art(”09 a')

2 (M -E(EVIE+ZSTZ) TRV —

T
V—l
- aa ) rt (ﬂ-07 a)

B.6
71(9“(71'0, a) ( )

:
53 )SlRt(n'o,a)zo

> (—ZI(EtT VIE + 27 S12) E] vV
t
In order to simplify the equation one can defin¢d= (E] V-1E; + Z7 S~1z)1ET V1. Therefore:

T T
5 (art(gg, a)) I EXTV 'rma) — 3 (W) ZX)'SR() =0  (B.7)
T t

Now, calculating the residuals for an initial set of alignmh@arametersgp) using again a Taylor
expansioni( = ro + %621) , the expression looks as follows:

M y

Or(mo, Q) i nTe 1 [ OFi(mo, &) or(mo, @) T NT\/—
Z(T) [I _ EtX ]TV l(T)6a+ Z(T) [l — EtX ]TV 1“(71'0, a.)

(B.8)
arl(ﬂo’ a) T _
-3 (7) (ZX)TS™ Ry(m0) = 0

N oa

w

The impact of the track parameter constraint in the finahatignt corrections is clearly seen. The big
matrix M’ includes a new ternX” which is built as a function of the covariance matrix V and plaetial
derivatives of both residual vectors @nd R;) with respect to the track parameters. The big veetor
is modified by the same term. Finally a new veatoappears exclusively due to the introduction of the
constraint term.

In a more compact notation, the final solution can be writen a

M'sa+v +w=0— da=-M'(v +W) (B.9)
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C
. CSC detector geometry

The Computing System Commissioning (CSC) provided thenmgdtframework to test the ATLAS
physics, calibration and alignment algorithms with a adi(distorted) detector geometry. Concretely,
for the ID, this geometry included misalignments offéient sub-systems as expected from the parts
assembly accuracys$-builtgeometry), diferent amounts of ID material andfdirent distorted magnetic
field configurations[95].

The ID CSC geometry was generated dfatent levels (L1, L2 and L3) in order to mimic the real
detector misalignments observed during the constructidgheodetector components. Generally, these
displacements were computed in the global reference fraroept for the L3 where the local reference
frame was used (Secti@nB.1). In addition to these misalagts) the CSC geometry also contains some
systematic deformations: a curl distortion was includeddigting the SCT barrel layers and a kind of
telescope #ect was introduced due to the SCT layers translations in¢aendirection. These detector
distortions &ect the track parameters of the reconstructed particleirigao systematic biases.

Level 1

Table[C1 shows the size of the misalignments applied foPtkel and SCT sub-detectors at L1.

Level 2

The misalignments applied at L2 are displayed in T&blé Ca. tire Pixel discs, the misalignments
were generated as follows: from a flat distribution of widtf-&50, +150]um for the X and Y displace-
ments and [-200+200] um in the Z direction and the rotations around the a#is3 andy) from a flat
distribution of width [-1,+1] mrad.

Level 3

The L3 misalignments have been applied for each Pixel and i@@dule. The misalignments have
been generated using flat distributions with their widthfingel by the numbers quoted in TaBIeIC.3.
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168 C. CSC detector geometry
System| Tx (mm) | Ty (mm) | Tz (mm) | a (mrad) | 8 (mrad) | y (mrad)
Pixel Detector| +0.60 +1.05 +1.15 -0.10 +0.25 +0.65
SCTECC| -1.90 +2.00 -3.10 -0.10 +0.05 +0.40
SCT Barrel| +0.70 +1.20 +1.30 +0.10 +0.05 +0.80
SCTECA| +2.10 -0.80 +1.80 -0.25 0 -0.50
Table C.1: L1 as built positions for the Pixel and SCT detexto
System| LayerDisc | Tx (mm) | Ty (mm) | Tz (mm) | « (mrad) | g (mrad) | y (mrad)
Pixel Barrel LO +0.020 | +0.010 0 0 0 +0.6
L1 -0.030 | +0.030 0 0 0 +0.5
L2 -0.020 | +0.030 0 0 0 +0.4
SCT Barrel LO 0 0 0 0 -1.0
L1 +0.050 | +0.040 0 0 0 +0.9
L2 +0.070 | +0.080 0 0 0 +0.8
L3 +0.100 | +0.090 0 0 0 +0.7
SCT ECA DO +0.050 | +0.040 0 0 0 -0.1
D1 +0.010 | -0.080 0 0 0 0
D3 -0.050 | +0.020 0 0 0 0.1
D4 -0.080 | +0.060 0 0 0 0.2
D5 +0.040 | +0.040 0 0 0 0.3
D6 -0.050 | +0.030 0 0 0 0.4
D7 -0.030 -0.020 0 0 0 0.5
D8 +0.060 | +0.030 0 0 0 0.6
D9 +0.080 | -0.050 0 0 0 0.7
SCT ECC DO +0.050 | -0.050 0 0 0 +0.8
D1 0 +0.080 0 0 0 0
D3 +0.020 | +0.010 0 0 0 +0.1
D4 +0.040 | -0.080 0 0 0 -0.8
D5 0 +0.030 0 0 0 +0.3
D6 +0.010 | +0.030 0 0 0 -0.4
D7 0 -0.060 0 0 0 +0.4
D8 +0.030 | +0.030 0 0 0 +0.6
D9 +0.040 | +0.050 0 0 0 -0.7

Table C.2: L2 as built positions for the layers and discs efRixel and SCT detectors.

Module Type| Tx (mm) | Ty (mm) | Tz (mm) | a (mrad) | 8 (mrad) | v (mrad)
Pixel Barrel | 0.030 0.030 0.050 0.001 0.001 0.001

Pixel End-cap| 0.030 0.030 0.050 0.001 0.001 0.001
SCT Barrel| 0.150 0.150 0.150 0.001 0.001 0.001

SCT end-cap| 0.100 0.100 0.150 0.001 0.001 0.001

Table C.3: L3 as built positions for the modules of the Pixel 8CT detectors.
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H Multimuon sample

One of the goals of the multimuon sample was to commissioodlieration and alignment algorithms.
This sample consists ia 10° simulated events with the following properties:

Each event contains ten particles which properties arendietow.

Half of the sample is composed by positive charged partahekthe other half by negative charged
particles.

All tracks are generated to come from the same vertex whistbban simulated using a Gaussian
function centred at zero and a width @2x15 um in the transverse plane and2x56 mm in the
longitudinal plane.

The transverse momentum of the tracks ranges from 2 GeV teed0 G
The ¢ presents a uniform distributions in the range of[@x].

Then has a uniform distributions in the range 4.7, +2.7].

Some of the characteristic distributions for the multimgample reconstructed with a perfect knowl-
edge of the detector geometry (CSC geometry, Appdndix C3tawen in this appendix.

Number of silicon hits:

Figure[D shows the number of reconstructed hits per tracthe Pixel (left) and SCT (right) detec-
tors. The hits per track mean values af2and~8 for the Pixel and SCT detectors respectively. These
numbers agree with the expected ones since each track madtithe beam spot usually crosses three
Pixel layers and four SCT layers.

Hit maps:

The muon tracks have been generated to be uniformly disédkhn the detector without any preferred
direction. Figuré DP shows the hit maps for the four SCT tay&ach module is identified by its ring
and sector position. The Z axis indicates the number of retcocted hits per module (the exact number
is written on each module).
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Figure D.1: Number of reconstructed Pixel (left) and SCH{t) hits.
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Figure D.2: Hit maps for the SCT layers. The numbers of therayre ordered for inside to outside of
the SCT detector.
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Track parameters:

The track parameter distributions can be used to check tineatdrack reconstruction. Any deviation
from their expected shapes could point out the presencetettbe misalignments. FiguteT).3 displays
the impact transverse parametdgs)((left) and the longitudinal impact parameteg)((right). Both dis-
tributions present a Gaussian shape with a resolution 8fi28.and 79.3 mm fody andz, respectively.
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Figure D.3: Left: reconstructed) distribution. Right: reconstructeg distribution.

Figure[D:3 shows the polar angléy) (left) and the pseudorapidityﬂ) (right). Due to the detector
acceptance, théy covers a region between [0.16, 2.98] rad and according $athiei; range goes from
[-2.5,+2.5].
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Figure D.4: Left: reconstructedy distribution. Right: reconstructegdistribution.

Finally, FigurelD.b shows the reconstructed azimutal afgge (left) and the transverse momentum
distribution multiplied by the charge of each particte- (o) (right). Thego presents a flat behaviour

1The pseudorapidity is defined ag= —In tan(dp/2)
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between [02x]. Theq- pr distribution exhibits the same quantity of positive andatag muon tracks,
as expected.
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Vertex:

The primary vertex profiles for the transverse and longitabplanes can be seen in FiglrelD.6. Their

3
9 (rad)

‘ Reconstructed gx p_ ‘

0 60
axp_ (Gev)

Figure D.5: Left: reconstructegh distribution. Right: reconstructegl pr distribution.

position and resolution agree with the simulated values.
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APPENDIX

=
I Cosmic rays samples

The cosmic rays, natural source of real data, were extdpsiged during the detector commissioning
in order to improve the alignment, calibration and traclorestruction algorithms.

The cosmic ray sample is basically composed of muons thasdie entire detector. According to
their nature, the simulation of the cosmic muons passingghdTLAS is done by running a generator
which provides muons at ground level and posteriorly theypaopagated within the rock191].

Some of the characteristic distributions for the cosmic sasnple are shown in this appendix. The
sample used to produce these distributions consistslBO k simulated events filtered for the inner-
most ID volume with the magnetic fields switched on. The pe#r&SC geometry has been used in the
reconstruction.

Number of hits:

Figure[EZ1 shows the number of reconstructed hits per tracthé Pixel (left) and SCT (right) detec-
tors. A track-hit requirement in the number of SCT hits hasrbienposed in order to improve the cosmic
track reconstructionNsct > 10). This requirement selects tracks that pass at leasighrthree layers
of the SCT. Therefore, the number of Pixel hits per track camdro. Actually, the most probable value
of the reconstructed hits per track for the Pixel detectd@ &s only few tracks cross the Pixel detector
volume. For the SCT the most probable value is 16, which spoeds to the tracks crossing the four
SCT layers.

Hit maps:

The cosmic ray tracks are not equally along the detectorhmretare privileged regions. FigUreF.2
shows the hitmaps for the four SCT layers where the non-tmity illumination can be seen. The upper
and bottom parts of the detector, corresponding+00° and¢=270 respectively, are more populated
since the cosmic particles come from the surface. In additioe can also notice that the number of hits
is also lower at large regions due to the flicult reconstruction of the cosmic rays in the end-caps. Each
module is identified by its ring and sector position. The Zareasures the number of reconstructed hits
per module (the exact number is written on each module).
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Figure E.1: Number of reconstructed Pixel (left) and SC@H{) hits .
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Figure E.2: Hit maps for the SCT layers. The numbers of therkagre ordered for inside to outside of
the detector.
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Track parameters:

Figure[EZB displays the impact transverse parameigr(left) and the longitudinal impact parameter
(20) (right). Both parameters present flat distributions du@édlux distribution of the cosmic rays trough
the detector. The shape of tdgcan be understood since the generated sample was filteregstotbe
innermost ID volume. The range of tlag distribution is mainly limited by the length of the SCT bdrre
detector £850 mm).
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Figure E.3: Left: reconstructeady distribution. Right: reconstructeg distribution.

Figure[EX} shows the polar angi) (left) and the pseudorapidity) (right). The two peaks present
in both distributions correspond to the position of the cawhafts and reflect the fact that particles could
enter into the ATLAS cavern through the access of shafts masdy than through the rock.
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Figure E.4: Left: reconstructetdistribution. Right: reconstructegdistribution.

FigurelEED displays the reconstructed azimutal anggdistribution (left) and the transverse momen-
tum distribution multiplied by the charge of each partide pr) (right). Thego presents only one peak
at -r/2 since the cosmic rays comes from the surface. @ distribution exhibits a«* /u~ asymmetry
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as expected since this ratio has been measured by otheiragpes [4]. Nevertheless, this asymmetry is
higher in the low momentum bins due to the toroid deflectinggoming from the shafts away from the
ID.
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Figure E.5: Left: reconstructes distribution. Right: reconstructeg: pr distribution.



APPENDIX

F
I Top data and MC samples

This appendix summarizes the data and the MC samples usedftor the top-quark mass measure-
ment presented in Chapfdr 5.

Data samples

The top-quark mass analysis has been done with the LHC dé¢ateal during 2011 at center of mass
energy of 7 TeV. The used data amount to an integrate luntinos4.7 fb-1. The dficial data files have
been grouped according to thefdrent data taking periods.

Electron data:

user. nol es. Dat aCont ai ner. dat all_7TeV. peri odBD. physi cs_Eganma. ner ge. NTUP_TOPEL. p937. v1
user. nol es. Dat aCont ai ner. dat all_7TeV. peri odEH. physi cs_Eganma. ner ge. NTUP_TOPEL. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odl . physi cs_Egamma. mer ge. NTUP_TOPEL. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odJ. physi cs_Egamma. mer ge. NTUP_TOPEL. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odK. physi cs_Egamma. mer ge. NTUP_TOPEL. p937. v1
user. nol es. Dat aCont ai ner. dat all_7TeV. peri odLM physi cs_Eganma. ner ge. NTUP_TOPEL. p937. v1

Muon data:

user. nol es. Dat aCont ai ner. dat all_7TeV. peri odBD. physi cs_Mions. ner ge. NTUP_TOPMJ. p937. v1
user. nol es. Dat aCont ai ner. dat all_7TeV. peri odEH. physi cs_Mions. ner ge. NTUP_TOPMJ. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odl . physi cs_Mions. nmer ge. NTUP_TOPMJ. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odJ. physi cs_Mions. ner ge. NTUP_TOPMJ. p937. v1
user . nol es. Dat aCont ai ner. datall_7TeV. peri odK. physi cs_Mions. nmer ge. NTUP_TOPMJ. p937. v1
user. nol es. Dat aCont ai ner. dat all_7TeV. peri odLM physi cs_Mions. ner ge. NTUP_TOPMJ. p937. v1

tt signal MC samples

The baselinét sample has been produced with full mc11c simulatiamgp=172.5 GeV with a statis-
tics of 10 M of events. It has been generated wittwkec with CT10 pdf. The parton shower and
underlying event has been modelled usingt?a with the Perugia 2011C tune. The dataset name corre-
sponds to:

nc1l_7TeV. 117050. TTbar _PowHeg_Pyt hi a_P2011C. mer ge. NTUP_TOP. e1377_s1372_s1370_r 3108_r 3109_p937/
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178 F. Top data and MC samples

Additionaltt samples have been produced witfelient top-quark masses ranging from 165 GeV until
180 GeV. All those samples have been also generated withiBs+PytHia with Perugia P2011C tune.
The statistics is about 5 M of events per sample. These omdsecalentified as:

ncll 7TeV. 117836. TThar _MI1650_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108_r 3109_p937/
ncll 7TeV. 117838. TThar _MI1675_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108 _r 3109_p937/
ncll 7TeV. 117840. TThar _MI1700_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108 _r 3109_p937/
ncll_7TeV. 117842, TThar _MI1750_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108_r 3109_p937/
ncll_7TeV. 117844, TThar _MI1775_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108_r 3109_p937/
ncll_7TeV. 117846. TThar _MI1800_PowHeg Pyt hi a_P2011C. mer ge. NTUP_TOP. e1736_s1372_s1370_r 3108 _r 3109_p937/

Background MC samples

Different SM physics backgrounds have been simulated to estitweit contribution in the finalop
measurement:

Single top

The single top samples have been generated usimdiRs+Pytria with Perugia P2011C tune for s-
channel and Wt production while the t-channel has usedi# with Pytaia P2011C tune. They are
identified as:

ncll_7TeV. 110101. Acer MCPyt hi a_P2011CCTEQ6L1_si ngl et op_t chan_| ept . nerge. NTUP_TCOP. e1682_a131_s1353
_ala5_r2993_p937/

ncll_7TeV. 110119. st _schan_Powheg_Pyt hi a_P2011C. mer ge. NTUP_TOP. e1778_s1372_s1370_r 3108_r 3109_p937/
ncll_7TeV. 110140. st _W chan_i ncl _DR_PowHeg_Pyt hi a_P2011C. mer ge. NTUP_TOP. e1778_s1372_s1370_r 3108_
r3109_p937/

The single top mass variation samples have been produceg A&ill mcllc and thenyop ranging
from 165 GeV until 180 GeV. The corresponding identifierstaeefollowing:

ntupl e_ntll_7TeV. 110123. st _schan_PowHeg_Pyt hi a_P2011C nt _165. ner ge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ntupl e_ncll_7TeV. 110125. st _schan_PowHeg_Pyt hi a_P2011C nt _167p5. nmer ge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ntupl e_ntll_7TeV. 110127. st _schan_PowHeg_Pyt hi a_P2011C nt _170. mer ge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ntupl e_ncll_7TeV. 110129. st _schan_PowHeg_Pyt hi a_P2011C nt _175. mer ge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ntupl e_ncll_7TeV. 110131. st _schan_PowHeg_Pyt hi a_P2011C nt _177p5. merge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ntupl e_ntll_7TeV. 110133. st _schan_PowHeg_Pyt hi a_P2011C nt _180. ner ge. NTUP_TOP. e1778_al131_s1353_al45
_r2993_p937

ncll_7TeV. 110113. Acer MCPyt hi a_P2011CCTEQ6L1_si ngl et op_t chan_| ept _nt 165GeV. ner ge. NTUP_TCP. e1682_al131
_s1353_al45_r2993_p937

ncll_7TeV. 110114, Acer MCPyt hi a_P2011CCTEQGL1_si ngl et op_t chan_| ept _nt 167p5CeV. ner ge. NTUP_TOP. e1682_al31
_s1353_al45_r2993_p937

ncll_7TeV. 110115. Acer MCPyt hi a_P2011CCTEQ6L1_si ngl et op_t chan_| ept _nt 170GeV. ner ge. NTUP_TCOP. e1682_a131
_s1353_al45_r2993_p937

ncll_7TeV. 110116. Acer MCPyt hi a_P2011CCTEQGL1_si ngl et op_t chan_| ept _nt 175GeV. nmer ge. NTUP_TOP. e1682_al31
_s1353_al45_r2993_p937

ncll_7TeV. 110117. Acer MCPyt hi a_P2011CCTEQGL1_si ngl et op_t chan_| ept _nt 177p5CeV. ner ge. NTUP_TOP. e1682_al31
_s1353_al45_r2993_p937

ncll_7TeV. 110118. Acer MCPyt hi a_P2011CCTEQ6L1_si ngl et op_t chan_| ept _nt 180GeV. ner ge. NTUP_TCP. e1682_al131
_s1353_al45_r2993_p937

ncll_7TeV. 110124. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C nt _165. mer ge. NTUP_TOP. e1778_al131_s1353_
al45_r2993_p937

ncll_7TeV. 110126. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C nt _167p5. nerge. NTUP_TOP. e1778_a131_s1353_
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al45_r2993_p937

ncll_7TeV.110128. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C nt _170. mer ge. NTUP_TOP. e1778_a131_s1353_
al45_r2993_p937

ncll_7TeV. 110130. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C nt _175. mer ge. NTUP_TOP. e1778_al131_s1353_
al45_r2993_p937

ncll_7TeV. 110132. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C nt _177p5. merge. NTUP_TOP. e1778_a131_s1353_
al45_r2993_p937

ncll_7TeV. 110134. st _W chan_i ncl _DR_Powheg_Pyt hi a_P2011C _nt _180. mer ge. NTUP_TOP. e1778_al131_s1353_
al45_r2993_p937

Diboson

The diboson processes (RMW/ZW) are produced at LO with lowest multiplicity final stateing
Herwic standalone.

ncll 7TeV. 105985. VW Her wi g. mer ge. NTUP_TOP. e825_s1310_s1300_r 3043_r 2993 _p937/
ncll_7TeV. 105986. ZZ Herwi g. mer ge. NTUP_TOP. e825_s1310_s1300_r 3043_r 2993 _p937/
ncll_7TeV. 105987. WZ_Her wi g. mer ge. NTUP_TOP. e825_s1310_s1300_r 3043_r 2993 _p937/

Z+jets

The Z boson production in association with jets is simulaisithg A.rGen generator interfaced with
Herwic/JIMMY .

ntll_7TeV. 107650. Al pgenJi mryZeeNpO_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ncll_7TeV. 107651. Al pgenJi myZeeNpl_pt 20. mer ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ncll_7TeV. 107652. Al pgenJi myZeeNp2_pt 20. mer ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ntll_7TeV. 107653. Al pgenJi mryZeeNp3_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ntll_7TeV. 107654. Al pgenJi mryZeeNp4_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ntll_7TeV. 107655. Al pgenJi mryZeeNp5_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937

ncll_7TeV. 107660. Al pgenJi myZmunuNpO_pt 20. mer ge. NTUP_TOP. e835_51299_s1300_r 3043_r 2993_p937
ncll_7TeV. 107661. Al pgenJi myZmunuNpl_pt 20. mer ge. NTUP_TOP. e835_51299_s1300_r 3043_r 2993_p937
ntll_7TeV. 107662. Al pgenJi mryZmunuNp2_pt 20. mer ge. NTUP_TOP. e835_s51299_s1300_r 3043_r 2993_p937
ntll_7TeV. 107663. Al pgenJi mryZmunuNp3_pt 20. mer ge. NTUP_TOP. e835_s51299_s1300_r 3043_r 2993_p937
ncll_7TeV. 107664. Al pgenJi myZmunuNp4_pt 20. mer ge. NTUP_TOP. e835_51299_s1300_r 3043_r 2993_p937
ncll_7TeV. 107664. Al pgenJi myZmunuNp4_pt 20. mer ge. NTUP_TOP. e835_51299_s1300_r 3043_r 2993_p937
ncll_7TeV. 107665. Al pgenJi myZmunuNp5_pt 20. mer ge. NTUP_TOP. e835_51299_s1300_r 3043_r 2993_p937
ntll_7TeV. 107670. Al pgenJi mryZt aut auNpO_pt 20. mer ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937
ntll_7TeV. 107671. Al pgenJi mryZt aut auNpl_pt 20. mer ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937
ncll_7TeV. 107672. Al pgenJi myZt aut auNp2_pt 20. mer ge. NTUP_TOP. e835_s1299 s1300_r 3043_r 2993_p937
ncll_7TeV. 107673. Al pgenJi myZt aut auNp3_pt 20. mer ge. NTUP_TOP. e835_s1299 s1300_r 3043_r 2993_p937
ncll_7TeV. 107674. Al pgenJi myZt aut auNp4_pt 20. mer ge. NTUP_TOP. e835_s1299 s1300_r 3043_r 2993_p937
ntll_7TeV. 107675. Al pgenJi mryZt aut auNp5_pt 20. mer ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937
ncll_7TeV. 109300. Al pgenJi nyZeebbNpO_nofilter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993 _p937
ncll_7TeV. 109301. Al pgenJi nmmyZeebbNpl_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109302. Al pgenJi nmyZeebbNp2_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109303. Al pgenJi nyZeebbNp3_nofilter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993 _p937
ncll_7TeV. 109305. Al pgenJdi nyZmunubbNpO_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993 _p937
ncll_7TeV. 109306. Al pgenJi mryZmunubbNpl_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993 _p937
ncll_7TeV. 109307. Al pgenJi myZmunubbNp2_nofilter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109308. Al pgenJi myZmunubbNp3_nofilter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109310. Al pgenJdi nmyZt aut aubbNpO_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109311. Al pgendi nyZt aut aubbNpl_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109312. Al pgenJdi nmyZt aut aubbNp2_nofil ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 109313. Al pgenJi myZt aut aubbNp3_nofi | ter. merge. NTUP_TOP. e835_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116250. Al pgenJi myZeeNpO_M | 10t 040_pt 20. ner ge. NTUP_TOP. €959 _s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116251. Al pgenJi myZeeNpl_M | 10t 040_pt 20. nmer ge. NTUP_TOP. e959_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116252. Al pgenJi nyZeeNp2_M | 10t 040_pt 20. nmer ge. NTUP_TOP. e944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116253. Al pgenJi myZeeNp3_M | 10t 040_pt 20. ner ge. NTUP_TOP. €944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116254. Al pgenJi myZeeNp4_M | 10t 040_pt 20. ner ge. NTUP_TOP. €944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116255. Al pgenJi myZeeNp5_M | 10t 040_pt 20. mer ge. NTUP_TOP. €944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116260. Al pgenJi nyZmunuNpO_M | 10t 040_pt 20. mer ge. NTUP_TOP. e959_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116261. Al pgenJi myZmunuNpl_M | 10t 040_pt 20. mer ge. NTUP_TOP. e959_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116262. Al pgenJi myZmunuNp2_M | 10t 040_pt 20. mer ge. NTUP_TOP. e944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116263. Al pgenJi myZmunuNp3_M | 10t 040_pt 20. mer ge. NTUP_TOP. e944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116264. Al pgenJi myZmunuNp4_M | 10t 040_pt 20. mer ge. NTUP_TOP. e944_s1310_s1300_r 3043_r 2993_p937
ncll_7TeV. 116265. Al pgenJi mryZmunuNp5_M | 10t 040_pt 20. mer ge. NTUP_TOP. €944 _s1310_s1300_r 3043_r 2993_p937
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W+jets

The W boson production in association with jets is simulateithg ALrgen generator interfaced with
Herwic/JIMMY .

ncll_7TeV. 107280. Al pgenJi myWbbFul | NpO_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107281. Al pgenJi myWbbFul | Np1_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107282. Al pgenJi myWbbFul | Np2_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107283. Al pgenJi myWbbFul | Np3_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117284. Al pgenWecFul | NpO_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993 _p937/
ncll_7TeV. 117285. Al pgenWecFul | Np1_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117286. Al pgenWecFul | Np2_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117287. Al pgenWecFul | Np3_pt 20. nmer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993 _p937/
ntll_7TeV. 117293. Al pgenWeNpO_pt 20. ner ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117294. Al pgenWeNpl_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117295. Al pgenWeNp2_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117296. Al pgenWeNp3_pt 20. mer ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ncll_7TeV. 117297. Al pgenWeNp4_pt 20. ner ge. NTUP_TOP. e887_s1310_s1300_r 3043_r 2993_p937/
ntll_7TeV. 107680. Al pgenJi mmyWenuNpO_pt 20. mer ge. NTUP_TOP. e825_s1299_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107681. Al pgenJi myWenuNpl_pt 20. mer ge. NTUP_TOP. e825_51299_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107682. Al pgenJi myWenuNp2_pt 20. mer ge. NTUP_TOP. e825_51299_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107683. Al pgenJi myWenuNp3_pt 20. mer ge. NTUP_TOP. e825_s51299_s1300_r 3043_r 2993_p937/
ntll_7TeV. 107684. Al pgenJi mmyWenuNp4_pt 20. mer ge. NTUP_TOP. e825_s1299_s1300_r 3043_r 2993_p937/
ntll_7TeV. 107685. Al pgenJi mmyWenuNp5_pt 20. mer ge. NTUP_TOP. e825_s1299_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107690. Al pgenJi myWrunuNpO_pt 20. mer ge. NTUP_TOP. e825_51299_s1300_r 3043_r 2993_p937/
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ncll_7TeV. 107704. Al pgenJi myW aunuNp4_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937/
ncll_7TeV. 107705. Al pgenJi myW aunuNp5_pt 20. ner ge. NTUP_TOP. e835_s1299_s1300_r 3043_r 2993_p937/

QCD multijets

The QCD multijet background has been estimated running thteixrmethod over real data. The files
used are those summarized earlier in the sectidbath Samples

Systematic MC samples

Usually the systematic uncertainties are evaluated vgryifh standard deviation the parameters that
affect the measurement. Many of them can be evaluated apphgéneariation directly over the baseline
tt sample. Nevertheless, there are systematic variationsémanot be introduced at ntuple level and
specific MC samples have to be generated. These ones armnexiitere:

Signal MC generator

PowHeGc and MC@NLO generator programs have been used to evaluatggtesmatic uncertainty. Both
samples have been generated with AFIl mc1lingph=172.5 GeV. In order to evaluate the generator
contribution alone both samples have performed the hazton using Hrwic.

ncll_7TeV. 105860. TThar _PowHeg_Ji rmy. mer ge. NTUP_TOP. e1198_a131_s1353_a139_r 2900_p937/
nc11_7TeV. 105200. T1_McAt Nl o_Ji nmy. mer ge. NTUP_TOP. e835_a131_s1353_a139_r 2900_p937/

Hadronization
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This systematic is evaluated using samples with the sanerggm (PwHec) and diferent hadronisation
models. It compares AFIl mc11bviRa with P2011C tune and tiwic.

ncll_7TeV. 117050. TThar _PowHeg_Pyt hi a_P2011C. mer ge. NTUP_TOP. e1377_al131_s1353_al39 r2900_p937/
ncll_7TeV. 105860. TThar _PowHeg_Ji my. mer ge. NTUP_TOP. e1198_al131_s1353_al139_r 2900_p937/

Underlying Event

Comparison of the AFIl mcl1lc samples generated wittvH:c+Pytaia with different settings for the
parametersféecting the multiple parton interaction (MPI).

ntupl e_ncll_7TeV. 117428. TThar _PowHeg_Pyt hi a_P2011. mer ge. NTUP_TOP. e1683_al131_s1353_al45_r2993_p937/
ntupl e_ncll_7TeV. 117429. TThar _PowHeg_Pyt hi a_P2011npi Hi . mer ge. NTUP_TOP. e1683_a131_s1353_al45_r 2993_p937/

Color Reconnection

Comparison of AFIl mcllc samples generated witlwHec+Pyraia P2011C with diferent tunes af-
fecting color reconnection.

ntupl e_ntll_7TeV. 117428. TThar _PowHeg_Pyt hi a_P2011. mer ge. NTUP_TOP. e1683_al131_s1353_al45_r 2993_p937/
ntupl e_ncll_7TeV. 117430. TThar _PowHeg_Pyt hi a_P2011noCR. ner ge. NTUP_TOP. e1683_al131_s1353_al45_r2993_p937

Initial and Final QCD state radiation

Both samples were generated withkeAMC but differ in the amount of initial and final state radiation
(more or less radiation).

ntupl e_ntll_7TeV. 117862. Acer MCt t bar _Per ugi a2011C_Mor ePS. ner ge. NTUP_TOP. e1449_a131_s1353_al45_r 2993_p937/
ntupl e_ntll_7TeV. 117863. Acer MCt t bar _Per ugi a2011C_LessPS. ner ge. NTUP_TOP. e1449_a131_s1353_al45_r 2993_p937/

Proton PDF

The defaultt signal has been generated with CT10 PDF. In addition, the D@3 and the MSTW2008
have been considered to evaluate the systematic uncgrtaiptoblem in the ntuple generation produced
empty PDF variables. In order to fix it, the PDF variables watoeed separately in the the following ntu-

ple:

user. dt a. powhegp4. 105860. tt bar _7TeV. TXT. nc11_v1. PDF. v8/
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APPENDIX

G
l Top reconstruction packages

The collision data and MC samples used to perform the topkguass analysis, have been recon-
structed following the recommendation provided by the Tepdhstruction Group. The prescriptions for
the analysis performed with the ATLAS 2011 collision data described inntt ps://tw Ki . cern.
ch/tw Ki /bi n/vi ewaut h/ At T asPr ot ect ed/ TopReconst r uct i onG oup#Recomendat 1 ons f or
2011 rel 17

The software packages used for reconstructing tfferéint objects involved in the analysis are the fol-
lowings:

Muons

atlasdf/PhysicsAnalysi§opPhygTopPhysUtilgTopMuonSFUtilgaggTopMuonSFUtils-00-00-15
atlasdf/PhysicsAnalysi®uonlD/MuonlDAnalysigMuonEficiencyCorrectiontaggMuonEficiencyCorrections-01-
01-00
atlasdf/PhysicsAnalysigMuoniD/MuonIDAnalysigMuonMomentumCorrectiofimggMuonMomentumCorrections-
00-05-03

Electrons
atlasdf/PhysicsAnalysi§opPhygTopPhysUtilgTopElectronSFULtilgaggTopElectronSFULtils-00-00-18
atlasdf/ReconstructiofegammggegammaAnalysfegammaAnalysisUtifsaggegammaAnalysisUtils-00-02-81
atlasdf/ReconstructiofegammgegammaEvertaggegammaEvent-03-06-19

Jets

atlasperfCombPerfrlavorTagdetTagAlgorithmgvV1TaggeftaggMV1Tagger-00-00-01
atlasdf/ReconstructiofiefApplyJetCalibratioftaggApplyJetCalibration-00-01-03
atlasperfCombPerfletETMisgletCalibrationTooj#\pplyJetResolutionSmeariftgggApplyJetResolutionSmearing-
00-00-03

atlasdf/PhysicsAnalysi§opPhygTopPhysUtilgTopJetUtilgtaggTopJetULtils-00-00-07
atlasdf/ReconstructiofiefJetUncertaintiggaggJetUncertainties-00-05-07

/ ReconstructiofiefJetResolutioftaggJetResolution-01-00-00
atlasdf/PhysicsAnalysigetTaggingletTagPerformanceCalibratj@alibrationDatalnterfageaggCalibrationDatalnter-
face-00-01-02

atlasdf/PhysicsAnalysi§opPhygTopPhysUtilgletHfiProvidertaggJetHfiProvider-00-00-04
atlasdf/PhysicsAnalysi§opPhygMultiJesinputFilegaggMultiJesinputFiles-00-00-01

Missing Er
atlasdf/ReconstructiofMissingETUtility/taggMissingE T Utility-01-00-09
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Event Weighting
atlasdf/PhysicsAnalysi§opPhygFakesMacrgsaggFakesMacros-00-00-32
atlasdt/PhysicsAnalysig\nalysisCommofPileupReweightingaggPileupReweighting-00-00-17
atlasdf/PhysicsAnalysi§opPhygTopPhysUtilgwWjetsCorrectiongaggWijetsCorrections-00-00-08

Event Quality
atlasdf/DataQualityGoodRunsList$aggGoodRunsLists-00-00-98

The correct implementation of these packages has beeratadicigainst the "event challenge” pages
in which the analysers confront their results and compantiith the reference ones. The numbers ob-
tained by the analysers should agree with the referencewitt@a certain tolerances. These tolerances
vary depending on the sample, from less than 1%tfsignal until 20% for QCD background.

The systematic uncertainties have been evaluated foltptvia Top Group Systematic prescriptions

reported in:
https://tw Ki.cern.ch/tw Ki/bin/vi ewaut h/ At T asPr ot ect ed/ TopSyst emati cUncertai nt1 es2011


https://twiki.cern.ch/twiki/bin/viewauth/AtlasProtected/TopSystematicUncertainties2011

APPENDIX

H
l Selection of the hadronic W bo-
son

In order to select the jet pair associated to the hadrogidaltaying W boson, some requirements were
imposed (Section 5.3.1). The values for these cuts weretsedléaking into account theffeciency and
the purity of the sample at each stage. These quantitiesdedireed as follow:

# events passing the cut
# events satisfying thé — ¢ + jets preselection

efficiency=

# jet pairs with correct matching of the truth hadroic— qqdecay
# events passing the cut

purity =

As commented in Sectidn 5.5.1, exactly tixtagged jets were required in the analysis, providing an
initial efficiency of~43% and a purity 0£31%. After that, each of the applied cuts was studied within a
range of possible values. The selection of a specific valleem@ivated by obtaining a larger rejection
of the combinatorial background while retaining enouglistias to not compromise the analysis. Nev-
ertheless, in some cuts, as the transverse momentum oftthelgo other #ects related with the JES
uncertainty were considered for choosing the value. Thewate applied consecutively.

FiguredHIL[HPIHI3 arldH.4 display the distributions & dbservables related with the cuts after
applying the previous ones and before evaluating them. eltigigres show the contributions of the good
combinations (black) and combinatorial background (red).

Table§HIHM HIZ HI4 addH.5 summarize tiiecency and the purity for each cut. Notice that the
efficiency is calculated always with respect to the events tht#fg the standard top pre-selection. The
selected values are marked in gray.

The figures found at the end of this analysis were 14% and 54 %fffoiency and purity respectively.
Most of the statistics was rejected with the requiremenkatdy twob-tagged jets and the mass window
of the jet pair candidate.
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H. Selection of the hadronic W boson

Table H.1: Cut in thepy of the leading light jet.

Channel e+jets utjets
pr (GeV) || Efficiency (%) | Purity (%) || Efficiency (%) | Purity (%)
25 43.2 31.2 43.1 31.3
30 42.8 31.3 42.7 314
35 41.8 31.6 41.6 31.7
40 40.1 31.8 40.0 31.9
Table H.2: Cut in thepr of the second light jet.
Channel e+jets utjets
pr (GeV) || Efficiency (%) | Purity (%) || Efficiency (%) | Purity (%)
25 40.1 31.8 40.0 31.9
30 35.2 31.0 35.2 31.3
35 30.2 29.6 30.2 29.9
40 25.3 28.0 25.3 28.2
Table H.3: Cutin the\R of the jet pair candidate.
Channel e+jets u+jets
AR Efficiency (%) | Purity (%) || Efficiency (%) | Purity (%)
3.1 33.6 325 33.6 32.7
3.0 32.8 33.1 32.8 334
2.9 315 34.1 315 34.4
2.8 30.0 35.0 30.0 35.4

Table H.4: Cutin the invariant mass of the jet pair candidate

Channel e+jets u+jets

mjj (GeV) || Efficiency (%) | Purity (%) || Efficiency (%) | Purity (%)
25 21.0 48.7 21.2 48.8
20 19.2 51.1 19.3 514
15 16.6 53.6 16.7 53.8
10 12.8 55.8 12.9 55.7
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Table H.5: Cut in thg/?.

Channel e+jets utjets
P Efficiency (%) | Purity (%) || Efficiency (%) | Purity (%)

40 16.0 54.0 16.1 54.1

30 15.3 541 154 54.3

20 141 54.3 141 545

10 11.2 54.6 11.3 54.7
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Figure H.1:pr of the leading jet of the pair for the+ jets(left) and theu + jets(right) channel.
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Figure H.2: pr of the second jet fro the + jets(left) andu + jets(right) channel.
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fu
. 1 : —— r;l‘ : g
3000[- —LLI PoWHegPythia ] S000F |J "L,_l PowHeg+Pythia
r tt- e+jets b 4500 tt ptjets. =
25001 [T corest . 4000} lJ- 1' e B
r ’JJJ hLL [Jcomb.Back. E '_|J [J comb. Back.
r L ] 3500 =
2000 E _,J E
F LLLL‘ b 3000F 1L £
1500 LL._L‘ . 2500 _LL 1
r ;\JIJHLL-\_,-, 1 E el E
r ] 2000F E
1000 _,_r""' = L_H:Lq‘u ] 1500% A";l; H_,-..."F'I H-LLH —L,_‘_L;LEL‘- ;
500: T __,-...J’n"r M. 14 1000§:F£;fr__-i'_ﬂ__,-r" ‘—\.-.___‘h:
s e 7o eo  ee 10 o S e s e
m; [GeV] m; [GeV]

Figure H.4: Invariant mass of the jet pair candidate forehejets (left) andu + jets(right) channel.



APPENDIX

In-situ  calibration with the
hadronic W

The in-situ calibration correctiong{, a,) have been calculated for all events passing the cuts in Sec-
tion[&5] and their final distributions are shown in Fidui@ $ere, these distributions are plotted again
in Figure[l but presented separately for correct comhmnat(green) and combinatorial background
(red).

b=y 9000 T T T T T g F — T 3
S so00F- [ Correct = S 6000 []Correct i
7 E PowHeg+Pythia P2011C [JComb. Background 7 L PowHeg+Pythia P2011C ] Comb. Background |
.g 7000 - etjets = -g 5000 ti-etiets E
c E . = C ]
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ol L3 oL 11
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Figure I.1:tt — £+ jetsMC correction factore (left) anda, (right) obtained from the in-situ calibration
fit of the hadronically decaying/ for the etjets channel (upper row) ang-jets channel (bottom row).

The fitted mass of the hadronWw candidate is also displayed separately for the correct anth
natorial background events in FigUurell.2. Timg distributions are shown under two conditions: with
(right) and without (left) in-situ calibration factors dpgd. The impact of the calibration is clearly seen
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as the correspondingj; distributions becomes narrower. The combinatorial bamlid exhibits broader
distributions than the correct combinations.
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Figure 1.2: MC study of the invariant mass of the jets asgedido the hadronically decayingy in the
tt — e+ jets channel (upper row) arttl— u + jets channel (bottom row). Left: with the reconstructed
jets before the in-situ calibration. Right: with the jetseatthe in-situ calibration.



APPENDIX

J
I Hadronic W boson mass for deter-
mining the jet energy scale factor

Figure[2ID presents the computeg in data andt — ¢ + jets MC. It shows a bias in the MC
compared with data. The observed mismatch is attributeddiferent jet energy calibration between
both. This unbalance must be corrected for the proper udeedkemplate method. Otherwise a bias in
the mop could be introduced. Thin; is a good reference as it should be independent ofrgg and
can be used to extract a robust jet energy scale factor.

Hence, a linearity test of thej; was performed using fierent MC samples with varying thegop
generated value. For each sample, thgmean value) was extracted by fitting the distribution with
the following model:

¢ a Gaussian shape for the correct jet-pairs.
¢ a Novosibirsk distribution to shape the combinatorial lmgokind contribution.

e the fraction of signal and background is taken from the MC.
The independence and robustness ofrtfiewas studied under two conditions:

e from those distributions constructed with the reconsedgéts (Figuré&Jl1).

e from those distributions constructed with the jets oncérteeergy have been corrected (Figure
in Sectiof 5.511).

The results are presented in Figlitd J.1. They prove thabbservable is robust and independent of
the top-quark mass. Therefore, one can average all the roads o extract any mass in MC with all

the available statistics. When tha$, mass is confronted witl’v’l\f’vDG a small deviation is found. The ratio

¥ = m('*/MPPC is presented in Tab[ed.3 in section 515.1.

This methodology needs to extract tigfrom the fitted mass valuer(f,\'}md) in real data (Figure5.10).
It must be said that the fitting of the real data distributipmbkich also contains correct and combinatorial
background combinations plus the physics background)psosred by relating some parameters follow-
ing the same ratios as in the MC fit (that is the means and tmeasigf the correct and combinatorial
background as they are independentrgdp). Figure[LP shows the relation between these parameters.
The fraction of signal and combinatorial background wagtato be the average of the-1¢ [} versus
different mass points fit. These values correspond&b for erjets andu+jets channels.

Le is the fraction of correct combinations.
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Figure J.1: Invariant mass of the reconstructed hadrdgidataying W jet pair candidate versmg;

for e+ jets(left) andu + jets(right) channels.
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APPENDIX

K
l Determination of neutrino’s pz

The reconstruction of the leptonicaly decayMgis difficult because the escapes undetected. The
W — ¢v decay leads t&"Sin the event which here is attributed in full to the neutrjno On the other
hand, the longitudinal component of thenomentum fp;) has to be inferred from the energy-momentum
conservation. The method used here is the same As'ih [138]:

Woty — plV=pl+p
2 2
(P = (" +p) — MG =nt+2E.p) (B, p)+nt (K1)
In what follows, the tiny neutrino mass is neglected, (~ 0). Also, the assumption is made that
py = ET'S, thus the neutrino flies along ti&"*® direction. Basic relations are then:

Py = ET"*°coSgemss and p} = E7'**singgnss

E, = EPS+ (R

Therefore the EquatidnK.1 can be written as follows:

M3, = g + 2B, \JET+ (p7)2 - 2(pkpy + pipl + pipy)

where all the terms are known excegpt which is going to be computed solving the equation. For
convenience one can write it down as a quadratic equatioerevirg)? = EZ — (pi)? is the lepton
transverse mass:

A= (ML)
A%+ Bp, +C =0 — | B=pi(me— M2, - 2(pkp; + pip}))
i 2
C = E2(ET™9? - § (M3, - n? + 2(pkpy + pYp}))

Thusp, has two possible solutions:

2 .
ps (m? - M2, - 2(pips+ pymy) \/[(Mév -7 + 20505 + B{R)) - AEF (| K.2
- + .
2y 2 2
Of the two p}, solutions, only one did materialized in the event. The ewaalysis tries to distinguish
which one is physical and which only mathematical.

V

p; =

Figure[KZ shows the graphical representation of the pivsolutions for diferent events. The red
function describes the quadratidigrence of the computdd,y with Equatior K1 and\/l\ﬁ’vDG as a func-
tion of thep,. The two minima, marked with black lines, correspond togheolutions (remember that
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194 K. Determination of neutrino’,

the pyused was chosen according to the criteria given in SeCilad).The blue line indicates the truth
value and the green line corresponds to the computed onetladtélobat? fit. Therefore, the figure
on the left displays an event with a corrggtdetermination while figure on the right shows a wrquig
association.
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Figure K.1: Quadratic dierence between the computeg, andM{P¢ ((Mw(py) — M{>®)?) as a function
of the p;. Left: Event with goodp), selection since the final solution (green line) agrees withttuth
value (blue line). Right: Event with wrong,, selection.

These solutions rely on the assumption that the neutrirfzei®hly contributor tcEQ"iSS, which is not
always the case. Moreover, under certain circumstanceésdfde resolution, particle misidentification,
etc) the radicand of Equati@nH.2 is found to be negative aqinciple no solution is available. In order
to find a possible solution one must rescaleEﬂ\?Sin such a way that the radicand becomes null and at
least onep), is found. Therefore, one has to recompk&*s value with the prescription of keeping the
same directiomﬁE?is& = Pemiss. Of courseE;"iss’ is the solution of the following quadratic equation:

[(M\%\I — m? + 2(pf(E-|m|SS, COS¢E!|_T\iss + p§E1n_1issr Sin(ﬁEfl_r\iss))z - 4(E_|n_1iSSl)2(n,]_€r)2] =0

which again has two solutions:

o _ (%) (Bcoste + i) < o] )

2 I:(m-{i-)z - (pf( COS¢ErTniss + pf, Sin(ﬁE?iss)]
but only the positive solution is retained.

K.1 ETSsSwhen no p; solution is found.

As mentioned above, about 35% of the events have a negative fiea the radicand of EquatidnH.2.
That would mean that thg, would become complex.

On one hand, the charged lepton is usually very well recootgd. On the other hand, the neutrino
four-momentum is inferred from the reconstru&ﬁqp'ss. In this way, problems in th@, calculation
point to a defectivdeT"*° determination.

10f course, there is no such a thing like the reconstru&?ﬁs. This is an abuse of language to simplify the notation. The
computation of th£$“iSS is explained in Sectiofi3.3.
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Apart form the mathematical argument given above, in oraleheck that th(E’T“iSS needs &ectively a
rescaling is by comparing the reconstrucke® with the true neutrino properties (which are accessible
in the MC.) Figurd KR presents that comparison. As one cantbere are good reasons to rescale the
EMsShecause the reconstructed one overestimatgs;th@n the other hand, tHess rescaling seems to
work quite accurately as shown in Figlre 3.13.
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Figure K.2: Evaluation of the ra\la't$“i5_s for those events with initially complex solution fq. Left:
comparison of the raw reconstructeft’*/ p; = (red histogram) with the rescaled one (white histogram).
Right: scatter plot of the raw reconstructe}* vs. py . Both plots show how the raw reconstructed
ET's*is over estimatedH7"*°/ p; " above 1 in the left plot, and above the diagonal in the rigbt)pl

The performance of th&™sS in ATLAS is reported in [I31L] where the biggest contributtasthe
distortion of theW transverse mass W — ¢v decays are reported.
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APPENDIX

L

Globaly? formalism for the top-
guark mass measurement

In the Globat? formalism the residuals vectordepend on the local and global variables of the fit:
r = r(t,w), wheret is the set of global parameters of the fit (which will be redatéth the top quark
properties) anavis the set of local parameters of the fit (in its turn is relatét the leptonically decaying
W). Therefore one can build theé which has to be minimized with respect to thparameters:

2 _ T -1 dX2 _
x =r ({t,wvrr(t,w) — W_O (L.2)

whereV is the covariance matrix of the residuals. The minimizationdition gives:

T T
dy?  [(dr\", . A YA T A v dr\"
E—[(a) V7ir| +(r'V (a)]—z (a) V~™ir =0 —> (&) V> r=0 (L2)

The minimization condition allows to compute the corregti@t) to the initial top fit parameterg().
The minimum of they? occurs for the following set of global and local parameters: to + 5t and
W = W + 6W. The residuals at the minimum will change according to:

t:t0+6t _ ar 6[’
W= Wo + 6W — r_r0+(6—w)6w+(a)6t

Inserting the above expresion into Eq.L.2 and keeping upéditst order derivatives, one obtains:

dr\ 1 or or
(a) \Y ro+(6—vv)6w+(a)6t:| =0

(%)T Vi + {(%)T vt (g—vrv)] SW + [(%)T vt (%)] 5t=0 (L.3)

Local parameters fit.

Thedw correction is first determined in the fit of the local param&(er inner fit). One has to express
again the minimization condition of thg?. Only this time it is computed just with respect to thve
parameters set.

e o\ o\ 4 or\" ifor\|.
a_W_O — (6_V\/)V r=0 e a_\N \Y o+ (9_\/\/ \Y 6_V\I ow=0

197



198 L. Globaly? formalism for the top-quark mass measurement

e o (]

which already provides a solution for the local parametefe

Global parameters fit.

Reached this point is worth to mention that solving the irfitgfdw) involves the calculation of the
T . . . . . .
[((g’—vrv) V‘l((g’—vrv)] matrix. This way, the possible correlation among the reslisithat depend ow is

computed and fed into the global fit.

The solving of the system requires to compute the derivaduas ofr = r(t,w) with respect tot
andw and alsadw/dt. One of the keys of the Globa technique is that the later derivative is not null:
the parameters of the inner fi\ depend on the parameters of the outertfit Otherwise, ifw were
independent of, then one would have to face a norngalfit with two independent parameters.

or or dr or or dw
N _

dr = dt+(9_\NdW a—a*‘a—v\la

== (L.5)

Thedw/dt term can be computed from Hg.1..4 and gives:
-1
dw ar\'. . (or or\' . (or
o =[5 (@) ) () (-
Inserting EqQLCLH into EJCTI3 and performing the matrix dgge one reaches:
dr\’ 1 dr\" _1f0r

v e o

which allows to compute the correctior®, to the set of global parameters (related with the top quark
properties).



APPENDIX

M
. Probability density functions

In this appendix summarizes the probability density fuorsi (p.d.f.) which are used for the fit of the
mass distribution.

M.1 Lower tail exponential distribution

The exponential distribution is well known (for examgle 913and commonly used for lifetime deter-
mination as well as for radioactive decays studies. Thelishape is to have a maximum at 0 followed
by an exponential decay towards positive values. In ourémgintation, the distribution has a maximum,
however, not at 0 but at a cutfowalue and the exponential tail occurs towards smaller wallibe cut-&
has been implemented usitimy — X) as the Heaviside step function. The p.d.f. propertiesxpsaed
value and variance, can be expressed as:

Variable and parameters:

symbol type property

X positive real number variable

Mo positive real number cutfbvalue

A positive real number steepness of the tail

Probability density function:

. _ 1 (x—mp)/a _
f(x; mo, 2) = Ao e 6(mp — X) (M.1)
Expected value:
__M-4
Variance: o/
o
V) = ——— | 22(eM™/4 _2) 4 2mpa — M.3
v (1- e=mo/A)’ [ (e )+ o ms] (M3)
Cumulative distribution:
F(x o dy 1 L eX TN M.4
(Xamo,ﬂ)—fo (X';mo, 1) dX = —We(mo—x) (M.4)
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200 M. Probability density functions

An example of lower tail exponential distribution is showarFigurdlM1 (green line).

M.2 Lower tail exponential with resolution model

The experimental resolution mayfect the shape of the observables distributions. Let's dens
Gaussian resolution model. Let 8¢x; m, o) the probability to observe a mass value<pfvhen the true
mass value isn and the experimental resolutionds The convolution of the lower tail exponential p.d.f.
(ApendixM]) with a Gaussian resolution function leadshe following p.d.f:

f(x, m, A, 0) = f®G=fmf(m;rrb,/l)~G(x;nw)dm (M.5)
0

Variable and parameters:

symbol type property

X positive real number  variable

Mo positive real number cutfbmass

pi positive real number steepness of the exponential tail
o positive real number mass resolution

Probability density function:

(X—nb)//l e0_2/2/12 _( _ 2 2
. B e X n'b)/l o XA + o
f(x;mo, 4, 0) = 1_eMo/d 21 [Erf( V210 )+ Erf( V2o )} ()
Expected value:
_ r*ﬂDe_rYb//1
E()() =Mmp—A+ ]__e_—n'bﬂ (M?)

Variance:

Voo - (/12 + 0-2) (1 + e—2mo//1) — e Mo/4 (mg +2(2% + 0-2)) (M.8)

(1 - e—mo//l)2

Cumulative distribution: .
F(x;mo,/l,o-)zf f(X';mp,4,0)dX =
0

_ _mO//lEf( X ) Ef(x_mo)
e r \/éo- + Er \/éo-

(X — M)/ A /202 [E f(M) _E f(W)
¢ I’ 210 ' 210

2 (1 - e_mO/’l)

(M.9)

One of the features of this distribution is that (contraratGaussian distributionjy is not the most
probable value. FiguleM.1 compares a Gaussian distribwtith f (x; Mo, A, o) given by Equatiofi MI6.
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Figure M.1: Comparison of the p.d.f.s for a Gaussian (reshéd line), a lower tail exponential (green
dashed line) and a lower tail exponential with resolutiondelqblack line). All p.d.f’s make use of
the samamy, o and A values (175, 8 and 4 respectively). The Gaussian peaksg htt the lower tail
exponential with resolution model peaks at a lower valuartyeshifted frommy.

In that figure, both distributions have the samgando values. While the most probable value for the
Gaussian is they, the lower tail exponential with resolution model peakaat my. The f(Xx; mg, 4, o)
has also a non symmetric shape. While its upper tail is qlotedo a Gaussian tail, its lower tail departs
more from the Gaussian.

M.3 Novosibirsk probability distribution

The Novosibirsk p.d.f. may be regarded as a sort of distaB@dssian distribution. It is parametrized
as follows:

Variable and parameters:

symbol type property

X real number variable

Xo real number most probable value (or peak position)
o positive real number  width of the peak

A positive real number parameter describing the tail
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Figure M.2: An example of the Novosibirsk p.d.f.

Probability density function:

(e x

f(X; %0, 0, A) = e2 A
Ingy = 1+A(X;X°)(Sin2(/\\/gl)) (M.10)

An example of the Novosibirsk p.d.f. is shown in figlite M. 2.



APPENDIX

N
l Study of the physics background

The irreducible physics background has been defined asea$th processes (excludirt) that pro-
duce a final topology similar to thié¢ — ¢ + jets and satisfy the selection criteria applied through the
analysis sections. After the Glokalfit, the physics background has been reduced 5% (Tabldab).
The main contribution comes from the production of singfedwents (amounting around the 50% of the
total). The shape of thexyop distribution due to the irreducible physics backgrouncisiputed from the
sum of all processes. This distribution includes, of coutse single top events which could introduce a
mass dependent in its shape.

In order to asses thdfect of the single top events in t&op background distribution, the single top
MC samples generated atidirentmyop masses were used. The obtaimggp physics background distri-
bution (including single top) has been studied at each geée@mass point, from 165 GeV to 180 GeV.
The shape of this distribution was modelled by a Novosikfusiction (Appendii).

The values of the Novosibirsk parametgrgsokg 0 phy.bkg aNAA phybkg) have been extracted. Figures
N1,[IN.2 and LB display the dependence of each parameteragipect to the input single top mass point.
All distributions are compatible with a flat distribution h&refore, one can assume that the parameters
describing the physics background do not depend on the toptquark mass. So the influence of single
top events in the worst of the cases will be very mild.
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Figure N.1: Fitteqpny kg @s a function of the true single top-quark mass.
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APPENDIX

ﬂ Mini-template linearity test

The linearity of the mini-template method with respect te ¢fenerated top-quark mass has been eval-
uated in the same way that for the template method. At eack pw@iat 500 pseudoexperiments have
been performed, each randomly filled using the content ofdpejuark mass histogram for the nominal
MC sample with the same number of entries. The physic backgrtas neither been included in this
test since it exhibited a flat dependence with the generassd i ppendikN).

FigurdQ1 (left) shows the fierence between the fitted top-quark mass versus the getherptquark
mass (true value). As one can see, there is a quite largersiigpe Although it must be noted that the
each sample has afféirent statistics. Actually, the point Btop=172.5 GeV had 10 M of events while
the other had 5 M of events. Moreover this sample also exhibibetter prediction than the rest, thus
evidences that the mini-template method is quite stasistependent. This was somewhat expected, as
the accurate determination of the parameters of the diimib will improve with the statistics of the
sample.

The pull distributions are produced and fitted with a Gaussidhe width of the pull distribution as a
function of the top-quark mass generated is shown in Figule(fiyht). The average value is close to
unity (1.042:0.015) which indicates a quite good estimation of the stesisuncertainty.
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Figure O.1: Left: diference between the fitted top mass with the mini-templatdtemdenerated mass
as a function of the generated top-quark mass. Right: Wititheopull distributions as a function of the
generated top-quark mass.

205



206 O. Mini-template linearity test




APPENDIX

i Validation of the b-jet energy
scale using tracks

The b-quark originated jets play an important role in many ATLAISypics analyses. Therefore, the
knowledge of thd-jet energy scalebtJES) is of great importance for the final results. Among thihe
top-quark mass measurement performed intthe ¢ + jetschannel, which contains twiotagged jets
in the final state, is stronglyfi@cted by theb-JES uncertainty, leading one of the dominant systematic
uncertainties. In this way, a hugéart has been done by the collaboration in order to understaddce
and validate thé-JES uncertainty.

The b-JES quantifies how well the energy of the reconstructecdejidats the energy of theparton
coming from the hard interaction. MC and data studies haen performed to evaluate the relative
difference in the single hadron response of inclusive jetdgats. Theb-JES uncertainty has been com-
puted adding quadratically the both following contribuo the uncertainty in the calorimeter response
for b-jets with respect to the response of the inclusive [ets][24@ the uncertainty on the MC modelling
that includes, among others, the production and fragmientaf b-quarks [69]. This uncertainty has
been tested using a track based method which compares tiféhe jet measured by the calorimeter and
by the Inner detector.

Data and Monte-Carlo samples

This analysis was performed with- p collisions recorded by the ATLAS detector during 2016/ =
7 TeV. Only data periods with stable beam and perfect dategteration were considered, amounting to
an integrated luminosity of = 34 pb*. TheM nBi as, L1Cal o andJet Et M ss data streams were
used together in order to increase the statistics and convileapy spectrum.

The MC sample used to perform the analysis was the QCD dajapte produced with ¥#Hia gener-
ator program with MC10 tune. The QCD di-jet samples coverdarsivepr range, from~10 GeV to
~2000 GeV.

Notice that, in order to validate tH®eJES uncertainty to measure timgyp, the first attempt was to use
thett sample. Nevertheless, the low statistics of the sample ridgleption unfeasible.
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208 P. Validation of theb-jet energy scale using tracks

Object reconstruction and selection

An event selection was applied in order to keep well recoestd events. The requirements applied
were the following:

e Event selection: at least one good vertex was required. Moreover, those wvéttt more than
500 tracks or 50 jets were rejected to avoid events poorlynstcucted.

e Track selection: tracks were reconstructed as explained in Chdpter 3. Eack &ssociated to a
jet had to have ar >1 GeV. A hit requirement was also imposédp;x > 1 andNgct > 6. In
addition, cuts in the transverse and longitudinal impacapeters respect to the primary vertex
(PV) were appliedd}¥ < 1.5 mm and)V - sing < 1.5 mm. These cuts ensured a good tracking
quality and minimized the contributions from photon comiens and from tracks not arising from
the PV.

e Jet selection:jets were reconstructed with the Anti-Kt algorithm with anesize of R= 0.4. These
jets were calibrated at EMJES scale (Sectidni3.3). A jet quality criteria was applibentify
and reject jets reconstructed from energy deposits in theiggeters originating from hardware
problems. Moreover, jets with jgr larger than 20 GeV anjdy |<2.5 were required. These jets had
to be isolated and contain, at least, one track passingdhblk selection.

e b-jet selection: the b-jets were selected with the SVO tagder{142]. This taggeattvely recon-
structs a secondary vertex in jets and calculates the dengyh with respect to the PV. The decay
length significance calculated by the algorithm is assigaech jet as tagging weight. Only those
jets with a weight5.85 were identify ab-jets. Theb-tagging SF were applied to MC in order to
match the real datixtagging dficiency and mis-tag rates.

Calorimeter b-JES validation using tracks

In order to validate thé-JES and its uncertainty, an extension of the method usedlidate the JES
uncertainty was proposed [141]. The method comparepitité the jet measured by the calorimeter and
by the ID tracker. This comparison is done troughtfievariable which is defined as follows:

k
| 3 pyece|
Mk = T et

Pr

(P.1)

where thep'Tet is the transverse momentum of the reconstructed jet maabyrthe calorimeter and the
> p‘TraCK is the total transverse momentum of the tracks pointing ¢oj¢h The track-to-jet association
is done using a geometrical selection: all tracks withra>1 GeV located within a cone of radius-R
0.4 around the jet axis are linked to the jaR(jet, trackk0.4) . The mean transverse momentum of
these tracks provides an independent test of the calonireatrgy scale over the entire measupgd
range within the tracking acceptance. The distribution decreases at lopr bins due to thepr cut

of the associated tracks. In order to correct for fhisdependence, instead nfi the double ratio of
charged-to-total momentum observed in data and MC is used:

[(rtrk )] data
R =-—-——"-"d< P.2
" [<rtrk )] MC ( )
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(ryk) corresponds to the mean value of the distribution extracted from data and MC. TiRsvariable
can be built for inclusive jetsR,, inciusive @ndb-tagged jetsR:,, b-jet). Finally, the relative response of
b-jets to inclusive jetsRR, is used to validate thie-JES uncertainty. ThR variable is defined as:

Rr i b-jet

R = (P.3)

Rr"k,inclusive

Systematic uncertainties

The most important systematic sourcé®eting thery, RandR’ variables are the following:

e MC Generator: this takes into account the choice of an specific generatmrpm. The analysis
was performed with Pruia (as default) and Ekwic++ (as systematic variation). The variation of
data to MC ratios was taken as the systematic uncertainty.

e b-tagging dficiency and mis-tag rate:in order to evaluate thie-tagging systematic uncertainty,
the SF values were changed B%o. The analysis was repeated and the ratio re-evaluated. The
resulting shift was associated to the systematic unceytain

e Material description: the knowledge on the trackindteiency modelling in MC was evaluated
in detail in [143]. The systematic uncertainty on the tragkéficiency of isolated tracks increased
from 2% ( nrack |< 1.3) t0 4% (1.9<| nyrack |< 2.1) for tracks withpr >500 MeV.

e Tracking in jet core: high track densities in the jet core influences the trackifigiency due to
shared hits between tracks, fake tracks and lost tracks.dier ¢o evaluate thisfect a systematic
uncertainty of 50% on the loss ofteiency was assigned. The change of the ratio distributia@n du
to this systematic was evaluated using MC truth chargedgbestand the relative shift was taken
as the systematic uncertainty.

¢ Jetenergy resolution:this systematic quantifies the impact of the jet energy te&wi uncertainty
on the measurement. A randomised energy amount, that pords to a resolution smearing of
10%, was added to each jet. Théfdience in the ratio was calculated and taken as the systemati
uncertainty.

Results

The analysis was performed usingfdrent bins inpr and rapidity. The accessible kinemagicrange
was from 20 GeV to 600 GeV and the binning was chosen in ordexdp enough statistics. The rapidity
rage was split up in three bingy |< 1.2, 1.2<|y|< 2.1 and 2.X| y |[< 2.5.

Figure[P.I(@), P-I{kc) afd P-1l(e) show Byg b jets ratio of data to MC. An agreement within 2% in the
bin |y <1.2, within 4% in the bin 1.X]| y |< 2.1 and within 6% in the bin 2.&| y |< 2.5 was obtained.
The systematic uncertainties, displayed in FigQires BJPd{d) an{TP.1{f), were found of the order of 3%,
4% and 8% for the same rapidity ranges respectively. Thetargntributions came from the material
description and MC generator.

The R’ distributions can be seen in Figufes PP(a@), B 2(c]an@&)P.2he results show an agreement
within 2% in the binly|] <1.2, within 2.5% in the bin 1.X| y |< 2.1 and 6% for the bin 2.&| y |< 2.5.




210 P. Validation of theb-jet energy scale using tracks

In order to compute the systematic uncertaintiRo$everal assumptions were done. For example, at first
order the uncertainties associated with the trackitigiency and material description were taken as fully
correlated and cancelled. In addition, thegetresolution for inclusive anb-jets was considered to be of
the same order for highgr and of the order of 2 per mille for lor, therefore this systematic was also
neglected. Thus, the significant systematic uncertaiotieR arose from the MC generator choice and
b-tagging calibration. These ones were evaluated and addpdidrature to compute the final systematic
uncertainty being of the order of 3% for the first two rapidiips and 6% for the most external rapidity

bin (Figureg P.Z(b], P.Z(d) afhd P.2(f)).

Summing up, a neviR variable was defined to estimate the relat/get energy scale uncertainty
for anti-Kt jets with aAR = 0.4 and calibrated with the EMIES scheme. This method validated the
calorimeterb-JES uncertainty using tracks and improved the knowledgbefet energy scale of the
b-jets. These results were reported in an ATLAS publicaf@&].[ Posteriorly, the validation of tHe JES
uncertainty withtt events were also performed providing a more accuralES validation for theniop
analyses[144].
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estimated uncertainty from the data and MC agreement. Qaltistical uncertainties are shown on the
data points.
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Figure P.2: The rati®® (left) and the fractional systematic uncertainty (righ&)aafunction ofp; for

|y |<1.2 (upper), 1.X]| y [<2.1 (middle) and 2.K| y |< 2.5 (bottom). The dashed lines indicate the
estimated uncertainty from the data and MC agreement. Qatistcal uncertainties are shown on the
data points.
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