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Abstract

There has recently been a dramatic renewal of interest in the subjects
of hadron spectroscopy and charm physics. This renaissance has been
driven in part by experimental reports of D’D® mixing and the discovery of
narrow Dg; states and a plethora of charmonium-like XY 7 states at the B
factories, and the observation of an intriguing proton-antiproton threshold
enhancement and the possibly related X (1835) meson state at BESII. At
the same time, lattice QCD is now coming of age, and we are entering a new
era when precise, quantitative predictions from lattice QCD can be tested
against experimental measurements. For example, the High Precision QCD
(HPQCD) and United Kingdom QCD (UKQCD) collaboration’s recent
high-precision, unquenched calculation of fp+ = 208 £ 4 MeV has been
found to agree with the CLEO-c collaboration measurement of fp+ = 223+
17+ 8 MeV — a precision level of ~ 8%. Intriguingly, this agreement does
not extend to fp, , where the HPQCD + UKQCD result fp, = 241+3 MeV
is more than three standard deviations below the current world average
experimental value fp, = 276 £9 MeV. Precision improvements, especially
on the experimental measurements, are called for and will be of extreme
interest.

The BES-III experiment at BEPCII in Beijing, which will start opera-
tion in summer 2008, will accumulate huge data samples of 10 x 107 .J /4,
3x10%(2S) , 30 million DD or 2 million DDy -pairs per running year, re-
spectively, running in the 7-charm theshold region. Coupled with currently
available results from CLEO-c, BES-IIT will make it possible to study in
detail, and with unprecedentedly high precision, light hadron spectroscopy
in the decays of charmonium states and charmed mesons. In addition,
about 90 million DD pairs will be collected at BES-III in a three-year run
at the (3770) peak. Many high precision measurements, including CKM
matrix elements related to charm weak decays, decay constants fp+ and
fps, Dalitz decays of three-body D meson decays, searches for C'P viola-
tion in the charmed-quark sector, and absolute decay branching fractions,
will be accomplished. BES-III analyses are likely to be essential in deciding
if recently observed signs of mixing in the D’D” meson system are actually
due to new physics or not. BES-III measurements of fp+ and fp, at the
~ 1% precision level will match the precision of lattice QCD calculations
and provide the opportunity to probe the charged Higgs sector in some
mass ranges that will be inaccessible to the LHC. With modern techniques
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and huge data samples, searches for rare, lepton-number violating, flavor
violating and/or invisible decays of D-mesons, charmonium resonances,
and tau-leptons will be possible. Studies of 7-charm physics could reveal
or indicate the possible presence of new physics in the low energy region.

This physics book provides detailed discussions on important topics in
7-charm physics that will be explored during the next few years at BES-IIT
. Both theoretical and experimental issues are covered, including extensive
reviews of recent theoretical developments and experimental techniques.
Among the subjects covered are: innovations in Partial Wave Analysis
(PWA), theoretical and experimental techniques for Dalitz-plot analyses,
analysis tools to extract absolute branching fractions and measurements of
decay constants, form factors, and C'P-violation and DD oscillation pa-
rameters. Programs of QCD studies and near-threshold tau-lepton physics
measurements are also discussed.
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Chapter 1
Physics Goal of BES-IIT !

The Standard Model (SM) has been successful at describing all relevant experimental
phenomena and, thus, has been generally accepted as the fundamental theory of elemen-
tary particle physics. Despite its success, the SM leaves many unanswered questions.
These can be classified into two main categories: one for subjects related to possible new
physics at unexplored energy scales and the other for nonperturbertive physics, mostly
related to Quantum Chromodynamics.

The SM describes particle physics up to energies of around 100 GeV. It is expected
that new particles and new interactions will appear at some higher energy scale, say
1 TeV. Those new particles and new interactions are presumably needed to solve some
inconsistencies within the SM and for the ultimate unification of all interactions. Such
physics issues all belong to the first category, and will be addressed by experiments at
the LHC, which will start operation in 2008, and at the ILC, which is currently being
planned.

The second category of unanswered questions includes those about nonperturbative
effects. QCD, the fundamental theory of the strong interactions, is well tested at short
distances, but at long distances nonperturbative effects become important and these are
not well understood. These effects are very basic to the field of particle physics and include
e.g., the structure of hadrons and the spectrum of hadronic states. Lower energy facilities
with high luminosity can address these questions. Among these, the Beijing Electron
Positron Collider II (BEPCII), which will operate in the 2 GeV to 4.6 GeV energy range,
will be an important contributor. This is because it spans the energy range where both
short-distance and long-distance effects can be probed.

The BEPCII energy range includes the threshold of charmonia. The discoveries of the
low-lying charmonium states and of open-charmed hadrons were instrumental for the ac-
ceptance of quarks as truly dynamical entities in general, and of the SM in particular. The
surprising discoveries of the narrow D,; mesons, several hidden charm resonances around
4 GeV region, and the X (1835) at BESII during the past few years have considerably
enhanced the interest in the study of the spectroscopy of hadrons with and without open
charm. The high energy physics community has realized that comprehensive studies of
ete” annihilation in the charm-tau threshold region can teach us novel and unique lessons
on hadronization and the interplay of perturbative and nonperturbative dynamics. This
has great value both in its own right and for its contributions to improve the discovery

!By Jian-Ping Ma



4 1. Physics goal of BES-IIT

potential for new physics in the decays of B mesons studied at LHCb and the B-factories.
The significance of physics around the threshold of charmonia is also illustrated by the
fact that the Super-B factories being designed at Frascati and KEK both include the
capability of running in the 4 GeV region.

Theoretical studies of physics at the energy scale accessible to BEPCII continue to be
actively pursued. To provide a good understanding of physics at this scale, theoretical
tools derived from QCD have been invented. For charmonia, one can use the nonrela-
tivistic QCD (NRQCR) and potential nonrelativistic QCD (pNRQCD) models to make
theoretical predictions for physics involving both short- and long-distance effects, where a
factorization of the two different kinds of effects can be accomplished and predictions that
do not depend on the assumptions of any particular model can be made. For charmed
hadrons, one can at least partly rely on heavy quark effective theory (HQET) for their
study. For physics involving long-distance effects only, one can employ QCD sum-rule
methods, or lattice QCD and make predictions from first principles. It is a fortunate co-
incidence that the most powerful tool for the quantitative treatment of nonperturbative
dynamics, namely lattice QCD, is reaching a new level of sophistication with uncertainties
in calculations of charmed quark dynamics that are approaching the 1 percent level. In
addition to the theoretical tools derived from QCD, many phenomenological models have
been invented to deal with nonperturbative effects, especially those at the 1 GeV scale
or lower, such as light hadron spectroscopy, decays of charmonia and D-mesons into light
hadrons, etc. Many theoretical predictions obtained with the above-mentioned methods
exist and call for tests from experiment. The BEPCII/BES-III facility will be ideal for
carrying out the task of confirming and validating these approaches.

Fruitful physics results have been produced with the earlier Beijing Spectrometers
(BESI and BESII) at BEPC. The precise measurement of the 7-lepton mass, performed
by BESI almost twenty years ago, remains the world’s best measurement of this fun-
damentally important quantity. The R-value measurements from BESII have made an
important improvement to the prediction of the mass of the still undiscovered Higgs bo-
son. BESII also observed an anomalous pp threshold mass enhancement in the radiative
decay J/v — ~pp, an observation that has stimulated many theoretical speculations.
The observation of non D-D decays of the ¢(3770) by BESII also confounds theoretical
expectations. Violation of the notorious 12% rule has been observed in different J/¢
and 1)’ decay channels. There are many other results that could be mentioned. At the
same time, important results in this energy range have also been obtained by the CLEO-c
collaboration in the U.S., the most important of which include: the discovery of the 'P;
state of charmonia (the h.), and a measurement of the D-meson decay constant with
an 8% precision. With their large data sample of efe™ — DD events at the 1 (3770),
they are able to measure absolute hadronic branching ratios with improved precision,
e.g., B(D® — K=n") and B(DT — K- 7"n") have been measured with errors below
the 5% level. It is expected that these phenomena will continue be be studied in BES-III
with even higher precision which will provide a better understanding of non perturbative
physics.

The upgraded BEPCII/BES-III is a unique and powerful facility for studying physics in
the energy range up to 4 GeV, with a research program that covers charmonium physics,



D-physics, spectroscopy of light hadrons and 7-physics. It will also enable searches for pos-

sible new interactions. The upgraded collider will reach a luminosity of L = 1033cm=2s71.

At the peak of the J/v¢, BEPCII will produce 10'° J/¢ events per year. These will
provide BES-IIT with the world largest data sample for studying J/¢) mesons and their
decays. With one-year-long runs at the design luminosity we can expect the following
data samples:

CMS Mass | Peak Lum. o No. of Events

J /Y 3.097 0.6 3400 10 x 107
Trr 3.670 1.0 2.4 12 x 10°
»(2S) 3.686 1.0 640 3.2 x 10°
D°DO 3.770 1.0 3.6 18 x 10°
DtD~ 3.770 1.0 2.8 14 x 10°
D,D, 4.030 0.6 0.32 1.0 x 10°
D,D, 4.170 0.6 1.0 2.0 x 10°

It is evident from the table that there will be huge data samples of J/¢ and ¥(25)
events, and large numbers of D and D, meson decays. These will not only enable high
precision measurements, they will also provide the potential for discovering phenomena
that have been overlooked at previous facilities because of statistical limitations. With
these data samples, BES-III will have opportunities to search for new physics in rare
decays of charmonia, charmed mesons, 7 leptons and to probe D° — D oscillations and
CP asymmetry. This physics yellow book gives detailed and comprehensive reviews of
the relevant experimental and theoretical issues and the tools that are available or needed
to address them. A brief summary of physics goals is given here.

e Charmonium Physics

The total decay widths of the J/v and ¢’ will be measured at a precision level that is
better than 1%. The J/1 has many different decay modes. In two-body decays, either of
the final-state particles can be a pseudoscalar, a scalar, a vector, an axial vector or a tensor
meson. With a 10 .J/¢ event sample, these decay modes can be measured much more
precisely than before. Historically, there are some notorious problems related to decays of
charmonia. Among them the most well known problems are the pm puzzle, i.e. violations
of the 12%-rule, and non-D — D decays of the 1)(3770). With BES-IIT's huge data samples,
more detailed experimental information will be forthcoming that will hopefully provide
guidance leading to solutions of these problems. Transitions between various charmonium
states will be measured with unprecedented precision. With the possibility of running at
higher energies, the recently discovered Y (4260) could be accessed at BEPCII, and this
would offer BES-III opportunities to study this unconventional charmonium state.

With such huge data samples, it will be possible to detect some Cabbibo-suppressed
J /1 decay channels. In these channels, the charmed quark decays via the weak interaction,
while the anticharm quark combines with another quark to form a D-meson. This process
will provide the possibility for detecting effects of new physics at BEPCII, if, for example,
branching ratios of those decays are found to be larger than SM predictions. Also, one
can search for evidence of flavor-changing neutral currents. This an area where BES-IIT
can make unique explorations for physics beyond the SM.
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e Light Hadron Spectroscopy and Search for New Hadronic States

Using J/1-decays, one can study light hadron spectroscopy and search for new hadronic
states. The large J/1¢ sample makes BEPC a “glue” factory, since the charmed- and an-
ticharmed quark constituents of the J/v almost always annihilate into gluons. This is very
useful for glueball searches and for probing the gluon contents of light hadrons, including
the low-lying scalar mesons.

QCD predicts the existence of glueballs and lattice QCD predicts their masses. For
example, the 07" glueball is predicted to have a mass that is between 1.5 and 1.7 GeV. But
to date the existence of these various glueballs has still not been experimentally confirmed.
Also, since QCD is a relativistic quantum field theory, any hadron should have some gluon
content if symmetries allow. These gluon contents, especially those in scalar mesons, are
crucial inputs to the understanding of the properties of the light hadrons, such as the
fo(1500, 1700) scalar mesons. The rich gluon environment in .J/1 decays is an ideal place
to study these issues.

Recently, evidence for exotic hadrons, i.e. mesons that cannot be classified as a g state
of the traditional quark model, have been seen experimentally. In principle, QCD allows
for the existence of exotic hadrons. With high-statistics data samples, comprehensive
searches for exotic states can be performed and the quantum numbers of any candidates
that are found can be determined.

In BESII, an anomalous near-threshold mass enhancement is seen in the pp system
produced in the radiative decay process J/¢¥) — ~pp; similar enhancements are seen in
other baryonic systems. Various explanations for these enhancements have been proposed,
e.g., there may be resonances just below the mass thresholds. However, a satisfactory and
conclusive explanation has still not emerged. With BES-III data these enhancements can
be studied more in detail and, hopefully, a satisfactory explanation can be established.

e D-Physics

At BEPC, D' and D mesons will be produced through the decays of the v(3770),
and D, mesons can be produced through e*e™ annihilation at s around (4.03GeV)?. The
decay constants fp and fp, can be measured from purely leptonic decays with expected
systematic errors of 1.2% and 2.1%, respectively. Inclusive and exclusive semileptonic
decays of D-mesons will also be studied to test various theoretical predictions. Moreover,
through the study of the decays D° — K~ etv, and D° — 7~ eTv, one can extract the
CKM matrix elements V,, and V,; with an expected systematic error of around 1.6%.

With BES-III it will be possible to measure D-D mixing and search for C'P-violation.
Theoretical predictions for mixing and C'P-violation are unreliable; BES-III can provide
new experimental information about them.

Rare- or forbidden decays can provide strict tests of the SM and have the potential
of uncovering the effects of new physics beyond the SM. With BES-III, they can be
studied systematically. Significant improvements of their branching ratio measurements
are expected. The upper limits on branching ratios for unseen modes can be improved by
factors of about 1072,

e 7-Physics
T-physics will also be studied at BES-I1I, where several important measurements can



be made. Experimental studies of inclusive hadronic decays can provide precise determi-
nations of the strange quark mass and the CKM matrix element V,,, while the study of
leptonic decays can test the universality of the electroweak interaction and give a pos-
sible hint of new physics. The measurement precision of the Michel parameter will be
improved by a factor of between 2 and 4; the 7-mass will be measured with a precision of
om, ~ 0.09MeV, a factor of 3 improvement on the BESI result.

Beside presenting these physical goals and opportunities at the BEPCII collider with

the BES-III detector, this yellow book also presents some useful tools that are relevant to
BES-IIT analyses.
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Chapter 2

The BES-III detector and offline
software !

2.1 Overview of the BES-III Detector

The BES-III detector is designed to fulfill the physics requirements discussed in this
report, and the technical requirements for a high luminosity, multi-bunch collider. De-
tailed descriptions of the BES-III detector can be found in Ref. [1]. Figure 2.1 shows a
schematic view of the BES-III detector, which consists of the following components:

e A Helium-gas based drift chamber with a single wire resolution that is better than
120 pm and a dE/dX resolution that is better than 6%. The momentum resolution
in the 1T magnetic field is better than 0.5% for charged tracks with a momentum
of 1 GeV/c.

A CsI(T1) crystal calorimeter with an energy resolution that is better than 2.5%
and position resolution better than 6 mm for 1 GeV electrons and gammas.

A Time-of-Flight system with an intrinsic timing resolution better than 90 ps.

e A super-conducting solenoid magnet with a central field of 1.0 Tesla.

A 9-layer RPC-based muon chamber system with a spatial resolution that is better
than 2 cm.

Details of each sub-detector and their performance, together with the trigger system, are
discussed in subsequent sections.

2.2 BES-III Offline Software

The BES-III Offline Software System (BOSS) uses the C++ language and object-
oriented techniques and runs primarily on the Scientific Linux CERN (SLC) operating
system The entire data processing and physics analysis software system consists of five
functional parts: framework, simulation, reconstruction, calibration, and analysis tools.

!By Wei-Dong Li, Ya-Jun Mao and Yi-Fang Wang
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5100

Figure 2.1: An Overview of the BES-III Detector.

The BOSS framework is based on the Gaudi package [2], which provides standard
interfaces and utilities for event simulation, data processing and physics analysis. The
framework employs Gaudi’s event data service as the data manager and the event data
conversion service for conversions between persistent data and transient objects. Three
types of persistent event data have been defined in the BOSS system: raw data, recon-
structed data and Data-Summary-Tape (DST) data. Both reconstructed data and DST
data are in ROOT format for easy management and usage. Different types of algorithms
can access data from Transient Event Data Store (TEDS) via the event data service. The
detector’s material and geometrical information are stored in GDML files, which can be
retrieved by algorithms through corresponding services.

The BOSS framework also provides abundant services and utilities for various needs.
For instance, the magnetic field service provides the value of the field at any space point
within the detector. The navigation service helps users to trace reconstructed tracks
back to their Monte Carlo origins. Using the particle property service, the particles’
properties can be accessed by various software components. A performance analysis tool
is instrumented to profile the execution of the code and a time measurement tool has been
developed to facilitate code benchmarking. A pileup algorithm at the digital level can be
used to mix a random trigger event with a simulated signal event so that the background
simulation can be properly implemented.

The software is managed by CMT [3], which can define a package, maintain the de-
pendence between different packages and produce executables and libraries.
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2.2.1 Simulation

The BES-III detector simulation, based on the GEANT4 package [4], consists of four
parts: event generators, detector description, particle tracking, and detector response.
Event generators are discussed in Sect. 3.1. A unique description of the detector geom-
etry and materials, used by both the simulation and reconstruction package, has been
developed based on XML [5]. Particle tracking and their interactions with detector ma-
terials are handled by the GEANT4 package, while detector responses are modeled by
the so-called digitization code, which takes into account detector components, including
readout electronics, as well as the realistic situations such as noise, dead channels, etc. A
simulation of the trigger system is also implemented.

2.2.2 Reconstruction

The BES-III reconstruction package consists mainly of the following four parts: a) a
track-finding algorithm and a Kalman-Filter-based track-fitting algorithm to determine
the momentum of charged particles; b) a particle identification algorithm based on dE /dx
and Time-Of-Flight (TOF) measurements; c) a shower- and cluster-finding algorithm for
electromagnetic calorimeter energy and position measurements; d) a muon track finder.
In addtion, an event timing algorithm that determines the corresponding beam bunch
crossing has been developed, and a secondary vertex and track refitting algorithm has
been implemented.

2.2.3 Calibration and database

The calibration software consists of a calibration framework and calibration algo-
rithms. The framework provides a standard way to obtain the calibration data objects
for reconstruction and other algorithms. The calibration constants for each sub-detector
are produced by the associated calibration algorithm, and are then stored in a ROOT file
and a database along with other information such as the run information, trigger condi-
tion, software and hardware version number, etc. The central database, which contains
calibration data as well as some information from the online and slow-control databases,
will be distributed to BES-III collaborating institutions, and will also be available by re-
mote access. All of the databases at different sites will be synchronized via the nextwork,
and updated periodically.

2.3 Main Drift Chamber

The main drift chamber (MDC), one of the most important sub-detectors of BES-III,
can determine precisely the momentum of a charged particle by measuring points along
its trajectory in a well known magnetic field. It can also determine the particle type by
measuring the specific energy deposits (dE/dz) in the chamber.

The MDC is the innermost component of the BES-III detector, and consists of inner
and outer chambers without any intervening wall. The inner chamber can be replaced at
some future data in the event that it suffers severe damage due to high backgrounds. The
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Figure 2.2: An overview of the BESIII Main Drift Chamber

absence of a chamber wall between the inner and outer chambers eliminates a potential
major source of multiple scattering.

The MDC covers the polar angle |cosf| < 0.93, with an inner radius of 60 mm, outer
radius of 800 mm, and a maximum length of 2400 mm, as shown in Fig. 2.2. There are 43
cylindrical layers of drift cells that are coaxial with the beam pipe, 8 in the inner chamber
and 35 in the outer chamber. All 8 layers in the inner chamber are stereo; 16 stereo layers
and 19 axial layers are interleaved in the outer chamber. In total, there are 6796 signal
wires. The average half-width of a drift cell is about 6 mm in the inner chamber and
8.1 mm in the outer chamber.

Aluminum wires (¢ 110 pum) are used for field shaping and gold-plated tungsten wires
(¢ 25 um) for signals. A helium-based gas mixture (He/C3Hg=60/40) is used as the
working gas to reduce the effect of the multiple scattering, while keeping reasonable
dE /dz resolution.

A superconducting solenoid magnet provides an axial 1.0 Tesla magnetic field through-
out the tracking volume. The single-wire resolution in the R — ¢ plane is designed to
be better than 120 um, the resolution in z-direction at the vertex, measured with the
stereo wires, is 2 mm, the dE/dX resolution from a truncated mean Landau distri-
bution is better than 6%, and the corresponding momentum resolution is better than
0p /Pt = 0.32%p; €D 0.37%/ 5, where the first term comes from the trajectory measure-
ment and the second term from multiple scattering. Figure 2.3 shows the single wire
resolution of the MDC and truncated mean dE/dX measurements from a cosmic ray
test.

MDC Simulation

The XML descriptions of the geometry and materials of the MDC are based on the
GEANT4 package. In particular, the tube class is used to describe and build endplates
and axial layers, while the hype class is used for stereo layers and the twisttube class for
stereo cells. During the track simulation, steps in the same cell are treated as one hit,
and the digitization relies heavily on calibration parameters via the calibration service
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Figure 2.3: Upper plot: Single wire resolution of MDC from a cosmic-ray test; lower plot:
truncated mean of dF/dx measurements from the same test.
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function. Effects such as wire efficiency and resolution as a function of drift distance for
each wire, noise in each layer, misalignment etc., have been modeled with parameters that
can be tuned via a calibration service function.

MDC Reconstruction and calibration

The MDC tracking algorithm starts with the formation of track segments from hits
using pre-calculated patterns. It then links the found axial segments to circular tracks
and applies a circular fit using the least-square method. Stereo segments are subsequently
added to track candidates followed by an iterative helix fit. Finally, after collecting addi-
tional hits that might possibly belong to the track, a track refitting procedure based on the
Kalman-filter technique is performed. From a Monte Carlo simulation, we determine that
this algorithm can maintain a tracking efficiency of more than 98% for pr >150 MeV/c
tracks, even in the presence of severe backgrounds. The dFE/dx reconstruction algorithm
calculates the energy loss of each charged particle through the chamber after applying
various corrections to the measured charge amplitudes, and then gives the probablity of
each particle identification hypothesis. A GEANT4-based algorithm is developed to ex-
trapolate a MDC track into outer sub-detectors, taking into account the magnetic field
and the ionization loss of charged particle in the detector. The associated error matrix at
a given space point is calculated taking into account multiple scattering effects.

MDC calibration

The MDC will be calibrated using J/¢¥ — pu*u~ events for both position and dE/dX
measurements. Since the production cross section at J/1 peak is huge, sufficient statistics
can be obtained in a short run period. The resulting calibration constants for the x — ¢
relations, timing, alignment, absolute efficiency of wires, etc. for each run period are
stored in the database for use by reconstruction algorithms. There is also a proposal to
calibrate the MDC by turning off the magnetic field, so that straight tracks can be used
for calibration in order to determine precisely the position of each wire [6].

2.4 Time-Of-Flight System

The Time-of-Flight (TOF) sub-detector, made of plastic scintillator bars and read out
by fine-mesh phototubes, is placed between the drift chamber and the electromagnetic
calorimeter and measures the flight time of charged particles in order to identify the
particle-type. It also provides a fast trigger and helps reject cosmic-ray backgrounds.

The BES-III TOF consists of two parts: the barrel and endcap as shown in Fig. 2.4.
The solid angle coverage of the barrel TOF is |cosf| < 0.83, while that of the endcap
is 0.85 < | cosd| < 0.95. The Barrel TOF consists of two layers of 88 plastic scintillator
elements arranged in a cylinder of mean radius ~870 mm. Each scintillator bar has a
length of 2380 mm, a thickness of 50 mm and a width of 50 mm; it is read out at each end
by a fine-mesh PMT. Each endcap TOF array consists of 48 fan-shaped elements with an
inner radius of 410 mm and an outer radius of 890 mm; these are read out from one end
of the scintillator by a single fine-mesh PMT.
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Figure 2.4: The BES-III Time Of Flight System
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For this system, among all parameters, the time resolution is key. This mainly depends

on the following contributions: the intrinsic TOF time resolution caused by the character-
istics of the scintillator and the PMT, time resolution and jitter in the readout electronics,
the beam-bunch length and the bunch timing uncertainty, the vertex and pathlength reso-
lution of the track, time-walk effects, etc. The design intrinsic time resolution for a barrel
counter is 90 ps and for an endcap counter is 70 ps, which have been demonstrated in
beam tests as shown in Fig. 2.5. The total time resolution for the double-layer barrel
TOF and the end-cap is expected to be about 100 ps.

Events

TOF Simulation

of Etes

Time of electron (ps)

Events
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Figure 2.5: Time resolution of TOF counters from a beam test

M

The TOF simulation takes into account the scintillator, wrapping materials and photo-
multiplier tubes based on the GEANT4 package. A fast simulation model has been built
that converts the energy loss of a particle in the scintillator into photons, propagates
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them (not individual photons but the pulse and its shape) to the PMTs and generates
an electronic signal. A discriminator is then applied to the pulse to yield ADC and TDC
output. This algorithm has been tested with results from beam tests and further tuning
will be needed when data are available. A full simulation that traces each optical photon
can be activated to understand the details of the timing measurement.

TOF Reconstruction

The TOF reconstruction starts from tracks extrapolated to the TOF and matched
with a particular TOF module. The travel time of a charged particle from the interaction
point to the TOF is then calculated, after a weighted average of results from PMTs at
both ends of the scintilator bar and applying various corrections such as the effective light
velocity in the scintillator, the light attenuation length, etc. The dF/dx measurement is
also obtained for both charged and neutral particles. Energy loss in the TOF can then
be added to that in the EMC in order to improve the shower energy resolution.

TOF Calibration

The TOF calibration will be performed using J/ decays to leptons, both for timing
and energy. The resulting calibration constants, such as effective velocity, attenuation
length, muon energy loss, etc., are stored in the database for use by the reconstruction al-
gorithms. The TOF performance and status are monitored regularly by a laser-fiberoptics
pulsing system.

2.5 Electromagnetic Calorimeter

The Electro-Magnetic Calorimeter (EMC) measures the energies and positions of elec-
trons and photons precisely, and plays an important role in the BES-IIT detector. The
calorimeter is comprised of one barrel and two endcap sections as shown in Fig. 2.6. The
barrel has an inner radius of 940 mm and a length of 2750 mm, and covers the polar angle of
| cos 0| < 0.83. The endcaps have an inner radius of 500 mm are placed at z = 1380 mm
from the collision point, and cover the polar angle range 0.85 < |cosf| < 0.93. The total
acceptance is 93% of 47. A small gap of about 50 mm between the endcaps and the bar-
rel is required for mechanical support structures, cables and cooling pipes. In the barrel,
there are a total of 44 rings of crystals along the z direction, each with 120 crystals. All
crystals except for those in two rings at the center of the detector point to z = £+ 50 mm
with a slight tilt angle of 1.5° in the ¢ direction. Each endcap consists of 6 rings that
are split into two tapered half-cylinders. All crystals point to z = 100 mm with a tilt
of 1.5% in the ¢ direction. The entire calorimeter has 6272 CsI(Tl) crystals and a total
weight of about 24 tons.

The calorimeter is designed to have an energy measurement range for electrons or pho-
tons from 20 MeV to 2 GeV, with an energy resolution of about 2.3%/+/E(GeV) @ 1%.
The design position resolution for an electromagnetic shower is o,, < 6 mm/\/E(GeV)
and the electronics noise for each crystal is required to be less than 220 keV.
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Figure 2.6: The BESIII Electromagnetic Calorimeter

EMC Simulation

In the simulation, the EMC detector description is based on XML including crys-
tals, casing, silicon photodiodes, preamplifier boxes, cables and the support system. The
G4Trap class is used for the barrel crystals and G4lrregBox, a class implemented by
BES-III, for the endcap crystals. The sensitive detector flag is set for crystals and pho-
todiodes. Hit information is recorded in the sensitive detectors, and then the energy
deposits summed, photon statistics computed, and the resulting photodiode response is
converted into electronics signals. The waveform for the electronics signals in the time
domain is obtained via an inverse Laplace transform; the sampling and peak searching
process by the flash ADC is simulated to yield energy and time information. Gaussian-
type electronic noise is added to each bin and the background is produced by summing
the waveforms.

EMC Reconstruction

Shower reconstruction in the EMC consists of three concatenated steps: The ADC
value of each crystal is converted into energy using the corresponding calibration con-
stants. Clusters in both the barrel and end-caps are formed around the crystals with
local maximum energy deposits, called seeds. The shower energies are computed from
the energy sums and the positions from energy-weighted first moments. A splitting func-
tion is invoked to split the cluster into several showers if multiple seeds are found in one
cluster. Matched energy deposits found in the TOF are added to the associated showers
to improve energy resolution, particularly, for low energy photons. Figure 2.7 shows the
expected energy resolution for electromagnetic showers.

EMC Calibration

The EMC high energy response will be calibrated with Bhabha electrons at energies of
1.55 GeV or more and the low energy response with 7% — ~~ decays. Each crystal has to
be recalibrated periodically, and monitored frequently by a LED light pulser. Corrections
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Figure 2.7: Energy resolution of EMC showers.

due to temperature variations can be applied. Calibration constants are stored in the
database for use by the reconstruction algorithms.

2.6 Muon Identifier

The BES-III muon system is designed to distinguish muons from hadrons by the char-
acteristic hit patterns they produce when penetrating the return yoke of the BES-IIT
magnet. The muon counter is made of resistive plate chambers (RPC) sandwiched by
iron absorbers.

The barrel part of the muon identifier is organized into octants, each of which consists
of 9 layers of muon counters inserted into gaps in the iron, as shown in Fig. 2.8. Each
endcap is divided into quadrants, each consisting of 8 RPC layers. Proceding radially
outward, the thicknesses of the iron absorbers are 3 cm, 3 ¢cm, 3 cm, 4 cm, 4 cm, 8 cm,
8 cm, 8 cm and 15 cm. The muon counter insertion gap between neighboring slabs is
4 cm. The width of the RPC pickup strip is optimized at 4 cm, and only the z orientation
of odd gaps and azimuthal orientation of even gaps are read out in the barrel, while in
endcap, the x orientation for odd gaps and y orientation for even gaps are read out.

MUC Simulation

The GDML technology is applied in the MUC simulation and software objects are
created for each component of the detection system, including their materials, shapes,
positions, sizes, etc. At the lowest level, bakelite and gas objects are used to form an
RPC. A set of strip objects form a read-out plane. Objects of RPCs, read-out planes
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Figure 2.8: The BESIII Muon Identifier

and aluminium boxes form a muon counter module. Iron slabs and modules are finally
installed in the proper position to build the muon identifier. The MUC digitization is
rather simple, an algorithm is developed to select fired strips based on the distances from
the tracks to strips. The detection efficiency can be set for each pad based on test results;
actual values will be assigned when data are available. Noise is simulated by a Poisson
distribution with a noise level determined from measurements made during the chamber
construction. Again, actual values will be assigned when detector is in operation.

MUC Reconstruction

The MUC reconstruction algorithm starts with two searches that collect hits (fired
strips) in the two orientations. The two collections are then combined to form track can-
didates and matched with tracks reconstructed in the MDC. For low momentum muons,
it may happen that too few layers in muon counters are fired. A subsequent search for
tracks that looks through the remaining hits, using MDC tracks as seeds, is performed.

For each muon track candidate, a number of parameters are calculated for muon/hadron
identification, such as the depth of the track in the muon identifier, the maximum num-
ber of hits among layers the track penetrates, the match between the MUC stand-alone
track and the MDC track, the y? of the MUC stand-alone track, etc. These parameters,
together with the track momentum and exit angle from the MDC, are used as input to an
Artificial Neural Network for muon/hadron analysis. Figure 2.9 shows the performance of
current muon identifier from simulated single muons and pions in the momentum range
between 0.5 and 1.9 GeV/c. In general, we are able to reject pions to a level of ~ 4%
while keep 90% of real muons.

MUC Calibration

The MUC Calibration is developed within the BOSS framework. The main task is to
study RPC detection efficiencies as a function of area. In addition, the cluster size and
noise level are also studied. Results are stored in a database for use by reconstruction
algorithms.
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Figure 2.9: Muon/pion identification as a function of the transverse momentum

2.7 Trigger

The trigger system is required to select interesting physics events with a high efficiency
and suppress backgrounds to a level that the data acquisition (DAQ) system can sustain.
The maximum throughput of the BES-III DAQ system is designed to be 4000Hz, hence
the trigger system should be able to reduce various backgrounds and Bhabha events to a
level less than 2000 Hz while maintaining a high efficiency for signal events, which have
a rate as high as 2000 Hz at the J/i peak.

A two-level scheme has been adopted for the BES-III trigger system: a level-1 hardware
trigger with a level-2 software event filter. Signals from different sub-detectors are split
into two, one for digitization and storage in the pipeline of the front-end electronics
(FEE), and the other for the level-1 hardware trigger. Signals from sub-detectors are
received and processed by the appropriate electronics modules in VME crates to yield
basic trigger primitives such as the number of short and long tracks in the drift chamber,
the number of fired scintillator bars in TOF, the number of clusters and their topology in
the electromagnetic calorimeter, etc. Information from these primitives are assembled by
the global trigger logic (GTL), which generates an L1 strobe when the trigger condition
is satisfied.

Trigger conditions are pre-determined based on Monte Carlo simulations and will be
adjusted based on the actual beam background conditions. Table 2.1 shows the trigger
efficiencies for various signal and backgrounds based on Monte Carlo simulations using
the current trigger table.

Clearly, the efficiencies for most signals with topologies containing multiple charged
tracks and photons are satisfactory, even at very low momentum. The rejection power
for beam backgrounds, which is estimated to have a maximum level of 40 MHz, is about
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| Events | Number of events simulated | Efficiency(%) |
J/ — ete” 50,000 100.0
J/ — ptmu~ 50,000 99.9
J/1 — Anything 10,000 97.7
1)’ — Anything 10,000 99.5
” — DD Anything 10,000 99.9
J/ — wn — 5y 10,000 97.9
J/ — vy — 3y 10,000 92.8
J/ — KTK~7° 10,000 97.4
J/v — 7Vpp 10,000 97.9
T/ — pp 10,000 05.8
Beam backgrounds 1,000,000 0.005
cosmic-ray backgrounds 100,000 9.4

Table 2.1: Estimated trigger efficiencies for different types of events.

5 x 107°, resulting in a background trigger rate of below 2000 Hz, even for extreme
conditions. The trigger rate for cosmic-ray backgrounds is about 90 Hz.
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Chapter 3

Analysis Tools

3.1 Monte Carlo Generators!

3.1.1 Introduction

Precision measurements will be a central theme and challenge for the BES-IIT physics
research program, and these will require high precision Monte Carlo (MC) generators.

High quality and precise MC simulations will be essential for minimizing experimental
systematic uncertainties. They are used to determine detection efficiencies and to model
backgrounds. Thus, the MC generators must simulate the underlying processes being
studied as precisely as possible. Recently, high-precision generators (e.g. KKMC, Bhlumi
etc.) based on Yennie-Frautchi-Suura exponentiation have been developed for the QED
processes ete™ — ff (f : fermion). The official “precision tags” of these generators are at
the order of 1% or less. Generators that incorporate dynamical information into hadron
decays have also been developed, most notably EvtGen, which was produced by the BaBar
and CLEO collaborations to model B meson decays. These developments provide us with
the luxury of being able to choose which among the existing generators is most suitable
for simulating physics processes in the tau-charm threshold region.

However, most of these generators were originally intended for energies above the tau-
charm threshold region. In general, MC generators are process- and model-dependent.
Only a few MC generators cover the full energy scale of high energy physics experiments.
So, at tau-charm threshold energies, the migration of the MC generators that were origi-
nally developed for higher energy scales requires careful tuning of parameters and further
comparisons with data. In addition, the comprehensive generation of exclusive charmo-
nium decays requires that more models are included in the EvtGen framework.

In this section, we present a general description of the BES-III generator framework,
and give brief introductions to the BES-III event generators, such as KKMC, BesEvtGen,
various QED generators, and some inclusive generators. For details, the reader is directed
to to the generator guides and/or related publications.

!By Rong-Gang Ping
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3.1.2 Generator framework

The default generator framework for BES-III uses KKMC + BesEvtGen to gen-
erate charmonium decays. Charmonium production via e™e™ annihilation is illustrated
in Fig. 3.1. The incoming positrons and electrons can radiate real photons via initial
state radiation (ISR) before they annihilate into a virtual photon. Corrections for these
radiative processes are crucial in eTe™ annihilation experiments, especially for measure-
ments performed near a resonance or a production threshold (see chapter 5). In order to
achieve precise results, generators for ete™ collision must carefully take ISR into account.
The KKMC generator is used to simulate ¢¢ production via eTe™ annihilation with the
inclusion of ISR effects with high precision; it also includes the effects of the beam energy
spread. The subsequent charmonium meson decays are generated with BesEvtGen.

KKMC BesEvtGen

Figure 3.1: Hlustration of BES-III generator framework.

It should be noted that the events are generated in the centre-mass-system (cms) of the
ete” beam. However, the ete™ beams at BEPCII are not aligned exactly back to back;
there is a crossing angle between the two beam of about 22 mrad. Thus, the produced
charmonium state is not at rest and instead moves along the x—direction with a small
momentum. As a result, the generated events have to be boosted to the laboratory system
before proceding through the detector simulation. This boost is implemented outside of
the generator framework.

3.1.3 BES-III Generators

Early generators used at BES-IIT were those used for BESII, which includes about 30
generators. These are now obsolete and we do not recommend their use.? In what follows,
we focus on the generators currently used in the BES-III generator framework.

KKMC

KKMC [8] is an event generator for the precise implementation of the Electroweak
Standard Model formulae for the processes ete™ — ff+ny (f =pu, 7, d, u, s, ¢, b)

2Currently, the truth tables of these generators are not available in the simulation
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at centre-of-mass energies from the 777~ threshold up to 1 TeV. KKMC was originally
designed for LEP, SLC, and is also suitable for future Linear Colliders, b, ¢, 7— factories
etc.

The most important features of KKMC are: the implementation of ISR-FSR? inter-
ference; second-order subleading corrections; and the exact matrix element for two hard
photons. Effects due to photon emission from initial beams and outgoing fermions are
calculated in QED up to second order, including all interference effects, within the Coher-
ent Exclusive Exponentiation (CEEX) scheme that is based on Yennie-Frautschi-Suura
exponentiation. Electroweak corrections are included at first order with higher-order ex-
tensions using the DIZET 6.21 library. Final-state quarks hadronize according to the
parton shower model using PYTHIA. Decays of the 7 lepton are simulated using the
TAUOLA library, which takes spin polarization effects into account. The code and infor-
mation on the program are available at the KKMC web page [9].

In the BES-III generator framework, KKMC is used to generate charmonium states
with the inclusion of ISR effects and the beam energy spread. The resonances supported
by KKMC include the J/v, 1¥(25), ¥(3770), ¥(4030), 1(4160), 1(4415) and secondary
resonances, such as the p, p/, p’, w, W', ¢ and ¢'. Although KKMC supports the
simulation of the decay of these particles, the models in BesEvtGen are more powerful;
FSR effects can be included at the BesEvtGen level by means of the PHOTOS package.

BesEvtGen

BesEvtGen [7] is a generator for tau-charm physics that has been developed from
EvtGen,* which was originally designed to study B physics. EvtGen has a powerful
interface that allows for the generation of events for a given decay using a model that is
easily created by the user; it also provides access to other generators, such as PYTHIA
and PHOTOS.

The EvtGen interface uses dynamical information to generate a sequential decay chain
through an accept-reject algorithm, which is based on the amplitude probability combined
with forward and/or backward spin-density matrix information. The EvtGen interface is
designed to have the functionality to automatically calculate these spin-density matrices.
As an illustration of how the event selection algorithm works, we consider the sequential
decay J/v — p°7° p° — 7tr~ and 70 — 4.

The first chain of the decay is selected based on the probability

J —
Py= 3 1Ml (3.1)
Ap:Ap

where M stands for the amplitude for J/¢ — p7" with the helicity indexes Ay and A,.
After decaying the J/1, one has the forward spin-density matrix

J/1p—pO70 J P—pO707 4
A,,,,\' ZM&Z App ,\l,,\' g ] : (3-2)

3FSR stands for final state radiation.
4The version is V00-11-07
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To generate the p® — 77~ decay, proceed as with the J/v, including also Df\’z N
p

p

1 0 qtar— O st
Py=rrm > DAP nA, (A%, ] (3.3)

P p

To decay the 7° with the full correlations between all kinematic variables in the decay,
the EvtGen interface automatically calculates the backward spin-density matrix by

~p° 0 ptor— O atr= 1
Dﬁp,,\; = Aﬁp [A?\;) I", (3.4)
then the spin-density matrix for the 7° is

M= T /= 70
Z DAP,N Aw,App [wawpp I", (3.5)
A A,

which is a constant for a spin-0 particle. Thus the 7° decay is selected by the probability

Pro = Dwo SOV AL SIAL ST = Y AL AL S (3.6)

A1,A2 A1,A2

BesEvtGen incorporates baryons up to spin=3/2, and has about 30 models for simu-
lating exclusive decays. The amplitudes for these models are constructed using the helicity
amplitude method, and constrained by imposing parity conservation. One of the most
powerful models is DIY, which can generate any decays using user-provided amplitudes.
Other useful models are those that generate decays using the histogram distributions, such
as MassH1, MassH2 and Body3.? BesEvtGen provides access to the PYTHIA and Lund-
charm inclusive generators that can be used, for example, to generate unknown decays of
a given resonance.

QED generators

e Bhlumi and Bhwide

The generators Bhlumi [10] and Bhwide [11] are used to generate the Bhabha
scattering process ete” — ete™ + ny. These are full energy scale generators even
though they were originally designed for the high energy LEP1/SLC and LEP2
colliders. The Bhlumi generator is suitable for generating low angle Bhabha events
(0 < 6°), while the Bhwide generator is intended for wide angle Bhabha events
(0 > 6°). Here “suitable” means that when these generators work within their
suitable region, they will achieve the tagged precision level; outside of that region
their precision will be poorer. The precision of Bhlumi is quoted as 0.11% at the
LEP1 energy scale and 0.25% for LEP2 experiments. These estimates are based on
comparison with other MC calculations [10]. The precision of the Bhwide is quoted
as 0.3% at the Z boson peak and 1.5% at LEP2 energies.

Bhlumi is a multiphoton Monte Carlo event generator for low angle (6 < 6°) Bhabha
events that provides four-momentum vectors of the outgoing electron, positron and

SThese correspond to generating events according to a 1-D diagram, a Dalitz plot or the generation
of 3-body decays according to a Dalitz plot plus two angular distribution plots.
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photons. The first O(al)yrg version is described in Ref. [12]. The matrix elements
are based on Yennie-Frautschi-Suura (YFS) exponentiation. They include exact
first-order photonic corrections and leading-log corrections at second order. The
other higher-order and subleading contributions are included in an approximate
form.

Bhwide is a wide angle (§ > 6°) generator for Bhabha scattering. The theoretical
formulation is based on O(«) YFS exponentiation, with O(«) virtual corrections
from Ref. [13]. The YF'S exponentiation is realized via Monte Carlo methods based
on a Bhlumi-type Monte-Carlo algorithm, but with some important extensions: (1)
QED interference between the electron and positron lines are reintroduced as they
are important for large angle Bhabha scattering; (2) the full YFS form factor for
the 2 — 2 process, including all s—, t— and u—channels is implemented; (3) the
exact O(a) matrix element for the full Bhabha process is included.

Users of these generators are required to specify the centre-mass-system energy, as
well as other cuts on the electrons, hard photons and soft photons in their job option
file. Precisions are not given by authors for tau-charm energies, but they are the
most precise generators we have for Bhabha processes.

e Babayaga [14] is a Monte Carlo event generator for e*e™ — ete™, uTu~, vy and
77~ processes for energies below 12 GeV. It has a high-precision QED calculation
of the Bahbha process and is intended for precise luminosity determinations for e*e™
R measurements in the the hadronic resonance region. The calculation is based on
the matching of exact next-to-leading order corrections with a parton shower algo-
rithm. The accuracy of the approach is demonstrated by a comparison with existing
independent calculations and through a detailed analysis of the main components of
theoretical uncertainty, including two-loop corrections, hadronic vacuum polariza-
tion and light pair contributions. The theoretical accuracy of Babayaga is quoted
as 0.1% [15]. The current version of BABAYAGA used at BES-III is V3.5 [15].

To use the Babayaga generator, the user is required to specify the cms energy of the
ete™ system, together with the cuts on the electron, positron and photons.

Inclusive generators

The PYTHIA programs are commonly used inclusive event generators for high-energy
ete™, pp and ep collisions. Historically, the family of event generators from the Lund
group started with JETSET in 1978; the PYTHIA program followed a few years later.
The version currently available is PYTHIA 6.4. The code and further information can be
found on the Pythia web page [16].

The Lundcharm model was especially adjusted by BESII for simulating .J/¢ and ¥ (2S5
inclusive decays. C— and G—parity constraints were imposed and comparisons with
experimental data were performed [17]. As a result, BES-III officially decided to use this
modified Lundcharm model to generate J/v and 1(2S) inclusive decays in the BesEvtGen
framework.

An advantage of generating inclusive MC events with Lundcharm running in the Evt-
Gen framework is that the decay widths in the Lundcharm model can be controlled by
the user. Thus, branching fractions and models for known decays can be specified in
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the EvtGen decay dictionary, while unknown decays are generated with the Lundcharm
model. When the Lundcharm model is called, a complete decay chain is generated, but
only the first step of the J/1 or ¥(2S5) decay is read out and returned to the EvtGen
interface. This interface has the functionality to check whether that particular decay is
included among the EvtGen exclusive decay models. Only decays not included in the ex-
clusive decay models are allowed to proceed; the decays of subsequent daughter particles
proceed via EvtGen Models.

EvtGen also allows access to the PYTHIA model to generate the QED inclusive decays
with the model ”’PYCONT”. At tau-charm energies, the area law of the Lundcharm model
should be implemented to constrain the decays, however this has not yet been done in
BesEvtGen.

3.1.4 Summary and outlook

We present a general description on the generator framework and the event generators
currently used at BES-III, which include KKMC, BesEvtGen, Bhlumi, Bhwide, Babayaga
and inclusive generators. A cosmic ray generator, CORSIKA [18], is being migrated.
Though some event generators for QED processes, such as ete”™ — p*p~ and 7777 in
KKMC, and ete™ — v, ptp~ and 77~ in Babayaga, are available, they still don’t
satisfy the BES-III requirements for hadronic cross-section measurements. The migration
of other generators is necessary, for example, MCGPJ (777n~, KTK~ and KoK} are
available) and PHOKHARA (777, ntr 7, atr—ntr~, KTK~, K2K?, pp, nn and
AA are available) with precision levels of (0.1 ~ 0.2)%.

3.2 Luminosity Measurements at BES-III°

3.2.1 Introduction

With the large data samples that will be collected at BES-IIT — typically a few fb=1—
unprecedented statistical precision will be achieved in the analyses of many channels.
Thus, non-statistical factors and effects will be the limiting factors on the precision of
many experimental results. Foremost among these limiting factors will be the luminosity,
which will be an input to many precision measurements, including the 7 mass measure-
ment, R-values, J/v, 1" and ¢” total widths etc. For these quantities, the luminosity error
will directly translate into errors on their measured values. Thus, precision luminosity
measurements are a very important aspect of the BES-III physics program.

In ete™ colliding beam experiments, generic physics analyses commonly require the
precise knowledge of the relative luminosity accumulated on and off a resonance peak
so backgrounds from continuum production can be reliably subtracted. Some analyses
make internal consistency checks by dividing the full dataset into independent subsets of
comparable size. Here again there will be strong reliance on the accuracy and stability of
the relative luminosity measurements. In addition, events used to calculate the luminosity,
such as eTe™, utpu~ and 77, are interesting in their own right because of their salient
topologies that make them useful for online performance monitoring.

6By X. H. Mo, C. D. Fu, K. L. He
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Figure 3.2: Differential cross sections for the QED processes: ete”™ — ete™, ete™ —
uwrp~, and ete™ — 7. The center-of-mass energy is 3.5 GeV.

In principle, any known process can be used to measure luminosity. However, in
order to obtain precise results, one usually selects a process that has a characteristic
experimental topology and a cross section that can be precisely calculated. The QED
processes ete” — efe”, ete” — putp~, and ete” — ~v satisfy these criteria and are
commonly used for luminosity measurements. Their differential cross sections, shown in
Fig. 3.2, have the forms:

do _a® (3 +cos*d 2
A, . .. 4s \ 1 —cosb ’
d 2
il =& (1+cos?0)
ds2 et —ptpm S
do o 1+ cos?6 2
A e, 45 \(E}/p)? — cos? 0

The experimental response of the detector to each of these reactions is quite distinct:
their detection efficiencies rely on charged particle tracking (ee™ and p*u™), calorime-
try (ete” and ), muon identification (utp™), and trigger algorithms. The expected
theoretical cross sections are calculable in QED; at BEPCII energies weak interaction
effects are negligible. The primary theoretical obstacle in all cases is the computation
of electromagnetic radiative corrections in a way that accommodates the experimental
event selection criteria with adequate precision. This is usually accomplished by Monte
Carlo event generators that include diagrams with a varying number of virtual and real
radiative photons. In general, the more accurate the theoretical calculation the smaller
the uncertainty on the luminosity measurement.

Other factors that cannot be neglected are interference effects in the vicinity of reso-
nance peaks. Such effects not only distort the cross sections in the peak regions but can
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Figure 3.3: Cross sections in the vicinity of ¢(2S5) for (a) inclusive hadrons and (b) p*u~
(b) final states. The solid line and arrow indicates the observed peak position and the
dashed line and arrow the actual position of the resonance peak. In (b), the dashed line
indicates the QED continuum (0¢), the dotted line he resonance (o), the dash dotted
line the interference (o), and solid line the total cross section (o7°).

also shift the resonance peak position, as the example shown in Fig. 3.3 demonstrates.
Resonance-continuum cross section ratios for the J/v, ¢/, and 9" regions are listed in
Table 3.1. From the table we can see that in the continuum region all three of the QED
processes listed above can be used to determine the luminosity, while only vy and ete™
can be used for the ¢/, and only 7+ is suitable for the .J/v, if high accuracy is not to be
compromised.

Table 3.1: Resonance-continuum cross section ratios in the J/1, ¢/, and 1" peak regions.

Res./Con. J/ Y (v
e 15.3 0.625 < 128x10°
ete” 0.700 0.027 6.0 x 107°

Yy <6x10% <58x10% <58x1073

3.2.2 Event selection and Algorithm

A detailed Monte Carlo simulation has been performed to develop the event selection
criteria listed in Table 3.2. This is preliminary and is used as an example to study
systematic errors and identify what further studies are needed.

3.2.3 Systematic uncertainty

Typical luminosity measurements at BESI and BESII are summarized in Table 3.3,
where the uncertainties are around 2-3%. Comparative results from other experiments are
collected in Table 3.4. To achieve the goal of the BES-III experiment to have better than
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Table 3.2: Selection criteria for ete™, 47, and p*p~ final states.

+_

Description eTe Yy W
# neutral tracks > 2
# charged tracks > 2 (< n, n decided <1 =2

by detector state)
| cos 0] <0.8 <0.8 <0.8
Track momentum > 0.5E) (0.5-1.15) E,
Track acollinearity < 10° < 10°
cos By x cos Byt < 0.02 < 0.001 <0
Shower Energy (0.5-1.1)Ey > 0.5E, (0.1-0.35) GeV
Shower acoplanarity > §8° < 2° > 5°
Vertex & TOF [t1 — 2] < 3 ns

T : cosf and cos By are the cos @ values of the two tracks with the largest momentum;
the selection on their product is equivalent to a back-to-back requirement.

1% precision, effects such as backgrounds, trigger efficiency, errors in the MC simulation,
data-taking stability and radiative corrections must be considered. Since BES-III has not
yet started to take data, our systematic study is based on BESII and CLEOc experience
as well as BES-III simulations.

Table 3.3: Luminosity measurement uncertainties using e*e™ final states at BESI and BE-
SII. The online luminosity is measured at small angles while offline luminosity is measured
with large angle Bhabha events in the Barrel Shower Counter.

Energy region | J/1 )’ " R-value
Method online offline offline offline
Uncertainty 6%  32% 1.83% < 3%
Reference [19] [19] [21] [22]

Table 3.4: Luminosity errors from other experiments

Exp. Group E. .. Mode Error Ref.
CLEO 10 GeV  efe , utp=, vy 1.0% [23]
DAPNE 1-3 GeV ete” 0.6% [24]

Background analysis

Cosmic-rays usually dominate the background in the p-pair sample. Tight track qual-
ity requirements minimize this contamination with almost no loss in efficiency. The re-
maining cosmic ray background can be estimated with two independent variables, impact
parameter, i.e., the distance of closest approach to the beam-axis in the plane trans-
verse to the beam, and time-of-fight. At CLEOc the background estimates determined
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by these techniques are (0.5 £ 0.1)% and (0.6 & 0.1)%, respectively [23]. According to
a KORALB [25] Monte Carlo study, background from 7-pair decays is 0.07%, and from
ete~utp~ events [26] is < 0.002%.

The background in the photon-pair event sample from Bhabha events where both
charged tracks are missed is estimated to be (0.1£0.1)% [26]. For Bhabha events, 7-pairs
contribute 0.03%, eTe~ete™ final states yield (0.05 + 0.05)% [27], and cosmic-rays are
estimated to be (0.1£0.1)%. The backgrounds estimated by CLEOc are at the 0.1% level
for all three background sources; this is also what is expected at BES-III.

Trigger efficiency

A two-level filtering technique is applied in the BES-III data acquisition system. The
first level is the hardware trigger. The second level is a software trigger with special
algorithms developed to select physics events of different types [28].

Table 3.5: Trigger Efficiencies of BES-III at 1/s/2 = 1.89 GeV.

Event type ete” whp vy

Condition charge3 chargel,2&3 common,neutral A& B
Level-1 (99.95 + 0.02)% (92.24+0.3)% (99.78 + 0.06)%
Level-2 (99.999 + 0.001)% (98.79 £ 0.06)% (99.5 +0.3)%

Combined  (99.95 + 0.03)% (91.1+0.4)% (98.94+0.4)%

The hardware trigger efficiencies are obtained using a method similar to that of BESII [29,
30] and the online software trigger efficiencies are given in Ref. [28]. The combined results
are summarized in Table 3.5. A conservative estimate of the uncertainty due to the trigger
efficiency is taken as 0.5% for all three processes.

Monte Carlo simulation

The uncertainty due to Monte Carlo simulation can be analyzed by comparing the
data distributions with those from MC simulation. Many different methods have been
proposed to qualify the difference [23, 24]. We consider the method used in Ref. [24] to
be reasonable and will adopt it for use in BES-III.

Stability

Since the detector environment will change during the running period, the measured
luminosity may not be stable, even after calibration. This was checked by CLEO, BES and
DA®NE and no obvious influence on the luminosity measurement was observed. Hence,
no error is assigned for this for now.

Theoretical accuracy

The theoretical accuracy is actually constrained by the accuracy of the ISR calculation.
In the CLEOc analysis, radiative photons are generated above some photon energy cutoff
ko = E,/Ey, and all diagrams with softer photons are subsumed into the two body final
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state. Two generators were used for ete™ and putpu~ scattering, and one for vy events.
The BKee program [31] generates ete™ final states with zero or one radiative photon,
yielding a cross section that is accurate to the order of . Higher-order corrections are
available in the Bhlumi program [33], which uses Yennie-Frautschi-Suura exponentiation
to generate multiple photons per event and yields a cross section with an accuracy to the
order of a*ln?(|t|/m?), where t is the typical momentum-transfer. Similar to BKee, the
BK~~ [34] and BKJ [35] Monte Carlo programs generate events with up to one radiative
photon and yields an order-a® cross section for vy and p-pair respectively. Up to three
radiative photons in ptpu~ events are possible (two from initial state radiation and one
from final state radiation) with FPAIR [36], which has an order-a* cross section accuracy.
A photon cutoff of ky = 0.01 is used for BKee, BK~v~, and BKJ, and ky = 0.001 for
Bhlumi and FPAIR. The generators used in the CLEOc analysis and the predicted cross
sections at Ej = 5.29 GeV are listed in Table 3.6.

Table 3.6: Generators for ete™, vy, and p*p~ final states.

Item | ete” vy whp
CLEOec: cross section at Ep=5.29 GeV
a? generator BKee BKy~y BKJ
cross section (nb) 8.45 £ 0.02 1.124 +£0.002 0.429 4+ 0.001
a’ generator BHLUMI FPAIR
cross section (nb) 8.34 £0.02 — 0.427 4+ 0.001
BESII: suitable for any energy region
a? generator ‘ Radee Radgg Radmu
BES-III: suitable for any energy region
a? generator ‘ KKMC, Babayaga
DA®NE: test at 1 GeV < /s < 3 GeV
a? generator Bhagenf
0oz (1.0195GeV) = (430.7 & 0.3) nb
Mecgpj
Bhwide
a* generator Babayaga
0oz (1.0195GeV) = (431.0 £ 0.3) nb

Another check to ensure the correctness of theoretical calculations is to compare the
results from different generators. At DA®NE, the event generators Babayaga [37, 38|
and Bhagenf [39], both developed for large angle Bhabha scatterings and based on the
cross section calculation in Ref. [31], have been evaluated, as well as their systematic
uncertainties. The cross sections calculated with the two generators, including the event
reconstruction efficiency, are listed in Table 3.6.

The error given in the cross section is mainly due to the Monte Carlo statistics. The
theoretical uncertainty claimed by the authors is 0.5% in both cases. The radiative cor-
rections due to the treatment of initial and final state radiation in Bhagenf and Babayaga
have been compared with two other event generators: Bhwide [11] developed for LEP and
Mcgpj [41] developed for VEPP-2M, which are all based on the cross section calculated
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in Ref. [42]. In Ref. [43] a detailed comparison has been performed and the agreement
is within 0.5%, supporting the claims from the authors of the Bhagenf and Babayaga
generators.

At BESII, generators with cross section accuracy up to order-o® are used. At BES-III,
a generic Monte Carlo generator KKMC [32] has been adopted; this can provide cross
sections with an accuracy up to order-a*. Further checks, such as the shape of the photon
energy spectrum, can be made when data are available.

3.2.4 Summary

Table 3.7 summarizes the errors in the luminosity measurement at CLEO [23] and
estimated errors for BES-III. Improvements at BES-III includes:

e Statistics : the 0.2% statistical uncertainty corresponds to 250,000 Monte Carlo
events: 1,000,000 events will accommodate a statistical uncertainty at the level of
0.1%, which can be easily realized at BES-III;

e Backgrounds : The same level of background as seen at CLEO, namely 0.1%, is
expected at BES-III;

e Trigger efficiency : as discussed in Sect. 3.2.3, this uncertainty can be conservatively
taken to be 0.5%;

e consistency between data and Monte Carlo: 1.0 % ;

e radiative corrections : 0.5%.

Table 3.7: Relative Error (%) in luminosity for CLEO and BES-III.

Exp.Group CLEO BES
Source vy o optuT | ete +
Monte Carlo Statistic
Backgrounds
Trigger Efficiency
Detector Modeling
Radiative Corrections
Summed in Quadrature
combine
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3.3 Particle Identification’

3.3.1 Introduction

Particle identification (PID) will play an essential role in most BES-III physics anal-
yses [1]. Good p/7 separation is required for precision fp/fp, measurements. Excellent

"K. L. He, J. F. Hu, B. Huang, G. Qin, S. S. Sun, Y. H. Zheng
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electron identification will help to improve the accracy of the CKM elements |Vi| and
|Veal. The identification of hadronic (w/K/p) particles will be a commonly used tool in
BES-III physics analysis, and often the most crucial item to be considered.

Each part of the BES-III detector executes its specific functions and provides infor-
mation that can be used to determine the particle identity. The PID capabilities are
quite different for each sub-detector and for each different momentum range. To improve
the PID performance, a powerful technique is required to combine the available informa-
tion in the most optimal way, especially when some of the inputs are highly correlated.
In recent years, various PID algorithms, such as the likelihood method [44], the Fisher
discriminator [45], the H-Matrix estimator [46], artificial neural networks [47], and the
boosted decision tree [48], have been developed. Most of the PID requirements in the
BES-III physics program involve high quality e/7, u/m and 7/ K separation.

3.3.2 The PID system of BES-I11

The BES-III detector [1] consists of a main drift chamber (MDC), Time-Of-Flight
(TOF) counters, a CsI(Tl) crystal calorimeter, and a muon identifier. All of them con-
tribute to particle identification.

The dF/dx measurements

The main drift chamber (MDC) consists of 43 layers of sensitive wires and operates
with a 60%/40% He/C3Hg gas mixture. The expected momentum resolution o, /p is about
0.5% at 1 GeV/c. The energy loss in the drift chamber provides valuable information for
particle identification. The normalized pulse height, which is proportional to the energy
loss of incident particles in the drift chamber, is a function of v = p/m, where p and m
are the momentum and mass of a charged particle. Figure 3.4(a) shows the normalized
pulse height variation with momentum for different particle species. From the figure, it is
evident that electrons, muons and pions with momenta around 0.2 GeV/c cannot be well
separated by dE/dx pulse height measurements. Similarly, the dE/dz pulse heights will
not discriminate electrons from kaons in the 0.5-0.6 GeV/c momentum range.

There are a number of factors that can effect the dE/dx performance [52]: the number
of hits, the average path lengths in a cell, space charge and saturation effects, electric field
non-uniformities etc. After calibration, the dF/dx measurement resolution is expected to
be between 6% and 7%. Using dF/dx information, 30 K/m separation can be achieved
for momentum below 0.6 GeV/c; good e/m separation can be obtained for all momenta
above 0.4 GeV/c.

The TOF counter

Radially outside of the MDC is the TOF system, which is specialized for particle
identification. It consists of a two-layer barrel array and one layer endcap array. There
are two readout PMTs on each barrel scintillator and one on each endcap scintillator.
The expected time resolution for the two layers combined is between 100 and 110 ps for
K’s and 7’s, providing 20 K/ separation up to 0.9 GeV/c.
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Figure 3.4: (a) The normalized pulse heights (dF/dx) vs. momentum of charged particles;
(b) The mass square distribution from TOF measurements.

The TOF system measures the flight time of charged particle. The velocity (Gc) and
mass (m) of the charged particle can be calculated from

2
G L | 3

e 7 (3.7)

where %, is the measured time-of-flight, L and p are the corresponding flight path and
momentum of the charged particle given by MDC measurements, and c is the velocity
of light in vacuum. The typical mass square distributions for electrons, pions, kaons and
protons in different momentum ranges are shown in Figure 3.4(b).

The PID capability relies on good time resolution (o) of the TOF system. o; depends
on the pulse height, hit position, and the beam status. Usually the value of o, varies for
different TOF counters due to different performance of the scintillator, PMT, and elec-
tronics. Since the TOF measurements are correlated due to the common event start time,
the weighted time-of-flight for two layers is obtained by a correlation analysis discussed
below and in in Ref. [53].

The CsI(T1) Calorimeter

The CsI(T1) crystal electromagnetic calorimeter (EMC) contains 6240 crystals, and is
used to measure the energy of photons precisely. The energy and spatial resolutions are
2.5% and 0.6 cm at 1 GeV, respectively. The characteristics of an electromagnetic shower
is distinctive for the electron, muon and hadron, thus the energy deposited and the shape
of the shower in the calorimeter can be used as discrimination variables for PID.

The energy deposited by minimum ionizing charged particles passing at normal inci-
dence through the EMC crystals without interacting is about 0.165 GeV. Electrons and
positrons lose all of their energies in the calorimeter by producing electromagnetic show-
ers, the ratio of deposited energy to the track momentum (FE/p) will be approximately
unity. Sometimes the energy deposited by hadrons will have an E/p ratio higher than
that of the expected by ionization due to the nuclear interactions in the CsI material.
Figure 3.5(a) shows the energy deposited versus momentum for e, y and 7 in the EMC.
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Figure 3.5: (a) Energy deposit in the EMC vs. the momentum for e, y and 7; (b) ratio
of Eseeda/E3x3 for e, p and 7; (¢) ratio of Esy3/Esx5 for e, p and 7; (d) second-moment
distributions for e, o and 7.

The “shape” of the shower can be characterized by the three energies: Fg.q, the
energy deposited in the central crystal; Fsy3, the energy deposited in the central 3 x 3
crystal array; and E5y5, the energy deposited in the central 5 x 5 crystal array. The ratios
of Egeed/F3x3 and Esy3/Es«5 for e, p and 7 at 1 GeV/c are plotted in Figures. 3.5(b)
and 3.5(c), respectively.

The second-moment S is defined as

L2
g zifi-di (3.8)

Zi E;

where E; is the energy deposited in the i*" crystal, and d; is the distance between the
ith crystal and the center position of reconstructed shower. The original idea of S was
developed by the Crystal Ball experiment [54] to distinguish clusters generated by 7°’s
and v’s. The S distributions for e, 1 and 7 at 1 GeV/c are shown in Figure 3.5(d).

The muon system

The magnet return yoke has nine layers of Resistive Plate Chambers (RPC) in the
barrel and eight layers in the endcap to form a muon identifier. The spatial resolution is
about 16.6 mm.

An electron’s energy is exhausted in the calorimeter and cannot reach the muon
counter. On the other hand most of the hadrons pass through the material of calorimeter
and magnet coil, and are absorbed somewhere in the iron yoke. Muons have a strong
penetrating probability and usually produce one hit in each layer. Hadrons can produce
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Figure 3.6: (a)The travel depth of ¢ and 7 in muon counter; (b) The maximum number
of hits for ;1 and 7 in all RPC layers.

many hits in the layer near to where an interaction occurs. The distances between muon
hits and the extrapolated positions of an MDC track are used to reduce hadron contami-
nation to a low level, since the hits generated by secondary muons from 7/K decay will
not match the inner track very well. Figure 3.6 shows the distributions of penetration
depth and the maximum number of hits in all RPC layers for p’s and charged 7’s with
momentum in the range 0.8-1.5 GeV/c.

3.3.3 The Likelihood Method

Relative likelihoods (likelihood ratios) provide the most powerful discrimination be-
tween particle identification hypotheses, and the statistical significance gives a measure
of the consistency between data and the selected hypotheses.

Probability Density Functions

The response of a detector to each particle species is given by a probability den-
sity function (PDF), which, written as P(x;p, H), describes the probability that a par-
ticle of species H = e*, u*, 7%, K* p,p leaves a signature x described by a vector of
measurements(dE /dx, TOF, e/p, ...). P(x;p, H)dz is the probability for the detector to
respond to a track of momentum p and type H with a measurement in the range (x, z+dx).
As with any PDF, the integral over all possible values is unity, f P(x;p, H)dx = 1. Note
that the momentum is treated as part of the hypothesis for the PDF and therefore is
placed to the right of semicolon. Drift chamber momentum measurements are usually of
sufficient precision that they can be treated as a given quantity. In borderline cases when
the precision is marginally sufficient, the PDF is sometimes smeared by the assumption
that the momentum is perfectly measured.

The vector x may describe a single measurement in one detector, several measurements
in one detector, or several measurements in several detectors. The measurements may be
correlated for a single hypothesis. An example of correlated measurements within a single
device is F//p and the shower shape of electrons in the EMC. An example of correlated
measurements in different detectors is the energy deposited in the EMC and the muon
chambers by charged pions. In many cases the correlations are reasonably small and
the overall PDF can be determined as a product of the PDFs for indivdual detectors.
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For example, the specific ionization deposited by a charged track as it traverses the drift
chamber has almost no influence on time-of-flight measurements in the TOF.

The challenge of PID analysis is to determine the PDFs and their correlations (if any)
as well as to understand the uncertainties of these distributions.

Likelihood

Given the relevant PDF's, the likelihood that a track with measurement vector z is
a particle of species H is denoted by L(H;p,z). Although the functional forms of the
PDFs and the corresponding likelihood function are identical, the difference between
L(H;p,x) and P(x;p, H) is subtle: probability is a function of the measurable quantities
(x) for a fixed hypothesis (p, H); likelihood is a function of particle type (H) for a fixed
momentum p and the measured value (x). Therefore, an observed track for which x has
been measured has a likelihood for each particle type. Competing particle type hypotheses
should be compared using the ratio of their likelihoods. Other variables having a one-
to-one mapping onto the likelihood ratio are equivalent. Two commonly used mappings
of the likelihood ratios are the difference of log-likelihoods and a normalized likelihood
ratio, sometimes called the likelihood fraction. For example, to distinguish between the
K™ and 7" hypotheses for a track with measurements z,,s, these three quantities would
be written as:

E(K+;pobsa xobs)/ﬁ(ﬂ-—l—;pobsvxobs) (39)
log (LK™ pos, Tons)) — 108 (LT Pobs, Tons)) (3.10)

‘C(K+;pobsa xobs)
‘C(K+7 Pobs; zobs) + [’(ﬂ-—‘r; Pobs; xobs)

It can be shown rigorously that the likelihood ratio (Eq. (3.9) and its equivalents Eq. (3.10)
and Eq. (3.11)) discriminate between hypotheses most powerfully. For any particular cut
on the likelihood ratio, there exists no other set of cuts or selection procedure that gives
a higher signal efficiency for the same background rejection.

There has been an implicit assumption made so far that there is perfect knowledge of
the PDF describing the detector. In the real world, there are often tails on distributions
due to track confusion, nonlinearities in detector response, and many other experimental
sources that are imperfectly described by the PDFs. While deviations from the expected
distribution can be determined from control samples of real data, the tails of these dis-
tributions are often associated with fake or badly reconstructed tracks. That is why
additional consistency tests should be made.

(3.11)

Weighted Likelihood

In the case (such as particle identification) that the a priori probabilities of competing
hypotheses are known numbers, P4(H ), likelihood can be used to calculate the expected
purities of given selection criteria. Consider the case of K /7 separation, the fraction of
kaons in a sample with measurement vector x is given by

L(K;x)-Pa(K)
L(m;z) - Palm) + LK 2) - Pa(K)

F(K;z)= (3.12)
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This can be considered as a weighted likelihood ratio where the weighting factors are a
priori probabilities. The F(K;x) are also called posteriori probabilities, relative proba-
bilities, or conditional probabilities, and their calculation according to Eq. (3.12) is an
application of Bayes’ theorem. The purity, i.e., the fraction of kaons in a sample selected
with, say, F(K;z) > 0.9, is determined by calculating the number of kaons observed in
the relevant range of values of F and normalizing to the total number of tracks observed
there, e.g.,

iy .7: H;z)dF(H;x
fraction(Fy > 0.9) = fog 4 (Hiz) N( ) ), (3.13)
fog N dF(H; )

where the integration variable is the value of F(H; [L’)

An example of TOF and dE/dz PID

At BES-III, TOF and dE/dz are most essential for hadron separation. In the TOF
detector, the time-of-flight ¢ is measured with a Gaussian resolution o, that is assumed to
be a constant(~ 100 ps). Similarly, the energy loss in the drift chamber (dE/dx) also has
a Gaussian distribution with a resolution of oz ~ 6.5%. If all incident particles are known
to be either pions, kaons and protons at some fixed momentum, then the distributions of
t and dE/dx will consist of the superposition of three Gaussian distributions, centered at
the central values of (¢, tx.t, ) and ((dE/dz)., (dE/dz)k, (dE/dx),) for pions, kaons
and protons. The PDF for the pion hypothesis is the normalized probability function

Pltir) = —o—exp [_ ! (t ;tw)z]
\/%O_E exp [_% (dE/dx _g]idE/dX)”f] |

The PDFs for the kaon and proton hypotheses have similar forms. Using the observed
time of flight ¢ and dF/dx information, the likelihoods for pion, kaon and proton can be
constructed from

(3.14)
P(dE/dx; ) =

L(m) = L(m;t,dE/dx) = P(t;7) - P(dE/dx; 7),
LK) =L(K;t,dE/dx) = P(t; K) - P(dE/dx; K), (3.15)
L(p)L(p;t,dE/dx) = P(t;p) - P(dE/dx; p).

We consider K/ separation in a sample that consists of 80% pions and 20% kaons.
Using the observed time of flight ¢ and energy loss in the drift chamber, it is possible to
calculate the relative probabilities of pions and kaons for these measured ¢ and dFE/dx

values:
Ay = PalmL()
Palm)L(m) + ZA%K)ﬁ(K) ’ (3.16)
A PalKIEL)

Pa(m)L(m) + Pa(K)L(K)
By construction, F(7)+F(K) = 1. The calculation of relative probabilities are illustrated

in Figure 3.7. As shown in Figure 3.7, the K /7 separation at 0.6 GeV is better than it is
at 1 GeV.
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mation for track momenta of 0.6, 0.8 , 1.0 and 1.2 GeV/c. The time of flight distribution
is calculated for a 1.0 m flight distance.
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Cell analysis

In the example presented above no correlations are assumed between the particle iden-
tification provided by TOF and that provided by dE/dz. This is an acceptable approach
if the TOF is a purely passive detector and there are no other sources of correlation. An
approach that takes into account all correlations explicitly is cell analysis. Basically, you
make a multi-dimensional histogram of all relevant variables and compute the fraction
of tracks that land in each cell for each hypothesis. You can then use these fractions as
the likelihood. The result is optimal with all correlations completely accounted for, if the
cells are small enough.

The trouble with this approach is that as the number of variables becomes larger, the
number of cells quickly gets out of control. It becomes impossible to find enough “training
events” to map out the cell distributions with adequate statistics. Still, it is a viable
approach for a small number of variables and is well suited to a problem such as combining
E/p and event shape in calorimeter. This would, in principle, involve three variables: E/p,
shape, and the dip angle, and one might get by with relatively large cells. A judicious
choice of cells that uses our knowledge of the underlying physics can greatly reduce the
number of cells needed. e.g., the dip angle might be eliminated as a variable if a dip-
corrected shape variable could be devised. If groups of highly correlated variables can be
treated together, we might be able to construct a set of relatively uncorrelated likelihoods.
It may be necessary to combine information from several detectors to construct some of
these variables.

3.3.4 A correlation analysis of TOF PID

A charged particle passing through the barrel array of scintillators will produce sig-
nals in one or two layers of the TOF counter, corresponding to two or four time-of-flight
measurements. However, at BES-III the problem of averaging more than one TOF mea-
surement is complicated because the different measurements are correlated due to the
common event start time. A better choice would be a weighted average of the different
measurements.

General algorithm

For the covariance matrix elements given by (V;);; = (0t;0t;), where 8t; = t; — ¢, ¢ is
the average of t;, the definition of the standard deviation is

]
where t = >, w;t; and >, w; = 1. Using standard Lagrange multiplier techniques, we

obtain: -
w; = Lt_l)’“ (3.18)
iV )ik

Errors and correlations of TOF measurements

The TOF time resolution (o) can be factorized into the product o4(Q) - 0+(2), where
0:(Q) and o4(z) are functions of the pulse height ) and the hit position z [55]. The
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function 0,(Q) is complicated, and needs further study based on on real data. On the
other hand, the z-dependent time resolution oy(z) is known and similar for electrons,
muons and hadrons [55]. Figure 3.8(a) shows a typical variation of o;(z) from one readout
unit as a function of z for Bhabha events. The time resolution becomes poorer when the
hit position is far from the readout end.

For a given barrel TOF counter, the t,., in the left-end and the right-end readout
units can be decomposed as

tv =t.+ (tp)1, ta=t.+ (tp)o, (3.19)

where t; and ty represent the t.,.,’s in two readout PMTs, t. represents the common
part of t; and ¢y including the common start time, and (tp); and (tp)s represent the
uncorrelated parts of ;1 and t5. The covariance matrix for ¢; and ¢, can be expressed as

2 2
v, = ("; “3) , (3.20)
2

o; o

where o7 and oy are the time resolution in the left-end and the right-end readout units,
and o, is the uncertainty in ¢.. According to the definition of the covariance matrix, we
have the following expressions

O'% = <5t15t1> = <5tc(5tc> + <5(t[))15(t[))1>,
o5 = (8tadta) = (0t.6te) + (0(tp)2d(tp)a), (3.21)
02 = (6t,0ty) = (0t 0t.),

where we have used the fact that the correlations (6t.0(tp)i) = 0, (6t.0(tp)2) = 0 and
<5(tD)15(tD)2> ~ 0.
To get 0. conveniently, we define two new time variables
t1 + 1o t1 — to

t_ = . 3.22
2, . (3:22)

t+:

The fluctuations of £, and ¢_ can be expressed as

2 2 2

0% = (0t oty) = 7% %,
24, 2 (3.23)

g = _ _ = _

- 4 2

where o, and o_ are the time resolution of ¢, and ¢_. The value of o, can be directly
extracted as 0. = y/o% — 02. Figure 3.8(b) shows the distributions of o (z), o_(z) and
o.(z), where o.(z) is approximately a constant. Substituting the expression of Eq. (3.20)
into Egs. (3.17)—(3.18), we get

2 2 2

2
wy = —2"9% 91" % (3.24)
L7 021 02 2027 2T 02 4 g2 — 202 '
1 2 c 1 2 c

and y .
2 0103 — 0

0f = — = ¢ 3.25

b 02402 — 202 (3.25)

The resulting o7 as a function of z is shown in Figure 3.8.
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Figure 3.8: (a) The variation of o4(2) for the left-end and the right-end readout unit in a
barrel TOF counter; (b) Time resolution of ¢, t_, t. and the weighted time ¢ for a one-
layer TOF measurement; (c¢) The correlations between the two TOF layer measurements,

where o7, (2) = /02 (z) — 02 (2).
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Combining the time-of-flight from two-layer measurements

Similar to the method adopted for the one-layer measurement, we can construct the
covariance matrix for the two-layer measurement case as follows

2 2
Vi = ("51 “L) : (3.26)
or. 01,

where o is the correlation between two-layer measurements. Substituting ¢;, o with
tr1, tro in Egs. (3.19) and (3.22), we get the corresponding errors and correlations. The
weighted time-of-flight of two-layer measurements is easily obtained by applying the co-
variance matrix of Eq. (3.26) in Eq. (3.24). The resulting tiea — texp are shown in Fig-
ure 3.9(a).

The apparatus of barrel TOF array can be considered as providing four independent
measurements of the time-of-flight for a charged particle. The covariance matrix of TOF
measurements can be constructed as

of o, 0. 0¢
2 2 2 2
o; 05 0. O
vi=|% %% % (3.27)
5 5 5 5
O, 0, 0, 0y
In Eq. (3.27), 0;(i = 1,2,...,4) are the resolutions of all readout units, the correlations

(0.) between the two-end of readout units in each layer, and the correlation between two-
layer measurements are in fact the same. Employing the covariance matrix Eq. (3.27) in

Egs. (3.17)—(3.18), the weight factors w;(i = 1,2,...,4) can be easily calculated. The
resulting fea — texp distribution is shown in Figure 3.9(b).
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As shown in Figures 3.9(a) and 3.9(b), the resulting time resolutions from two weight-
ing methods are consistent. The standard weighted method adopted in the TOF calibra-
tion/reconstruction software will be in two steps: combining the two-end TOF measure-
ments in each layer; calculating the weighted time from the two-layer measurements.

3.3.5 Applying the ANN technique in PID algorithm at BES-I11

If the variables are not highly correlated, multiplying the likelihood associated with
each variable should suffice. If correlations are simple enough, a change of variables
or a cell analysis may suffice. If the variables are highly correlated, neural nets and
other opaque boxes might construct near-optimal discrimination variables. The PDF's
for the resulting variables can be used as the basis for a likelihood analysis. Using the
same formalism for neural network outputs as for conventional likelihood analyses allows
modular design of analysis software with no loss of information and optimal discrimination
between hypotheses.

At present, a class of Multilayer Perceptrons (MLP)[60] neural network has been ap-
plied to the BES-III PID algorithm and is implemented in ROOT [61]. The PID variables
described in Section 3.3.2 and Section 3.3.2 are correlated each other. With no loss of
information, a cell analysis may not be sufficient for the likelihood method to get an op-
timal result. Since the correlations of PID variables among sub-detectors are reasonably
small and can be ignored, the neural networks can be configured sequentially.

Brief description of the artificial neural network

An artificial neural network [47] is a computational structure inspired by the study
of biological neural processing. Feed-forward neural networks, also known as multilay-
ered perceptrons, are most popular and widely used. The output of a feed-forward
neural network trained by minimizing, for example, the mean square error function, di-
rectly approximates the Bayesian posterior probability without the need to estimate the
class-conditional probabilities separately. A feed-forward neural network (NN) is shown
schematically in Figure 3.10. Such networks provide a general framework for estimating
non-linear functional mapping between a set of input variables x(x1, xs, ..., zy) and an
output variable O(x) (or a set of output variables) without requiring a prior mathematical
description of how the output formally depends on the inputs.

The network is made of neurons characterized by a bias and weighted links in between,
the links are called synapses. A layer of neurons makes independent computations on the
data, and so it receives and passes the results to another layer. The next layer may in turn
make its independent computations and pass on the results to yet another layer. Finally,
the processed results of the network can be determined from the output neurons. As
indicated in the sketch, all neuron inputs to a layer are linear combinations of the neuron
output of the previous layer. For a given neuron j in layer k, we have the following
equation

My
o = A (w'oz ) ) , (3:28)
i=1

where xf‘l(i =1,2,..., Mj_) represents the input signal from the previous layer k — 1,
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Figure 3.10: The schematic structure of a multilayered perceptrons’ neural network: the
input layer contains N neurons as input variables (2{_, , _y); the output layer contains
(two) neurons for signal and background event classes; in between the input and output
layers are a number of & hidden layers with arbitrary number of neurons (z%_, , ;).

M, is the total number of neurons in layer k — 1, wfj’s represent the synaptic weights
of neuron 7, the bias term ng (not shown in Figure 3.10) is acquired by adding a new
synapse to neuron j whose input is xlgj_l = 1. The transfer from input to output within a
neuron is performed by means of an “activation function” A(z). In general, the activation
function of a neuron can be zero (deactivated), one (linear), or non-linear. For a hidden

layer, a typical activation function used in Eq. (3.28) is a sigmoid

B 1
Cl4e

A(z) (3.29)
The transfer function of the output layer is usually linear. As a consequence: a neural
network without a hidden layer should give identical discrimination power as a linear
discriminant analysis like the Fisher discriminator. In case of one hidden layer, the neural
network computes a linear combination of sigmoids.

The number of parameters (the synaptic weights wf;’s in Eq. (3.28)) need to grow only
as the complexity of the problem grows. The parameters are determined by minimizing
an error function, usually the mean square error between the actual output OP and the
desired (target) output 7,

N

1
E=——Y (0 — )2 3.30
2Npp;< ) (3.30)

with respect to the parameters. Here p denotes a feature vector or pattern. The stochastic
optimization algorithm used in learning enables the model to be improved a little bit for
each data point in the training sample. Neural networks provide a very practical tool
because of the relatively small computational times required in their training. Their fast



48 3. Analysis Tools

convergence as well as their robustness in supervised learning of multilayered perceptrons
are due to the efficient and powerful algorithms that have been developed in recent years.

The configuration of PID networks

The PID variables selected from each sub-detector together with the incident mo-
mentum and the transverse momentum have been grouped and trained separately, each
sub-detector (the barrel part and the endcap part) has one output. In this step, the neu-
ral network for each sub-detector is quite simple. Almost all sub-networks are configured
with one hidden layer containing 2/N hidden neurons, where N is the number of the input
neurons. A total of 50,000 single track events for each particle species with momentum
ranging from 0.1 GeV/c to 1.6 GeV/c and —0.83 < cosf < 0.83 are trained for this neural
network, where 6 is the incident polar angle. The output values are constrained to be 1,
2, 3, 4 and 5 for electron, muon, pion, kaon and proton, respectively. The training results
for each sub-detector are shown in Figures 3.11(a)-3.11(d).

The muon and pion bands are merged into one single peak (around 2.5) in the dE/dx,
TOF and EMC outputs. The EMC and MUC information is not very applicable for kaon
and proton identification; the EMC output does provide some muon- pion discrimination.
The MUC output can separate muons from hadrons quite clearly.

The neural network outputs from the sub-detectors can be combined in several ways to
get near-optimal discrimination variables. For example, the probability density functions
(PDF) for the resulting variables can be used as the basis for a likelihood analysis, or
can be used as the input variables for a sequential network. At present, a conventional
likelihood analysis based on the neural network output variables and a sequential neural
network analysis are applied in parallel to the BES-IIT PID algorithm. The sequential
neural networks consists of two input momentum variables and four input PID variables.
The momentum variables are the incident momentum and the transverse momentum.
The PID variables include the neural outputs from dE/dz (Ogg/ax), TOF (Oror), EMC
(Ogmc) and MUC (Opuc) system (the barrel part and the endcap part separately). The
neural network is configured with one hidden layer of ten hidden neurons. Electron, muon,
and hadron separations are studied with several simulated Monte Carlo samples through
different configurations of networks. Cuts are put on the output of final discrimination
variables (the output of sequential network Ogeq)-

Muon identification

Muon candidates are required to have some response in the y—identifier. The sequen-
tial neural network is trained with two PID variables: the Oyuc and the Ogye. The
u—1ID abilities are studied in different momentum partitions by comparing the discrimi-
nation results from Oyyc and Ogeq. Figures 3.12(a) and 3.12(b) show the variations of the
muon identification efficiency and pion contamination rate as functions of incident track
momentum, where the track momentum is required to be greater than a cut-off threshold
(~500 MeV/c). Above 0.8 GeV/c, the muon identification efficiency is around 90%, and
the pion contamination rate is about 5%. Additional information from the EMC may
help improve the p—ID ability.

As experienced in the BaBar experiment [62], the additional variables, e.g., the good-
ness of muon track fit and the goodness of the muon track matching to the extrapolation
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Figure 3.11: NN outputs of sub-detectors. (a) dE/dx output; (b) TOF output; (¢) EMC

output; (d) MUC output.
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Figure 3.12: PID efficiencies and contamination rates in different momentum partitions.
(a) pu/m separation with Oyyc; (b) /7 separation with Oyye and Ogye; (¢) e/ sepa-
ration with Ogmc; (d) e/7 separation with Ogmc, Oror and Oggjax; (€) K/ separation
with the likelihood method; (f) K/ separation with neural networks. In (c¢) and (d), the
pion contamination rates are enlarged by a factor of ten.

position from inner track system, may help reduce the background contamination rates.
These inputs will be studied at BES-III in the future.

Electron identification

Figure 3.12(c) shows the variations of electron identification efficiency and pion misiden-
tification rate in different momentum intervals as a function of cuts on Ogye. Above 0.6
GeV/c, one can see that the electron-ID efficiency is greater than 95% while the pion
contamination rate can be as low as ~ 1073, On the other hand, with Ogyc alone, the
e/m separation is quite poor for low momentum tracks (i.e. less than 0.4 GeV/c).

Both Ogg/ax and Ogmc are good discrimination variables to separate electrons from
pions above 0.4 GeV/c. Oror can separate e/m quite effectively below 0.3 GeV/c. The
neural network trained with Ogg/ax, Oror and Ogmc, shown in Figure 3.12(d), offers
a nearly uniform acceptance and background contamination between 0.25 GeV/c and
1.6 GeV/c. It is interesting to note that the acceptance hole between 0.2 GeV/c and
0.4 GeV/c almost vanishes after the application of an appropriate cut, even though
no detector has clear discrimination power for electrons in this region. The system is
obviously making the inference that the particle has to be an electron if it is not one of
the others. This is the combined contribution from the sub-detectors.

7/ K separation

It is generally believed that proton identification will be extremely good using the
TOF and dF/dx information at BES-III. Hence, only the K/m separation is focused on
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here. As discussed in Section 3.3.2, the dF/dx can identify K’s and n’s very effectively
below 0.6 GeV/c; the two-layer TOF can separate K /7 up to momenta of 0.9 GeV/c.

Traditionally, a likelihood method that combines the TOF and dF/dx information is
applied to hadron identification. To construct the PDFs, data are divided into several
bins in momentum and cos 6 partitions to obtain the corresponding resolutions and offsets.
Figure 3.12(e) shows the variation of kaon identification efficiency and pion contamination
rate as a functions of momentum. In the real world, there are often tails on distributions
due to track confusion, nonlinearities in detector response, and other experimental sources
that are imperfectly described in the PDFs. In light of this, it is helpful to apply the NN
technique to hadron separation.

The network is trained with two PID variables: Oror and Ogg/ax. The PID ability is
studied as a function of cuts on the output of the sequential neural network Oge. The
results are shown in Figure 3.12(f). Both the likelihood method and the neural network
method give similar results. Below 1 GeV/c, one can see that the kaon-ID efficiency is
greater than 95% while the pion contamination rate is less than 10%. The K /7 separation
is extremely good for low momentum tracks (i.e., less than 0.8 GeV/c).

3.3.6 Future PID algorithms for BES-II1

The shapes of the PID variables from the EMC and MUC systems are complicated
and there may exist non-linear correlations between between. It is difficult for the likeli-
hood method to construct the PDFs analytically and handle these correlations properly.
From our studies, good electron-ID and muon-ID can be easily achieved from the neu-
ral network at BES-III with full detector information. In a simple application, e.g., for
hadron separation, we get similar results from the the neural network and the likelihood
methods, where the PID variables in TOF and dFE/dx systems are quasi-Gaussian, and
the correlation between two-layer TOF measurements is approximately linear. Hence a
flexible configuration of PID neural networks is employed for both simple and complicated
applications.

There are still a lot of factors that have to be taken into account while applying the
artificial neural network techniques to particle identification at BES-III. For example,
one or several input variables may have to be removed due to the imperfect consistency
between data and Monte Carlo simulation. Impurities in the training samples may in-
troduce additional systematical uncertainties. More detailed studies are needed in the
future. Now the likelihood and the artificial neural network PID algorithms are being
studied in parallel. The final BES-III PID algorithm will definitely be a combination of
all the methods such as, for example, using the likelihood method to combine the neural
network outputs from sub-detectors.
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3.4 Kinematic Fitting °

3.4.1 Introduction

Kinematic fitting is a mathematical procedure in which one uses the physical law
governing a particle interaction or decay to improve the measurements describing the
process. For example, consider the decay chains, 1(3770) — D°D9, where DO decays to
the C'P eigenstate K2m’ and D decays to the hadronic mode K~ 7. There are several
constraints that can be applied: (1) the 777~ pair from K9 decay must come from a
common space point(2 x 2 — 3 = 1 constraint); (2) the momentum vector of 7*7~ pair
must be aligned with the position vector of the decay vertex relative to the interaction
point(3 — 1 = 2 constraints); (3) the mass of the vy pair has to be equal to the 7"
mass(1 constraint); (4) energy and momentum are conserved in the DD production (4
constraints); and (5) the mass of K37? has to be equal to the mass of K~7" (1 constraint).
When the tracks are refit with these 9 constraints using the general algorithm discussed in
next section, their parameters are forced to satisfy the constraints, thereby improving the
mass and momentum resolution of the D° and the DY. These resolution improvements
will translate to a larger signal to background ratio and frequently elevate marginal signals
to statistical significant results. The importance of kinematic fitting to data analysis is
demonstrated by its use in virtually all modern high energy physics experiments.

3.4.2 General algorithm

The fitting technique is straightforward and is based on the well known Lagrange
multiplier method [63]. It is assumed that the constraint equations can be linearized and
summarized in two matrices, D and d. Let « represent the parameters for a set of n
tracks. It has the form of a column vector

651

Qi
a = . . (3.31)

Qnp

Initially the track parameters have the unconstrained values ag, obtained from the recon-
struction. The r constraint functions can be written generally as

H(o) =0, where H= (H, H, --- H,). (3.32)
Expanding (3.32) around a convenient point a4 yields the linearized equations

_ 8H(CEA)

0 156"

(v —ay) + H(ay) = Déa +d, (3.33)

8By Kanglin He, Beijiang Liu, Min Xu, Xueyao Zhang
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where dav = o« — ar4. Thus we have

om o, o,
Jdag;  Oas Jay,
Hl(OéA)
O0H, OH, OH, Hy(aua)
D= Oag  Oag Jay, |7 d= : ’ (3.34)
: : - : H,(ay)
0OH, OH, 0H,
Jda;  Oas Jay,

0H; ) . .
or D;;j = 3 “and d; = H;(aa). The constraints are incorporated using the method of
Q;
Lagrange multipliers in which the x? is written as a sum of two term

Y= (a—ag)"'V (a— ap) + 20" (Déa + d), (3.35)

where )\ is a vector of r unknown Lagrange multipliers. Minimizing the y? with respect
to a and A yields two vector equations that can be solved for parameters o and their
covariance matrix:

Va_ol(a — ) + DA =0,

Déa +d = 0. (3.36)

The solution can be written as:

a = ay — Vo, DTN,
A= Vp(Ddag + d), (3.37)
Vo = Vo — Vo DTV DV,

where Vp = (DVO“)DT)_1 is the r x r constraint covariance matrix and
2= MV = M (Ddag + d). (3.38)

Note that the y? can be written as a sum of r distinct terms, one for each constraint. It
can be shown that the new covariance matrix V,, has diagonal elements that are smaller
than the initial covariance matrix V,,. In general, the nonlinearities of the constraint
equations requires that the kinematic fitting procedure be applied iteratively until satis-
factory convergence is achieved. Track parameters and their errors, covariance matrices,
fit information and other quantities can be obtained after fitting.

The constraints “pull” the tracks away from their unconstrained values. The “pull”
of the ¢*"—track parameter is defined as:

ull), = — %0
(puld) vV Vao)ii — (Va)ii

This is an important variable to test the track parameter and its error. The resulting
x? that is obtained with r constraints is distributed like a standard y? with r degrees of
freedom, if Gaussian errors apply. Of course, since track errors are only approximately
Gaussian, the actual distribution will have more events in the tail than predicted by
theory. Still, knowledge of the distribution allows one to define reasonable x? cuts.

(3.39)
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It is useful to compute how far the parameters have to move to satisfy a particular
constraint j. The initial “distance from satisfaction” can be characterized by the quantity
(Déag+d); and the number of standard deviations away from the satisfying the constraint

is easily calculated to be

. Djidozm + dj
(Vo )i

This information can be used to provide criteria for rejecting background in addition to

the overall y2.

For kinematic fitting, it is important to choose a track representation that uses physi-
cally meaningful quantities and is complete. We adopt the 7-parameter W format, defined
as oy = (Pg, Dy, D2, B, ¢, 9y, 2), a 4-momentum and a point where the 4-momentum is eval-
uated, in the BES-III kinematic fitting software package. It is straight-forward to transfer
the parameters of neutral tracks and their covariance to the W representation. The W
format is conveient for transporting particles in a magnetic field, and well suited for vertex

fitting. It has been noted that the W format also have enough information to represent
the general decays of particles.

(3.40)

gj

3.4.3 Common Kinematic Constraints

In this section, the constraints that are commonly encountered in high energy physics
are described. If multiple constraints are desired, one just extends the matrices by adding
additional rows, one row per constraint. This allows many constraints to be used simul-
taneously in the fit.

Invariant mass and energy-momentum constraints

The invariant mass constraint equation that forces a track to have an invariant mass
me 1S
2 2 2 2 2
E* —p; —p, —p; —m;=0. (3.41)

Processes where invariant mass constraints are frequently applied in high energy physics
analyses are 7°/n — vy, n — 7ta 7%, K — 777, and A — pr—, etc. All of these
involve decays into several specific daughter particles. Since the detector resolutions for
neutral particles are poorer than those for charged particles, the invariant mass constraints
for 7°/n — ~v are almost always applied in data analyses.

In most J/¢ and 1(2S) analyses, the final state daughter particles are fully recon-
structed and are required to satisfy energy-momentum conservation:

Pz — Pex = 07
gy :gey - 8 (3.42)
E—FE.=0.

Energy-momentum constraints are the most commonly used analysis tool. It is helpful for
improving the momentum, energy and mass resolution, and for suppressing combinatorial
backgrounds.
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We consider the analysis of J/¢ — pr — 7fn 7 — 777~y as an example to

illustrate the kinematic fitting procedure for energy-momentum constraints:

Pe1l + Dz2 + Pa3 + Poa = 07

Pyt + Py2 + Py3 + pya =0,

D21+ D22+ P23+ Dos = Oa
Ey+ Ey + E3+ Ey = My,

where the J/1 is assumed to be at rest in the laboratory frame. Initially, the track

0 0
al p:cz
ol 0

parameters have the values ap = | 2 |, where of = | "¢ |, i=1, 2, 3, 4, represent the
; G
oy E;

four momentum vectors of 7+, 7~ and two photons. The initial track covariance matrices
are denoted as Vg, i=1,2,3,4. The track parameters a; can be expanded about these
values (i.e., aj4 = a?) giving for D and d:

100010001000T1000 0, + 0% + % + 0%,
H_|0100010001000100 d- PO+ 1% + pls + Py
001 0001000T1O0O0GO0T1TO0}|" P+ % + 0% + pdy
00010001000100°0°1 EY + ES + E9 + EY — My,

The updated track parameters, covariance matrices and y? can be obtained by applying
Egs. (3.37) and (3.38). If one wants to apply the additional 7 — ~+ mass constraint:

(Es + E4)2 — (pas +px4)2 — (pys +py4)2 — (P23 +pz4)2 = M,fo,

the derivative matrices D and d will take the forms:

100010O0O0 1 0 0 0 1 0 0 0

010001O0O0 O 1 0 0 0 1 0 0
D=|00100O010 O 0 1 0 0 0 1 0 |,

000100O01 O 0 0 1 0 0 0 1

0000O0O0O0GO0 —2p° —2p2 —2p% 2E° —2p° —2p2 —2p% 2EY
and

Po1 + Pho + Pl + Pl
p21 + p22 + p23 + p24
d= Pl + Py +pl5 + Pl ;
EY+ E)+ EY+ E) — My,
(B ()2 — G — ()7 — M3

where p) = pls 4+ Py, Py = Ps + Phy, P2 = pls + P, and E° = EY + E}.

Reconstruction of K and A decay vertex

To introduce the subject of decay vertex reconstruction, consider Figure 3.13, which
shows a Ko that decays to 777~ at a secondary vertex after being produced in the
beam interaction region. An accurate determination of the lifetime requires that both the
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?
Production Vertex

Figure 3.13: A K2 travels a certain distance (“the flight distance”) before decaying into
its daughters. These daughters are subsequently measured by the tracking system.

beginning and endpoint of the K2 flight vector be determined accurately. The endpoint
is determined by vertex fitting, and its measurement accuracy is controlled purely by
the tracking error of the daughter particles. The beginning point is determined by the
beam spot size augmented, perhaps, as shown in Figure 3.13, by other tracks produced
in interaction point (IP), or by the average of preliminary vertex for lot of events.

The motion of a neutral track before its decay is a simple linear equation. We convert
the flight distance (s) measured from the production point (z,,y,, 2,) to the decay point
(4, Ya, za), to the proper decay time cr using s = et = yfer = (p/m)cr, yielding the
new equations

Pz
rq — —CT
m
Lp
p
Up | = | Ya—er | (3.43)
Zp
Y2
Zd — —CT
m

The lifetime c7 is determined with Eq. (3.43) representing constraint conditions. We can
apply

Y= (a—ag)"'V ' (a — ap) + 2X" (Déa + Eder + d) (3.44)

to solve for ¢ and its error, while at the same time improving the track parameters and
the start point [64]. Cascade decay vertices, such as, =~ — An~, then A — pr~ can also
be reconstructed by applying a similar technique [65].

A cut on the ratio of decay length to its error, s/oy, is useful to suppress combinatorial
backgrounds. Figure 3.14 shows the mass distribution of K3 (s/o > 2) and A (s/o, > 1)
after the secondary vertex reconstruction. The mass resolutions are ~ 3 MeV for Kg, and
~ 1.2 MeV for A.
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Figure 3.14: The mass distribution of reconstructed K3’s and A’s from a MC simulation.
The KJ and A mass resolutions are obtained from the weighted widths from double
Gaussian fits to the histograms.

Kinematic constraints for charm tag reconstructions

The general technique used in charm physics studies is referred to as tagging. At
the peak of the ¥(3770), charmed D mesons are pair produced with no accompanying
particles. Fully reconstructing one D from a subset of tracks in an event guarantees the
remaining tracks must originate from the recoiling D.

The total energy constraints £ = FE.(FEpeam) can be applied to improve the mass
resolution of charm tags by the fact that each D carries one-half the total cms energy, if
the cms is at rest in the laboratory frame. In this case, the reconstructed D mass is the
famous, so-called “beam constrained mass.” At BES-III, The produced (3770) is not at
rest since the electron and positron beam collides with a finite crossing angle (22 mrad).
The beam energy constraint can still be applied by simply boosting the tracks to the rest
frame of the ¢(3770).

The charmed partcle tags can be reconstructed in an alternative way that requires the
mass of the reconstructed D tag to be equal to the mass of recoiling D. In this case we
have

E} = phe —Phy —Pp. = (Ey— Ep)* = (ppa — Ppe)* — (Puy —Ppy)* — (Py= —pp2)?, (3.45)

where (pps, Ppys Doz Ep) and (Dys, Pyys Dyz, Fy) denote the energy-momentum vectors of
reconstructed D tag and produced v(3770). In the 1(3770) rest frame, the equal mass
constraint is totally equivalent to the beam energy constraint.

In Dalitz-plot or partial-wave analyses, an effective recoil mass can be calculated using
Erecot = Ey@770) — Etag and Drecoil = Py(3770) — Drag- One can perform a kinematic fit in
which the mass of the charm tag is constrained to the D mass and the recoil mass is
allowed to vary. The signal can then be seen in the recoil mass plot as a peak near the
D mass. With this type of constraint, each event has the same amount of phase space
for its decay throughout the recoil mass plot. This has the advantage that the kinematic
boundaries of phase space are the same for the signal and sideband regions of the recoil
mass plot.
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3.4.4 Applying Kalman filter techniques to kinematic fitting

In 1960, R. E. Kalman published his famous paper describing a recursive solution
to the discrete-data linear filtering problem [66]. It was introduced to the high energy
physics world in a paper by Frithwirth [67]. The Kalman filter is a set of mathematical
equations that provides an efficient computational (recursive) means to estimate the state
of a process, in a way that minimizes the mean of the square error. It is interesting to
derive the kinematic fit formalism in the Kalman filter framework [68]. This derivation
is also relevant to the addition of exact constraints to a fit. At BES-III, there are two
typical kinematic fitting problems:

1) constraints with a covariance matrix;

2) constraints with virtual particles.

that have to be processed by applying the Kalman filter technique.

Constraint with a covariance matrix

The exact constraints can be regarded as a measurement equation with infinite preci-
sion. Most kinematic constraints are of the exact type. But at BES-III, the contribution
from beam energy spread should be considered if the data are taken off the peak of narrow
resonance like the J/¢ and ¥(2S5). In general, we call the “measurement equation” the
constraint with a covariance matrix.

Synchrotron radiation and the replacement of the radiated energy by the accelerating
cavities generate an energy spread for each beam that results in an essentially Gaussian
distribution in beam energies E; centered on the nominal value (Ej)

, 1 By — E)?
GlE B)) = o ex0 [—%} | (3.46)

where A represents the beam energy spread.
Suppose that the electron and positron beams collide with a crossing angle 26 in the
x-z plane (at BES-III, § = 11 mrad). In tha case we have the measurement equation:

(v by po E)= <\/§tan9 00 V5 ) (3.47)

cos 0

where E = 2E),, 0E = v/2A and §/5 = V/2A cos 0. The corresponding covariance matrix
sin?6 0 0 sinf

is given by 2 - A?. 8 8 8 8 . Clearly, the correlation between p, and E are
sind 0 0 1

included.

Constraint with virtual particles

At BES-III, three kinds of constraints with virtual particles will commonly be encoun-
tered in data analysis. (In the following discussion, we suppose that a virtual particle
is represented by a 4-momentum vector ¢ = (¢, gy, ¢-, W) and all detected particles are
represented by a 4-momentum vector p = (py, py, D2, E).)
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e No detection information available; the virtual particle is connected to kinematic
fitting with some mass constraints. Energy-momentum conservation gives:

Pz + qz = Dex,
Py + qy = Dey,
Dz + 4z = Dezs
E+W =E..

In the analysis of J/1 — pnz™, where the n is onot detected, the mass of the virtual
particle n provides an additional constraint. In the analysis of ¥(3770) — DD,
where one D is reconstructed in one of its decay modes X and D is not required
to be reconstructed, an equal mass constraint myx = Mmissing can be employed to
improve the D tag mass resolution.

e Only position information is available; the virtual particle is connected to the kine-
matic fitting with a set of measurement equations. Some particles, e.g., K?, will
register reliable position information when it interacts in the detector. In this situ-
ation, we may construct “measurement equations” as additional constraints to the
energy-momentum conservation:

Ty + )\q:c = Zclus,
Yo + )\Qy = Yclus
Zy + )\qz = Zclus)

where (x,, Yy, 2,) is the position of interaction or decay vertex, (Zeus, Yeluss Zelus) 1S
the position vector of the neutral cluster with the covariance matrix Vs, and A is
the flight path. The value of the parameter A is not very interesting, it can be easily
substituted with —_—
)\ = q ‘/;lusAx
0" Viusd

where Az = (zv — Zclusy) Yv — Yelusy Rv — chus)-

Y

e The virtual particle is built by merging a set of tracks. Frequently, one wants to
build virtual particles with a vertex constraint(e.g. K3 — 7t77), or with a mass
constraint (e.g., 7° — 7). The pre-fitted Ko’s and 7°’s can be directly applied in
physics analyses.

3.4.5 Limitations of Kinematic Fitting

The precision of kinematic fitting is governed by the model of constraint /measurement
equations and the model of track parameters and their covariance matrices. To understand
the power and limitations of the kinematic fitting, one has to understand these models
well.

Since the natural widths of the narrow resonance such as the J/1 and ¢(25) are much
smaller than the detector resolution, the imperfection of energy-momentum constraints
could be ignored. For broad resonances above charm threshold or for data-taking off of
resonance peaks, effects due to beam energy spread and initial state radiation must be
taken into account.
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Unlike the real world, the errors of track parameters are assumed to be Gaussian
in the kinematic fitting procedure. In some experiments, the track errors are poorly
understood, making kinematic fittng be of little use. On the other hand, Kalman fitted
tracks at BES-III have better-understood tracking errors and are well suited for kinematic
fitting. As is known, it is quite difficult to obtain “ideal” track error in an experiment
since there are many approximations in the Kalman track fitting error models, such as
the wire resolution, fluctuations of energy losses and multiple scattering. Tight x? cuts
can cause large systematic uncertainties into an analysis because of a long tail in the >
distribution.

For neutral tracks, the energy deposited in the crystal calorimeter is distributed asym-
metrically. If one is to avoid large inefficiencies in kinematic fits, the Gaussian error model
for neutrals has to be modified. A solution may be carried out in the near future by ap-
plication of the method of dynamic noise adjustment [69].

3.5 Partial Wave Analysis’

3.5.1 Introduction

Partial Wave Analysis (PWA) is widely used in high energy experimental physics. It is
a useful method for analyzing the correlation between the momenta of final state particles
in order to determine the masses, widths and spin-parities of intermediate resonances. The
basis of PWA is relativistic kinematics.

It is known that all quantum states form a Hilbert space that is a representation of
inhomogeneous Lorentz space. Physicists are used to studying quantum states from the
point of view of group theory. In this context, the quantum state of a fundamental particle
corresponds to an irreducible representation of the Poincare group. The quantum state of
a composite particle consisting of more fundamental constituents is represented by a state
vector of the irreducible representation of the Poincare group reduced is reduced from the
direct product of the states of its component particles. Hence, the Poincare group and its
representation theory is the basis of the kinematic theory of relativistic particles.

By using the method of group representation and applying analysis techniques that
exploit the symmetries of the system, the form of the decay matrix element can be changed
to a new form where the angular-dependent part of the matrix element is expressed by a
D-function, and the energy-dependent part is kept in a reduced matrix element [70, 71, 72].
In this new form, the angular information of the decay matrix element is separated from
the energy information. This property is quite useful in partial wave analysis, since the
angular-dependence of the decay matrix contains the information of the spin-parity of the
decaying particles, and the energy dependence of the decay matrix contains information
about the interactions of its constituents, or pole positions of intermediate states. In the
PWA technique, both the angular and energy information of the decay matrix are utilized,
and the spin-parity and pole position of the resonance can be determined simultaneously.

In this report, we will briefly discuss various kinematic theories of decay processes,
such as the helicity formalism, the tensor formalism etc. We then discuss how to apply

9By Ning Wu, Hanging Zheng
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the PWA technique to sequential decay processes, and how to use PWA to determine the
mass, width, spin-parity and branching ratios of a resonance.

3.5.2 Decay Amplitude

The helicity formalism is widely used in PWA. Since the helicity formalism is based
on first principles of quantum theory, it is considered to be the standard method for
determining the spin-parity of a resonance.

The concept of helicity was first proposed by Chou and Shirokov in 1959 [73]. Soon
afterwards Jacob, Wick and others systematically proposed the helicity formalism [70, 74,
75]. Subsequently, Chung found a way to express the helicity coupling amplitudes Fy,
that is useful for PWA [76, 77, 78, 79, 80, 81, 82].

The helicity operator is defined as the projection of the spin operator along the direc-
tion of motion

Il

=2 _7.p (3.5.48)
| P
where P is the momentum unit vector. The above definition only holds for a moving
particle. For particles at rest, the unit vector P generally has no definition, so in this case
the helicity operator is defined as the projection of the spin operator along the z-axis

h=Js. (3.5.49)

If a moving particle is obtained by a Lorentz boost, the unit vector P in Eq. (3.5.48) is
taken to be along the direction of the motion of the particle before the boost.

One-particle helicity states are taken to be the common eigenstate of the operators
2
P,, J and h. These are denoted by

[PA), (3.5.50)
and satisfy
PupA) = pulpA), (3.5.51)
—2
J |pA) = s(s +1)[pA), (3.5.52)
hlpA) = Alp)). (3.5.53)

A two-particle helicity state is defined as

N N
mJMMM>:§a/MMmAMMyMM%WWW, (3.5.54)
where R(a3y) is the rotation operator, Dy, (a/37) is the traditional D-function [83, 84, 85,
86], ¥pa, x, 1S the two-particle direct product state in the canonical rest frame, N = %

is the normalization factor, and

dU = sin fdadfdry; (3.5.55)
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the integration region is

—T<a<m 0<fB<m, —wT<y<m. (3.5.56)

We consider a two-body decay process. Suppose that the spin-parity of the parent
particle is J7, and spin-parities of the two daughter particles are s™ and ¢”, then, in
the center of mass system of the parent particle, the decay amplitude is

M3, (0, 0,m) o< D, 5y (0,0,0)F3,, (3.5.57)

where 6 and ¢ are polar and azimuthal angle of one of the daughter particles in the center
of mass frame, m is the magnetic quantum number of the parent particle, A and v are
helicities of the two daughter particles, and F} is called the helicity coupling amplitude.
In J/1 hadronic or radiative decay processes, parity conservation holds. In this case, F}
has the following symmetry property

Fy, = nynsne (=)' FZ,_,. (3.5.58)

In the helicity formalism, all of the angular dependence of the decay amplitude is con-
tained in the D-function as shown in Eq. (3.5.57); the helicity coupling amplitudes F}/, are
independent of all angular information and only dependent on the energy of the system.
Details on how to calculate F} can be found in the literature [76, 77, 78, 79, 80, 81, 82].

In experimental physics analyses, most decays that are encountered are sequential
decays that include some intermediate resonant states. As an example, consider the
following sequential decays

a—b+e, b—d+e, (3.5.59)

where b is an intermediate resonant state. The decay amplitude for this sequential decay
is

M35 (01, o1,m) - BW (s, My, I'y) - M5 (02, 92, 1), (3.5.60)

where s, and s; are the spin quantum numbers of particles a and b, respectively, A\, u, v
and o are the helicities of particles b, ¢, d and e, respectively, m is the magnetic quantum
number of particle a in its rest frame, M, and I, are the mass and width of particle b, 6,
and ¢ are the polar and azimuthal angles of particle b in the rest frame of particle a, and
0y and ¢9 are the polar and azimuthal angles of particle d in the rest frame of particle
b. In this decay process, the final stable particles are ¢, d and e. Particle b is a resonant
state described by the Breit-Wigner amplitude BW (s, M, I'}).

In addition to the helicity formalism, one can sometimes express the decay amplitude
in the LS coupling formalism. We again consider the two-body decay process a — b + c,
and suppose that two final state particles b and ¢ are massive. Then, in the rest frame of
parent particle a, the decay amplitude in the LS coupling formalism is

M (0, ¢;my, mg, m) X Z(6<pm1m2\lmsms)(lmsms\M\sam>, (3.5.61)

mms
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where s, and m are spin quantum number and magnetic quantum number of particle a,
[ is the relative orbital angular momentum quantum number between particles b and ¢, s
is the total spin quantum number of particles b and ¢, m; and ms are magnetic quantum
numbers of particles b and ¢, respectively, and m is the magnetic quantum number of
particle a. Applying the Wigner-Eckart theorm, we have

(Imsmg|M|s,m) = (Imsm,|s,m)Gy, (3.5.62)
where Gy, is the reduced matrix element. Using the relation
(Domymeg|lmsmy) = (symisema|smy) - Y1 (6, ), (3.5.63)
where Y! (0, ¢) is a spherical harmonic function, we can convert Eq. (3.5.61) into

M (0, p;my, mg, m) o< Gy (symys.ma|sm,) Z(lmsms|sam)Y,fl(9, ©). (3.5.64)

m

It can be shown that the LS coupling amplitude G, and helicity coupling amplitude

FY  are related as
20+1
Fl = §l$ \/ N (1050].J8) (spAs. — v|s6) Gy (3.5.65)

Z |Fy,|* = Z [eAl (3.5.66)

Thus, we have

Another formalism used for PWA analysis is the so-called tensor formalism, which
was first proposed by Zemach in 1965 [87, 88]. The original method proposed by Zemach
was non-relativistic, and all tensors were evaluated in their respective rest frames. In this
formalism, the decay amplitude and all the angular dependence is expressed directly in
terms of the 4-momentum vectors of the initial and final state particles [87, 88, 77, 78, 89,
90, 91]. As an example, consider J/1¢ decay. The general form for the decay amplitude
for J/1 hadronic decay is

A =t (m)A* =, (m ZA (3.5.67)

where 1, (m) is the polarization vector of the J/v, m the magnetic quantum number of
the J/4 in its rest frame, and U the i*" partial wave amplitude with coupling strength
determined by a complex parameter A;. For .J/i¢ radiative decays, the general form of
the decay amplitude is

A=y, (m)es(m) A" = 1) ZAUW (3.5.68)

where e, (m') is the photon polarization four-vector, and m’ the photon’s helicity. In the
tensor formalism, the main task is to calculate the partial wave amplitude U or U!".
Details on how to calculate them can be found in the literature [87, 88, 90, 91].
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3.5.3 Partial Wave Analysis

Once the decay amplitude is known, the next task is the calculation of the differential
cross-section of the decay. Suppose all decay processes and all respective decay amplitudes
are known for a given channel with N different decay modes, then the total differential

cross section is
dq) Z|ZZA (m, \, 1)|> + BG, (3.5.69)

m,A  i=1

whereA;(m, A, 1) denotes the decay amphtude for the i'" decay mode, m is the helicity of
the parent particle, A = (A1, Ag, -+ +) denotes the set of helicities of final state particles,
i = (1, pa, - - - ) denotes the set of helicities of intermediate resonances, d® is the element
of phase space, and BG represents the non-interfering background.

In the tensor formalism, the total differential decay rate is expressed in a different
way. For J/v¢ non-radiative decay, it is expressed as

— Z F;, (3.5.70)

where

and

2
1 x
=5 > U (3.5.72)

For J/v radiative decay, Egs. (3.5.70) and (3.5.71) still can be used, but Eq. (3.5.72)
changes to

2
1 ,
Fj=Fi==3) UlgU"" (3.5.73)

The normalized probability density function (PDF) that is used to describe the decay
process is /
dl'/d®

.f(x7 O[) - P
where x represents a set of quantities that are measured experimentally, « represents some
unknown parameters that have to be determined by the fit, and W (®) represents effects
of detection efficiency. The total decay width, I, is given by

W(®), (3.5.74)

/W —d<I> (3.5.75)

In PWA, the decay width is determined by Monte Carlo integration,

=¥ f<Z|ZZA m)\,u|2+BG) : (3.5.76)

mA =1 pu
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where N,,. is the total number of Monte Carlo events, and the subscript 7 indicates that
the quantity is evaluated for the j-th Monte Carlo event. It is necessary that these Monte
Carlo events are obtained from a complete detector simulation and pass all of the selection
conditions applied to the actual data sample.

The maximum likelihood method is utilized in the fit. The likelihood function is given
by the adjoint probability density for all the data,

Nevents
L= ][ fo) (3.5.77)

i=1

where Neyenis i the total number of events in the channel. In the data analysis, the goal
is to find the set of values, «, that minimize S, which is defined as

S = —InL. (3.5.78)

Different spin-parity intermediate resonances have different angular distributions, and dif-
ferent PDF's are used to fit to invariant mass spectra the angular distributions. Because
the better fits will have smaller values of S, we use the information provided by the value
of S to determine the solution that gives the best fit and in this way discrimate between
different hypotheses for the spin-parity of a given resonance.

3.5.4 Mass, Width and Spin-parity

From the decay amplitude [Eq. (3.5.57)], we know that different spin-parity hypothe-
ses for an intermediate resonance give different angular distributions. Because the helicity
coupling amplitude FY is a slowly varing function of energy [see Eq. (3.5.60)], we know
that the invariant mass spectrum is mainly dominated by the mass and width of a reso-
nance. Since the PWA fits both the angular distributions and the invariant mass spectrum
simultaneously, we can determine the mass, width and spin-parity.

The spin parity of a resonance is determined mainly from the fit to the angular distri-
butions. As an example, we discuss how to determine the spin-parity of the ¢ particle in
J/1p — wrm decays [92, 93]. We know that the possible spin-parity values for a resonance
in the 77 system produced in J/¢ — wnm decay can only be 01, 27+ 4%+ etc. Each of
these hypothesis is fit to the data and the one with the smallest S value is selected; the
spin-parity of the selected hypothesis will be that of the 77 resnoance.

The mass and width of a resonance is determined in a diffferent way, still using the o
particle as an example. Assuming the spin-parity of the o particle is known, we first keep
the masses and widths of all resonances in this channel fixed except the mass of the o
particle and perform the likelihood fit. The value of the mass of the o particle is changed
step by step and the value of the likelihood function of the corresponding fit is minimized.
The mass value corresponding to the minimum value of S is the measured mass of the o
particle. A similar way is used to determine the width of the o particle. This technique
is called mass and width scanning.
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3.5.5 Applications

PWA is a powerful tool for the study of hadron spectroscopy, in particular, for the
study of the structure in a spectrum of sequential decays. It has been widely in BES
physics analyses of J/1 and ' decays, and many meaningful results have been obtained.
Here, we give a few examples to show how it works.

First, we discuss the J/1) — wnm channel [92, 93]. As stated above, the possible spin-
parities for a resonance in the 77 spectrum are 07+, 2+ 4%+ etc. For a 0T resonance,
there are two independent helicity paramenters. For 27 and 47 resonance, there are five
independent helicity paramenters. Different parameters correspond to different angular
distributions, especially for the pion polar angle distribution in the 77 center of mass
frame. Figure 3.15 shows typical pion polar angle distributions in the 77 center of mass
frame. From the figure we can see that the behavior of the angular distribution for different
spin-parities are quite different. For a 0" resonance, it is relatively flat; in contrast, for
a 27T resonance, it is concave, while for a 4™" resonance, it is severely concave with a
complex superstructure. Figure 3.16 compares the angular distributions of the ¢ particle
(left panel) with the 27 f5(1270) meson (right panel) as a comparison. It is clear that
the angular distribution of the o particle is quite similar to 0™ expectations, and the
angular distribution of f»(1270) is that expected for a standard 27 state.
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Figure 3.15: Angular distributions for different spin-parity states.

The mass and width of the o particle is determined by mass and width scans; the
corresponding change in S is shown in Fig. 3.17. In both scan curves, minima are clearly
seen, and these correspond to the measured mass and width of the o particle.
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Figure 3.16: LEFT: angular distribution for the ¢ particle, RIGHT: angular distribution
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Figure 3.17: Mass and width scans for the o particle.
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Using a similar method, we can determine masses, widths and spin-parities of other
resonances.

An interesting example of a PWA is the J/¢p — ~AVV class of decays, such as
J/ — ~ypp, JJ — yww, J/p — vK*(892)K*(892) etc., where important informa-
tion is contained in the distribution of the x angle, which is the angle between the decay
plans of the two vector mesons. If the resonance is a 0~ meson, the distribution should
follow

dN
T ~ sin? x, (3.5.79)
while the expectation for a 0 meson is
dN
T ~ 1+ acos®y. (3.5.80)

These two distributions are quite different: for a 0~F meson the number of events increases
with increasing y, while for a 07" meson the number of events decreases with increasing
X-

Sometimes, angular distributions are completely determined by the spin-parity of the
resonance. One simple example is J/¢ — pm with p — 77, where the differential angular

distribution is d

d—g ~ sin? fy[cos? @y + cos? B sin? py), (3.5.81)
where 05 and @9 are the pion polar angle and azimuthal angle distributions in the p center
of mass system, and #; is the polar angle of the p in the J/i¢ center of mass system. In

the p center of mass system, the angular distribution for the polar angle 6, is
dN

~ sin” 0 3.5.82
d cos 0, S P ( )
while that for the azimuthal angle ¢, is
dN
—— ~ 1+ 2cos® ps. (3.5.83)
depo

On the right hand side of Eq. (3.5.81), there are no free parameters and, so, the angular
distribution is completely specified by the spin-parity of the p. This is a special case; in
most cases, the angular distributions are dependent of some unknown parameters, and
the magnitude of these parameters effects the behavior of angular distribution.

Relativistic effects also influence the angular distributions of the decay particles. As
an example, we discuss the case of J/1 decaying into two spin half particles: J/¢ — X3,
J/w — AN, J/Yp — ete, and J/vp — ptp~. The differential angular distribution for

this class of decay processes is

do 9
"~ 1+ acos™ 6, (3.5.84)

where 6 is the pole angle of a daughter particle in the J/1 center of mass system, and
|Fi_y[? = 2| Py )2
— 2 2 22 .
[FL_ 2+ 2|F1L |2

2 2 22

a (3.5.85)
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For the case that the J/¢ decays into a baryon and anti-baryon pair, the velocity of the
baryon is non-relativistic, so the parameter o can take any value between -1 and 1. But
for J/1 decaying into eTe™ or utu~, the final state particle is relativistic. In this case,
the helicity coupling amplitude F' %1 1 vanishes and a = 1.

3.5.6 Discussions

Partial wave analysis is a powerful tool for the study of hadron spectroscopy: it can
simultaneously determine the mass, width, branching ratio and spin-parity of a resonance.
However, the theoretical calculation of the formulae used in the PWA analysis can be
quite complicated. Moreover, there are many practical difficulties in the application of
PWA. For example, a typical PWA requires a enormous amounts of CPU time and lots
of memory; at some point, it becomes impractical. New computing methods are needed
to facilitate PWA at BES-III, where the statistics for many interesting channels will be
huge.

For known background sources, Monte Carlo techiniques can be used to simulate their
behavior and fit the data. Alternatively, one can write out the theoretical formula for the
relative decay amplitude and directly fit it as part of the PWA. In other cases, however,
the origins of backgrounds are not completely known, which introduces uncertainties into
the PDFs used to model them. Often, these are quite similar to phase space and a non-
interfering constant amplitude can be used in the fit. However, this is not always the
case, and additional free parameters may have to be added to the likelihood, thereby
consuming additional memory and CPU time.

A commonly used PWA technique is a bin-by-bin fit. In this case, the parameter
space is divided into many small bins. In each bin, if the its size is small enough, one can
approximately assume that the amplitude and phase are constant. By analysing the data
bin-by-bin, one can obtain the magnitudes of the amplitude and phase of a resonance in
each bin, which gives direct measurements of the variation of the amplitude and phase
with mass. Thus, a bin-by-bin fit can enable one to determine the phase motion of a res-
onance. Precise measurements of the phase motion is important for theoretical analyses.

In physics analyses, most intermediate resonances that are encountered are relatively
narrow and their mass positions are far from thresholds. Sometimes, however, we have
to deal with wide resonances that are close to threshold. In these cases, the traditional
Breit-Wigner function, which is an approximate description that is only valid for narrow
resonances far away from the threshold, is not applicable. To date, there does not exist
a mature description for the shape of a wide near-threshold resonance that is widely ac-
cepted. For these cases, when different Breit-Wigner forms are used in the fit, the masses
and widths that are determined can be quite different. In fact, in these cases, the masses
and widths derived directly from the Breit-Wigner function are not the physical masses
and widths of the resonances. The quantity with the most physical significance is the
pole position, and the physical mass and width of the resonance should be calculated
from it. In analyses of broad, near-threshold resonances, we find that while the masses
and widths derived from different Breit-Wigner forms are completely different, the pole
positions are approximately the same. Therefore, in these cases, it is best to use pole
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positions to describe these resonances.

3.6 Dalitz-plot Analysis Formalism'

Originally the primary application of Dalitz-plot analyses was to determine the spin
and parity of light mesons. Recently Dalitz-plot analyses have emerged as a powerful tool
in the study of D and B mesons.

Charmed meson decay dynamics have been studied extensively over the last decade.
Recent studies of multi-body decays of charmed mesons probe a variety of physics in-
cluding doubly Cabibbo suppressed decays [94, 95, 96], searches for C'P violation [95,
97, 98, 99, 100], T violation [101], D°-D° mixing [102, 103], the properties of established
light mesons [104, 105, 106, 107], the properties of 77 [94, 106, 108], K= [109, 110], and
KK [111] S-wave states, and the dynamics of four-body final states [112, 113].

Recently B meson decay dynamics have been studied. Multi-body decays of B mesons
also probe a variety of physics including, charmless B-decays [114, 115, 116, 117, 118],
measurements of the Cabibbo-Kobayashi-Maskawa (CKM) angle v/¢5 [119, 120, 121, 122,
123], searches for direct C'P violation [116, 117, 124], charm spectroscopy [125, 126], the
properties of established light mesons [114, 117, 118], the properties of KK [114, 118§]
and K [114, 116, 117] S-waves, and the three-body production of baryons [115, 127].
Time-dependent Dalitz-plot (TD) analyses have been used to determine the CKM angle
a/¢y with B — wr~ 7% [128] and to resolve the two-fold ambiguity in the CKM angle
B/¢1 with B — Dr% D — K2rntw~ [129, 130]. A TD analysis of B® — D*:*K%rF [131]
is sensitive y/¢3. Future studies could improve sensitivity to new physics in TD analyses
of b — s penguin decays [118].

Additionally, partial wave analyses have been used to study the dynamics of charmo-
nium decays to hadrons, following the formalism presented in Refs. [132, 133], in radiative
decays [134, 135, 136, 137] and in decays to all hadronic final states [138,; 139, 140, 141].
Multi-body decays of charmonium to all hadronic final states can be analyzed with the
Dalitz-plot analysis technique. Studies of the 7w, K7 and KK S-wave in charmonium
decays probe most of the phase space accessible in B decays. Thus, Dalitz-plot analyses
of charmonia could lead to reduced systematic errors in many B analyses.

Weak nonleptonic decays of B and charmed mesons are expected to proceed domi-
nantly through resonant two-body decays in several theoretical models [142]; see Ref. [143]
for a review of resonance phenomenology. These amplitudes are typically calculated with
the Dalitz plot analysis technique [144], which uses the mininum number of independent
observable quantities. For the three-body decay of a spin-0 particle to all pseudo-scalar
final states, D, B — abc, the decay rate is

1 25 2 5 2
r EREEN |M|” dmz,dmg.., (3.6.86)
where m,; is the invariant mass of ¢ — j and the coefficient of the amplitude includes all
kinematic factors. The scatter plot in m2, versus m, is called a Dalitz plot. If M|
is constant the allowed region of the plot will be populated uniformly with events. Any

0By David Asner
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variation in |M|* over the Dalitz plot is due to dynamical rather than kinematical effects.
It is straightforward to extend the formalism beyond three-body final states. For N-body
final states, phase space has dimension 3N — 7. Other cases of interest include one vector
particle or a fermion/anti-femion pair (e.g. B — D*nm, B — A.prw, B — K/{{) in the
final state. For the former case phase space has dimension 3N — 5 and for the latter two
3N — 4.

The amplitude of the process, R — rc¢,r — ab where R is a D, B, or ¢G meson and
a,b,c are pseudo-scalars, is given by

M (J, L1, mgp, mye) = Y, (ablry) Ty (may) (cra|Ry) (3.6.87)
= Z(‘L L> laﬁ; @BE(|ﬂ)B£(|ﬂ)TT(me)7

where the sum is over the helicity states A of the intermediate resonance particle r, a
and b are the daughter particles of the resonance r, c¢ is the spectator particle, J is
the total angular momentum of R, L is the orbital angular momentum between r and
¢, | is the orbital angular momentum between a and b equivalent to the spin of r, p
and ¢ are the three-momenta of ¢ and a, respectively, in the r rest frame, Z describes
the angular distribution of final state particles, Bf and B are the barrier factors for
the production of rc and ab, respectively, with angular momentum L, and 7, is the
dynamical function describing the resonance r. The amplitude for modeling the Dalitz
plot is a phenomenological object. Differences in the parameterizations of Z, By, and T,
as well as the set of resonances r, complicate the comparison of results from different
experiments.

Usually the resonances are modeled with a Breit-Wigner form although some more
recent analyses have used the K-matrix formalism [145, 146, 147] with the P-vector
approximation [148] to describe the 7 S-wave.

The nonresonant (NR) contribution to D — abc is parameterized as constant (S-wave)
with no variation in magnitude or phase across the Dalitz plot. The available phase space
is much greater for B decay and the nonresonant contribution to B — abc requires a
more sophisticated parameterization. Theoretical models of the NR amplitude [149, 150,
151, 152] do not reproduce the distributions observed in the data. Experimentally, several
parameterizations have been used [114, 118].

3.6.1 Barrier Factor Bj

The maximum angular momentum L in a strong decay is limited by the linear mo-
mentum ¢. Decay particles moving slowly with an impact parameter (meson radius) d of
order 1 fm have difficulty generating sufficient angular momentum to conserve the spin
of the resonance. The Blatt-Weisskopf [153, 154] functions By, given in Table 3.8, weight
the reaction amplitudes to account for this spin-dependent effect. These functions are
normalized to give By = 1 for z = (|q] d)* = 1. Another common formulation B/, also in
Table 3.8, is normalized to give By = 1 for z = 25 = (|qo| d)* where qq is the value of g
when my, = m,..
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L Br(q) B1.(4, q)
0 1 1
2z 142
1 Vi VT
9 1322 (20-3)%920
(2-3)249z (2-3)249z

where z = (|q]d)?* and 2o = (|@| d)?

Table 3.8: Blatt-Weisskopf barrier factors.

3.6.2 Angular Distributions

The tensor, or Zemach formalism [155, 156] and the helicity formalism [157, 156] yield
identical descriptions of the angular distributions for the decay process R — rc,r — ab for
reactions where a, b and ¢ are spin-0 and the initial state is unpolarized. In this scenario,
the angular distributions for J = 0, 1, 2 are given in Table 3.9. For polarized initial states,
the helicity formalism [157] is used to determine the distinct angular distribution for each
helicity state |A|. The angular distributions for J = 1,2 for a polarized initial are given
in Table 3.10. The sign of the helicity cannot be determined from the Dalitz plot alone
when a, b and ¢ are spin-0. For final-state particles with non-zero spin (e.g. radiative
charmonium decays), the helicity formalism is required.

For the decays of pseudoscalars to three pseudoscalars the formalism simplifies con-
siderably as the angular distribution Z depends only on the spin [ of resonance r. Since
J =0 and L = [, only the first three rows of Table 3.9 are required.

3.6.3 The Dynamical Function T

The dynamical function 7, is derived from the S-matrix formalism. In general, the
amplitude for a final state f to couple to an initial state i is Sy; = (f|S|i), where the
scattering operator S is unitary and satisfies S = STS = I. The transition operator 7
is defined by separating the probability that f = ¢ yielding,

S =1+2T =1+2i{p}"*T {p}*?, (3.6.88)
where [ is the identity operator, T is Lorentz invariant transition operator, p is the
diagonal phase space matrix where p; = 2¢;/m and ¢; is the momentum of a in the r
rest frame for decay channel i. In the single channel S-wave scenario, S = e?? satisfies
unitarity and implies

7= Lletgns (3.6.89)
p
transition operator.
There are three common formulations of the dynamical function. The Breit-Wigner
formalism is the simplest formulation - the first term in a Taylor expansion about a T
matrix pole. The K-matrix formalism [145] is more general (allowing more than one T
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J—1+1L

Angular Distribution

0—040
0—1+1
0—2+2
1—04+1
1—1+40
1—14+1
1—1+42
1—-2+1
1—2+42
2—0+2
2—1+1
2—1+42
2—2+40
2—24+1
2—242

uniform
(14¢?) cos? 6
(2 +2)%(cos? 0—1/3)?
uniform
1+¢%cos? 0
sin? 0
14 (3+4¢?) cos? 4
(14¢?)[1+3 cos? 0+9¢%(cos* 6—1/3)?]
(1+¢?) cos? O sin? 6
uniform
3+ (1+4¢?) cos? 0
sin? @
1+§+§2 cos? O+¢*(cos? 0—1/3)?
1+%+(%2—1) cos® 0 —(*(cos? 0—1/3)?

14+ £+ (£ —1) cos? 4 LKA cos™ 0-1/3)°

Table 3.9: Angular distributions for each J, L, [ for unpolarized initial states where 6 is the
angle between particles a and ¢ in the rest frame of resonance r, /1 + (2 is a relativistic
correction with (? = E?/m?, — 1, and E, = (m% + m?, — m?)/2mg.

J—1+L Angular Distribution
1—1+40 Fyy?cos? 0 + Fysin? 0
1—1+1 Fysin%6
1—1+2 Fo(27v/3)% cos® 0 + F1(1/9) sin* 0
1—2+1 2Fyv*(cos? 6 — 1/3)?
+F172[2/942/3 cos® 0 —2(cos? 6 — 1/3)?]
1—2+42 Fiv? cos? §sin” 0
2—1+1 Fo(29%/3) cos® 62 + Fy(1/2) sin® 6
25142 Fysin%6
22400  Fy(47 /3 +492/3 + 1/3)(cos H—1/3)2
+F172[4/9 + 4/3 cos? 0 — 4(cos® —1/3)?]
+F5[8/9 — 4/3 cos? O + (cos® 0—1/3)?]
2—2+1 Fiv?[1/9+1/3 cos® 6 — (cos® —1/3)?
+F3[8/9 — 4/3 cos? 6 + (cos® —1/3)?]
229242 3Fy(472/9—1/9)2(cos2 0 —1/3)?

+F1v2[1/9+4/3—(cos* 0—1/3)%] /9
+F5[8/9—4/3 cos® 0 + (cos? §—1/3)?]/9

Table 3.10: Angular distributions for J # 0, L # 0,1 for polarized initial states where cos
is the angle between particles a and ¢ in the rest frame of resonance r, v = E,./mg, and
E, = (m% +m2, —m?)/2mpg. F\ denotes the fraction of the initial state in helicity state
A. For unpolarized initial states setting F\=1 recovers the angular distributions obtained
from the Zemach formalism shown in Table 3.9.
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matrix pole and coupled channels while preserving unitarity). The Flatté distribution[158]
is used to parameterize resonances near threshold and is equivalent to a one-pole, two-
channel K-matrix.

3.6.4 Breit-Wigner Formulation

The common formulation of a Breit-Wigner resonance decaying to spin-0 particles a

and b is
1

Tr Map) = -
(M) m2 —m?2, —im,Iw(q)

(3.6.90)

where the “mass dependent” width I' is

q 2L+1 m
r-r (q—) ( ’“)B'L<q,qo>2 (3.6.91)

Map

where B (q, qo) is the Blatt-Weisskopf barrier factor from Table 3.8. A Breit-Wigner pa-
rameterization best describes isolated, non-overlapping resonances far from the threshold
of additional decay channels. For the p and p(1450) a more complex parameterization as
suggested by Gounaris-Sakarai [159] is often used [116, 121, 123, 128].

Unitarity can be violated when the dynamical function is parameterized as the sum
of two or more overlapping Breit-Wigners. The proximity of a threshold to the resonance
shape distorts the line shape from a simple Breit-Wigner. This scenario is described by
the Flatté formula and is discussed below.

3.6.5 K-matrix Formalism
The T matrix can be described as
T=(I-iKp) 'K, (3.6.92)

where K is the Lorentz invariant K-matrix describing the scattering process and p is the
phase space factor.
Resonances appear as a sum of poles in the K-matrix

K Z Vm ;12 = mz):;,%j(m)' (3.6.93)

The K-matrix is real by construction, thus the associated T-matrix respects unitarity.
For the special case of a single channel, single pole we obtain

T
K= (ml, (3.6.94)
and r
T=K(1-iK)" = mol(m) (3.6.95)

m3 —m? — imol'(m)’
which is the relativistic Breit-Wigner formula. For the special case of a single channel,
two poles we have

mala(m) mgls(m)

2 _ 2 2
m2 —m ms

K= , (3.6.96)

— m?2
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and in the limit that m, and mg are far apart relative to the widths we can approximate
the T matrix as the sum of two Breit-Wigners, T(K, + Kj3) = T(K,) + T(Kj3),

T malo(m) N mglg(m)

. 3.6.97
m2 —m? —imaLo(m) — mZ —m? —imgl's(m) ( )

In the case of two nearby resonances Eq. 3.6.97 is not valid and exceeds unity (and hence
T violates unitarity).

This formulation, which applies to S-channel production in two-body scattering ab —
cd, can be generalized to describe the production of resonances in other processes, such
as the decay of charmed mesons. The key assumption here is that the two-body sys-
tem described by the K-matrix does not interact with the rest of the final state [148].
The quality of this assumption varies with the production process and is appropriate for
scattering experiments like 77p — 7°7%, radiative decays such as ¢, J/¢ — yr7m and
semileptonic decays such as D — K7/lr. This assumption may be of limited validity for
production processes such as pp — mwm or D — wrmw. In these scenarios the two-body
Lorentz invariant amplitude, F, is given as

~

Fy = (I —iKp);'P; = (TK™);;P;, (3.6.98)

where P is the production vector that parameterizes the resonance production in the open
channels.

For the 7w S-wave, a common formulation of the K-matrix [147, 106, 123] is

(a) (@)

: 1—g5¢ _ 2 2
Kij(s):{zg 9y poe SO}X( STsa/2my (3.6.99)

m2—s Y s—si¢ s—540)(1—540)

«

The factor g@ is the real coupling constant of the K-matrix pole m, to meson channel

i; the parameters [ and s3° describe a smooth part of the K-matrix elements; the
s5—54/2m2

multiplicative factor Tooae) (s Suppresses a false kinematical singularity near the 7w

threshold - the Adler zero; and the number 1 has units GeV?.
The production vector, with ¢ = 1 denoting 7, is

Py<s>={Z g fljs jz:}x ( Ssaf2my (3.6.100)

~ m2— s—340)(1—s40)
where the free parameters of the Dalitz plot fit are the complex production couplings [,
and the production vector background parameters f; and sp". All other parameters are
fixed by scattering experiments. Reference [146] describes the w7 scattering data with a
4 pole, 2 channel (7w, KK) model while Ref. [147] describes the scattering data with 5
pole, 5 channel (77, KK, nn, n'n’ and 47) model. The former has been implemented by
CLEO [99] and the latter by FOCUS [106] and BaBar [123]. In both cases only the 7mm
channel was analyzed. A more complete coupled channel analysis would simultaneously
fit all final states accessible by rescattering.
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3.6.6 Flatté Formalism

The scenario where another channel opens close to the resonance position can be
described by the Flatté formulation

. 1
T(mab) = -
m2 —m2, — i(p1g7 + p293)

. 91 +g5=mT,. (3.6.101)

This situation occurs in the 77 S-wave where the f3(980) is near the K K threshold and in
the 71 channel where the a(980) also lies near K K threshold. For the a((980) resonance
the relevant coupling constants are g; = gr, and g» = gxx and the phase space terms are

P1 = Py and ps = pxr, where

Dap = \/<1 - (mm;abmb)?) (1 + (mm;abmb)?). (3.6.102)

For the f,(980) the relevant coupling constants are g; = g.» and go = gk and the phase
space terms are p; = pr, and ps = px . The charged and neutral K channels are usually
assumed to have the same coupling constant but separate phase space factors due to
Mg+ 7# Mmyo resulting in

1 Impes \ > 2mpo ) >
pr== | 1/1— /1 . (3.6.103)
2 MKK MKK
3.6.7 Branching Ratios from Dalitz Fits

The fit to the Dalitz plot distribution using either the Breit-Wigner or the K-matrix
formalism factorizes into a resonant contribution to the amplitude M; and a complex
coefficient, a;e®, where a; and §; are real. The definition of a rate of a single process,
given a set of amplitudes a; and phases ¢; is the square of the relevant matrix element
(see Eq. 3.6.86). In this spirit, the fit fraction is usually defined as the integral over the
Dalitz plot (mg vs my.) of a single amplitude squared divided by the integral over the
Dalitz plot of the square of the coherent sum of all amplitudes,

[ ;e My|* dm2,dm?,
[152, arede My ? dm?ydm?,”

where M is defined by Eq. 3.6.87 and described in Ref. [97]. The sum of the fit fractions
for all components will in general not be unity due to interference.

It should be noted that when the K-matrix description in Eq. 3.6.98 is used to describe
a wave (e.g. mm S-wave) then M refers to the entire wave. In these circumstances, it
may not be straightforward to separate it into a sum of individual resonances unless these
are narrow and well separated, in which case Eq. 3.6.97 can be used.

Fit Fraction; = (3.6.104)

Reconstruction Efficiency

The efficiency for reconstructing an event as a function of position on the Dalitz plot is
in general non-uniform. Typically, a signal Monte Carlo sample generated with a uniform
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distribution in phase space is used to determine the efficiency. The variation in efficiency
across the Dalitz plot varies with experiment and decay mode. Most recent analyses
utilize a full GEANT [160] detector simulation.

Finite detector resolution can usually be safely neglected as most resonances are com-
paratively broad. Notable exceptions where detector resolution effects must be modeled
are p — KTK~, w — ntn~, and ay — n7°. One approach is to convolve the resolution
function in the Dalitz-plot variables m?2,, m2, with the function that parameterizes the
resonant amplitudes. In high statistics data samples resolution effects near the phase
space boundary typically contribute to a poor goodness of fit. The momenta of a,b and
¢ can be recalculated with a R mass constraint. This forces the kinematical boundaries
of the Dalitz plot to be strictly respected. If the three-body mass is not constrained,
then the efficiency (and the parameterization of background) may also depend on the
reconstructed mass. In fits to multi-body decays of charmonia and bottomonia it is not
appropriate to constrain the mass due to the finite natural width of the parent.

Background Parameterization

The contribution of background to the charm and B samples varies by experiment
and final state. The background naturally falls into five categories: (i) purely combi-
natoric background containing no resonances, (ii) combinatoric background containing
intermediate resonances, such as a real K*~ or p, plus additional random particles, (iii)
final states containing identical particles as in D° — K97% background to D° — 77~ 7°

and B — D7 background to B — Krm, (iv) mistagged decays such as a real D’ or B
incorrectly identified as D° or B® and (v) particle misidentification of the decay products
such as D¥ — 7= 7ntnt or D} — K~ K*7t reconstructed as D™ — K- ntnt.

The contribution from combinatoric background with intermediate resonances is dis-
tinct from the resonances in the signal because the former do not interfere with the latter
since they are not from true resonances. Additionally, processes such as /' — yxe —
y(yJ /) — yy(rr) and ' — 70T/, J/p — ww, do mot interfere since electromag-
netic and hadronic transitions proceed on different time scales. Similarly, D° — pr and
D® — K27° do not interfere since strong and weak transitions proceed on different time
scales. The usual identification tag of the initial particle as a D° or a D° is the charge of
the distinctive slow pion in the decay sequence D** — Dr} or D*~ — ﬁows_ . Another
possibility is the identification or “tagging” of one of the D mesons from 1 (3770) — D°D°
as is done for B mesons from 7°(4S5). The mistagged background is subtle and may be
mistakenly enumerated in the signal fraction determined by a DY mass fit. Mistagged
decays contain true D”s or B”’s and so the resonances in the mistagged sample exhibit
interference on the Dalitz plot.
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