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Abstract

Response functions of infinite nuclear matter with arbitrary isospin asymmetry
are studied in the framework of the random phase approximation. The residual
interaction is derived from a general nuclear Skyrme energy density functional.
Besides the usual central, spin-orbit and tensor terms it could also include other
components as new density-dependent terms or three-body terms. Algebraic
expressions for the response functions are obtained from the Bethe-Salpeter
equation for the particle-hole propagator. Applications to symmetric nuclear
matter, pure neutron matter and asymmetric nuclear matter are presented and
discussed. Spin-isospin strength functions are analyzed for varying conditions
of density, momentum transfer, isospin asymmetry, and temperature for some
representative Skyrme functionals. Particular attention is paid to the discussion
of instabilities, either real or unphysical, which could manifest in finite nuclei.
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1. Introduction

Innovative experiments performed at radioactive ion beam facilities are con-
tinuously revealing properties of nuclei closer and closer to the limit of stability
imposed by the nuclear strong force. Such experimental data represent a fun-
damental test for presently existing theories. However there is not yet a single
model able to describe the entire nuclear chart. In the low-mass region, ab-
initio few-body methods provide an accurate reproduction and prediction of
many nuclear observables. Recent progress in this domain has allowed to ex-
tend the range of validity of the model up to the medium-mass region [1, 2, 3, 4].
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Large-scale semi-microscopic shell-model calculations can also be performed for
medium-heavy nuclei in the vicinity of shell closure [5, 6, 7]. Nevertheless, for the
medium and heavy mass region, the tool of choice is the Nuclear Energy Density
Functional theory (NEDF) which allows a systematic and quantitative descrip-
tion of the properties of atomic nuclei from drip-line to drip-line [8]. These prop-
erties include ground state binding energies, radii and one-body observables, as
well as low-energy spectroscopy, fission barriers and decay-probabilities.

Several families of functionals are nowadays available each one derived ac-
cording to different hypothesis, either relativistic, non-relativistic or derived
from an effective pseudo-potential. Among the non-relativistic ones, the most
widely used are those related to the zero-range non-local Skyrme interaction,
whose standard structure was established by Vautherin and Brink [9]. It con-
tains central and spin-orbit parts, as well as a density-dependent term, and
relies on a limited number of parameters. They are determined by fitting some
selected experimental properties of finite nuclei as well as some homogeneous nu-
clear matter properties deduced from the empirical mass-formula or from micro-
scopic calculations based on bare two- and three-body interactions [10, 11, 12].
In practice, due to the limitations of the symmetries of the wave functions,
the self-consistent mean-field calculations based on such effective interactions
have been restricted for a long time to ground-state properties of even-even nu-
clei. Nowadays nearly symmetry-unrestricted calculations are possible [13], and
the method has been tested with success for instance in studies of rotational
bands of heavy nuclei [14, 15] or in systematic calculations of superheavy nuclei
[16, 17, 18, 19]. A very interesting result of the NEDF has been discussed in
Ref. [20]: despite large differences in various optimization procedures, current
Skyrme functionals give a rather consistent picture about the position of the
proton and neutron drip-lines. For a more detailed discussion on the predictive
power and theoretical uncertainties of NEDF models, we refer to Ref. [21].

A natural extension of this phenomenological approach is the study of excita-
tions, including giant resonances, by means of the random phase approximation
(RPA) [22, 23, 24, 25]. Its basic ingredients are the particle-hole propagator
or Green’s function, whose poles are the energies of the excited states, and the
particle-hole interaction. This gives the response function of the system to an
external field, out of which one can obtain quantities as the transition strengths
or the inelastic scattering cross sections for different probes of interest. Well-
known examples of physical studies that require the knowledge of the response
functions are the electron scattering by nuclei or the propagation of neutrinos in
nuclear matter. In the theory of Fermi liquids, the particle-hole interaction Vph,
or residual interaction between quasiparticles, is uniquely defined as the second
functional derivative of the energy functional [26, 27, 28]. With the Skyrme-
type functionals, Vph turns out to be a contact interaction in coordinate space,
but it is density-dependent as well as velocity-dependent. By summing the se-
ries of bubble diagrams, one obtains the RPA linear response to an external
field. It is worth noting that this RPA response is self-consistent, in the sense
that the mean field and the residual interaction Vph are derived from the same
energy density functional. Detailed RPA calculations [28, 29] have shown that
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this approach can give a good description of low-lying collective states as well
as giant resonances in finite nuclei. Furthermore, it enables one to relate the
RPA results to the more global quantities which can be obtained by sum rule
methods.

The study of quantum systems having a large or infinite number of fermions
is of interest in many physical situations, involving fields as diverse as quantum
chemistry, atomic physics, condensed matter or nuclear physics. Liquid 3 He or
the conduction electrons in metals are familiar examples of these systems (see
references [22, 23, 24, 30] for a non-exhaustive account of them). Infinite nuclear
matter is just an idealized system, which cannot be experimentally studied in
the laboratory. It is nevertheless a useful and broadly used concept, because of
its connection with the inner part of atomic nuclei and also with some regions
of compact stars. Due to its relative simplicity, it is a very useful testing ground
for various theories. It is therefore important to have a description of infinite
nuclear matter based on nucleon-nucleon interactions. Concerning the response
function, the rather simple analytic form of the Skyrme energy density func-
tional and of its related Vph allows one to obtain closed form expressions for the
RPA response function, as shown in Ref. [31] for the case of symmetric nuclear
matter. The formalism on Ref. [31] has been extended to finite temperature
[32, 33], asymmetric nuclear matter [34, 35] including the isospin-flip case [36].
It has also been used to study neutrino propagation in hot neutron matter [37]
and symmetry energy of nuclear matter [38]. All the mentioned applications
were restricted to the central part of the effective interaction. The effect of
the spin-orbit part on the response function was shown to be rather small [39],
vanishing in the limit of zero transferred momentum. In the past decade several
studies pointed out that the standard Skyrme interaction is not flexible enough
to improve the level of accuracy in describing sets of available experimental data
[40]. In particular it was pointed out that the origin of magic numbers in exotic
nuclei is connected to the spin-isospin dependent terms of the interaction [41].
The original form of the Skyrme interaction [42] contains other terms, including
zero-range tensor terms, which are relevant for the spin and spin-isospin chan-
nels. In fact, the bare nucleon-nucleon interaction contains an important tensor
part, necessary to reproduce not only the phase shifts of the nucleon-nucleon
scattering, but also the quadrupole moment of the deuteron. However, apart
from some exploratory studies [43], these terms have been omitted in the study
of finite nuclei up to recently.

Nowadays, there are several zero- and finite-range effective interactions con-
taining tensor terms. Among the finite-range ones, let us mention the M3Y type
effective interaction of Nakada [44], which includes finite-range spin-orbit and
tensor terms, whose parameters are fitted to the Brueckner’s G−matrix based
on a bare interaction. Much closer to the spirit of an effective interaction, in [45],
a tensor term was added to a Gogny-type interaction to describe the evolution
of nuclear shells for exotic nuclei as well as stable ones. In a similar viewpoint,
the authors of [46] have also included a tensor term into Gogny interactions. Fi-
nally, it is worth mentioning the recent results on a new form of pseudo-potential
presented in Ref. [47]. Concerning Skyrme interactions, zero-range tensor terms
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as originally proposed by Skyrme [42] have been either included perturbatively
to existing central ones [48, 49, 50, 51], or with a complete refit of the parame-
ters [52, 53, 54, 55]. For a general discussion on the impact of tensor terms on
ground state properties of finite nuclei see Refs. [55, 56].

The effects of a zero-range tensor interaction on the RPA response function
of symmetric nuclear matter have been analyzed in [57]. As compared with
the central case, the structure of the response function becomes more involved
although they look formally the same. The complexity is related to the fact
that the tensor interaction couples all channels in a nontrivial way. At least
for the T44 interaction used in [57], the effects of the tensor contributions are
strong in the vector channels. The formalism of linear response theory has
also been applied to the case of a Skyrme energy density functional, both for
symmetric nuclear matter [58] and for pure neutron matter [59]. Although
several functionals are available [60, 61, 62] the most often used is the one derived
from an effective Skyrme interaction [63]. The interest of using energy density
functionals resides in the possibility of including other interaction or correlation
terms guided by physical motivations, which are not easy to consider when
dealing with an effective interaction. A significant effort is nowadays devoted
to the introduction of new terms in the Skyrme NEDF, as the tensor [55], new
density dependent couplings [64, 65], higher order derivative terms [62, 66] or
three-body interactions [67, 68, 69]. Hopefully, the present formalism can be
easily extended to include these new terms in the calculation of the response.

The effective interactions are reasonably well controlled around the satura-
tion density ρ0 of symmetric nuclear matter, for moderate isospin asymmetries
and zero temperature. They have also been extrapolated to conditions of density
and isospin asymmetry which are not experimentally accessible, as for instance
nuclear matter with a large neutron to proton ratio or pure neutron matter,
both at densities up to several times ρ0 and finite temperatures. However,
such an extrapolation can lead to unphysical instabilities of nuclear matter. For
instance, most Skyrme parametrizations predict that the isospin asymmetry en-
ergy εI becomes negative when the density is increased [70, 71, 72, 73, 74, 75].
Consequently, the symmetric system would be unstable at some density beyond
the saturation one, preferring a largely asymmetric system made by an excess
of either protons or neutrons. Another type of instability refers to the magnetic
properties of neutron matter. Most Skyrme interactions predict that even in the
absence of a magnetic field a spontaneous magnetization arises in pure neutron
matter at some critical density, which can be as low as ' 1.1ρ0, [76, 77, 78, 79]
depending on the specific parameterization. The magnetic instability is related
to the Landau parameter in the spin channel. However, Gogny-type effective
interaction calculations [80], relativistic mean-field calculations [81, 82, 83] as
well as Monte Carlo simulations [84] and Brueckner Hartree-Fock calculations
[85, 86] exclude such an instability, at least at densities up to (5 − 6) ρ0, thus
indicating that the predicted ferromagnetic instability is unphysical. It is thus
important to discern whether or not it is relevant for finite nuclei.

As is well-known [87], the Landau parameters must satisfy a set of inequali-
ties to insure that the energy of the system has a minimum stable against small
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fluctuations. A general study of the Skyrme interactions in terms of their Lan-
dau parameters was done in Ref. [88] for both symmetric nuclear matter and
pure neutron matter. It was shown that the existence of a critical density is
inherent to the Skyrme interactions, although it could be possible to construct a
Skyrme interaction with a critical density value around (3.5−4) ρ0 for a reason-
able choice of empirical inputs. However the inequalities related to the Landau
parameters are not considered in the usual fit of parameters, and the value of
the critical density is usually closer to ρ0. The tensor interaction produces a
deformation of the Fermi surface [89], and the stability of the system results in
a new set of inequalities to be fulfilled by the Landau parameters [90]. The spin
and spin-isospin instabilities of symmetric nuclear matter have been analyzed
in Ref. [91] for several Skyrme interactions with tensor components.

A description of the nuclear properties based on the Landau parameters is
reliable in the zero frequency and long wavelength limits, when the quasiparticles
interact near the Fermi surface. However, other instabilities could occur at
nonzero transferred momentum q, with the appearance of domains with typical
size λ ' 2π/q. The first example of such kind of instability was encountered
and examined in detail by Lesinski et al. [92]. In a study of the effective mass
splitting in the scalar-isoscalar channel of doubly magic nuclei, it has been shown
that the system converges towards an unphysical configuration where protons
are separated from neutrons. This observation has also been confirmed by RPA
calculations in finite nuclei [93]. Another recent example of instability was
found in the vector channel of several Skyrme functionals [94, 95, 96] . They
have shown that, for particular values of the time-odd coupling constants, the
system can spontaneously polarize.

To improve the existing functionals, it is therefore mandatory to find a tool
which is able to detect these instabilities in all scalar (vector) and isoscalar
(isovector) channels. It has already been demonstrated by Lesinski et al. [92]
that the linear response formalism applied to the Skyrme energy density func-
tional could be used to predict the appearance of some finite-size instabilities
in nuclei. However, only the central part of the Skyrme interaction was taken
into account for the building of the linear response. The same formalism for the
case of a Skyrme interaction including tensor and spin-orbit terms was studied
by Davesne et al. [57], and afterwards extended to a general Skyrme functional.
In particular is was shown that a pole in the response function corresponds to a
zero in the denominator of the inverse energy-weighted sum rule, which is easily
written in terms of the coupling constants of the energy density functional [97].
This greatly simplifies the process of pole detection since one just has to find
the roots of a real function.

The purpose of the present work is to present and discuss a general formal-
ism to derive the full linear response for homogeneous nuclear systems described
by means of a general Skyrme energy density functional. It contains of course
spin-orbit and tensor terms, but could also include other components such as
three- or four-body terms. The formalism includes temperature in a natural way.
Applications to symmetric nuclear matter, pure neutron matter and asymmet-
ric nuclear matter are presented and discussed. The calculations are done for
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varying densities, temperatures and transferred momenta. Among the existing
NEDF we have selected a few of them to illustrate the different descriptions
encountered to describe the response functions, and in particular the presence
of instabilities which could manifest in the calculation of finite nuclei. Some
attention will also be paid to the simplified case in which the particle-hole in-
teraction is described in terms of Landau parameters. The effect of currently
considered extra terms is also discussed.

In Sec.2, we present the basic formalism of the linear response theory and
the symbolic method adopted to calculate the strength function of the system.
In Sec.3, we present the results for the case of homogeneous matter saturated in
spin and isospin. Adopting some representative Skyrme functionals, we discuss
the properties of the strength functions at different values of density, transferred
momentum and temperature. In Sec.4, we consider the Landau limit of the
residual interaction. Taking advantage of the universal character of the Landau
parameters, we generalize our results for the case of Landau parameters derived
from other effective interactions as Gogny or Nakada and also from realistic
microscopic calculations. In Sec.5, we generalize the results of Sec.3 for the
case of arbitrary isospin asymmetry. In Sec.6, we discuss how to extend our
formalism to take into account possible extensions of the Skyrme functionals as
for example the inclusion of extra density dependent terms or three- and four-
body terms. Finally in Sec.7, we present our conclusions and future perspectives.
Some specific technical details are given in the Appendices.

2. Formalism

In this section, we describe a method to obtain the response functions of ho-
mogeneous fermion systems, both at zero and at finite temperature. It is based
on the use of Green’s functions describing the propagation of a particle-hole
(ph) pair, also called quasiparticle. The response function is simply obtained as
a momentum average of the ph propagator. The starting point of this proce-
dure is the calculation of the ph propagator in the mean-field or Hartree-Fock
(HF) approximation. Afterwards, the residual interaction between ph pairs is
taken into account in the random phase approximation, and the associated ph
propagator is obtained as the solution of the so-called Bethe-Salpeter equation.
The method consists in writing down a set of algebraic equations for various
momentum averages of the RPA propagator, whose solution gives the desired
response function. Since only homogeneous systems are considered here, the
proper definitions of the response functions, as well as other related quantities,
should be understood as divided by a normalization volume. Along this paper
the employed units are such that constants ~, c and kB are equal to 1.

2.1. Linear response to an external spin-isospin perturbation

The excited states of a system can be studied by measuring its response
to an external probe, characterized by an oscillating field, which can exchange
momentum q and energy ω with the system [22, 23, 24, 30, 98, 99]. Experimental
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measurements are usually related to the strength function (also called dynamical
structure function or dynamical form factor) of the system, defined as

S(q, ω) =
∑
n 6=0

|〈n|Q|0〉|2δ(En − E0 − ω) , (1)

where |n〉 and En are the eigenstates and eigenvalues of the nuclear Hamiltonian,
and the sum over n includes both discrete and continuum contributions. En0 ≡
En − E0 is the excitation energy and the operator Q is a well-chosen operator
that couples directly to states with the desired quantum numbers. The interest
of having a detailed knowledge of the strength function can be seen as follows
(see e.g. [22]). Assume that the probe weakly interacts with the system, so that
the scattering process may be described within the Born approximation. For
simplicity, assume also that the probe does not act on the spin/isospin degrees
of freedom. The Fermi’s golden rule stands that the probability per unit time
that the probe transfers momentum q and energy ω with the system is given by

P(q, ω) = 2π|Vq|2 S(q, ω) , (2)

where Vq is the Fourier transform of the probe-system interaction, and the
strength function corresponds to the density-fluctuation operator. In general,
cross sections are thus expressed as the product of a kinematic factor, associ-
ated to the specific probe, and the strength function, which contains all the
relevant physical properties of the system. For instance, the double differential
cross section for the inelastic scattering of neutrinos off neutron matter, writ-
ten in Eq. (71), involves the strength functions calculated for three operators,
according to the different quantum numbers of the states excited in the process.

Let us now consider density fluctuations in the spin-isospin channels (α) =
(S, T ) excited by one-body operators of the type

Q(α) =
∑
j

eiq·rjΘ
(α)
j , (3)

where the index j stands for the particle and

Θ
(0,0)
j = 1̂ , Θ

(1,0)
j = σ̂j , Θ

(0,1)
j = τ̂ j , Θ

(1,1)
j = σ̂j τ̂ j , (4)

with σ̂j and τ̂ j being the spin and isospin Pauli matrices.
If the interaction between the probe and the system is sufficiently weak,

the change in the density is proportional to the perturbation induced by the
external probe, the factor being the dynamical susceptibility. It is calculated at
first-order perturbation theory, with the result

χ(α)(q, ω) =
∑
n 6=0

{
|〈n|Q(α)|0〉|2

ω − En0 + iη
− |〈n|Q

(α)|0〉|2

ω + En0 + iη

}
, (5)

where η is an arbitrarily small positive quantity associated with the adiabatic
condition on the external field. Using the standard relation

lim
η→0+

1

x− a+ iη
= P 1

x− a
− iπδ(x− a) , (6)
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one can write the following connection between the strength function and the
response function

S(α)(q, ω)− S(α)(q,−ω) = − 1

π
Imχ(α)(q, ω) . (7)

At zero temperature, the system is initially in the ground state, and the sole
possible effect of the probe is to excite the system, i.e. ω ≥ 0. In that case
S(α)(q,−ω) is identically zero and the above equation reduces to

S(α)(q, ω) = − 1

π
Imχ(α)(q, ω) . (8)

However at finite temperature T , the ground state of the system at equilibrium
corresponds to a statistical mixture characterized by the probability

pm =
1

Z
e−βEm , (9)

of finding the system in the state |m〉. In the previous expression Z =
∑
m e−βEm

is the partition function and β = 1/T . At T 6= 0 both the strength function and
the response function must be redefined accordingly as

S(α)(q, ω, T ) =
∑

n,m6=n

pm|〈n|Q(α)|m〉|2δ(Enm − ω) , (10)

and

χ(α)(q, ω, T ) =
∑

n,m 6=n

pm

{
|〈n|Q(α)|m〉|2

ω − Enm + iη
− |〈n|Q

(α)|m〉|2

ω + Enm + iη

}
. (11)

At finite temperature it is possible to transfer energy from the system to the
probe, so that negative values of ω are admissible. Assuming time-reversal
invariance, the principle of detailed balance establishes the following relationship

S(α)(q, ω, T ) = eβωS(α)(q,−ω, T ) , (12)

and the fluctuation-dissipation theorem Eq. 7 gives

− 1

π
Imχ(α)(q, ω, T ) =

(
1− e−βω

)
S(α)(q, ω, T ) . (13)

A more detailed discussion on the properties of the strength function χ(α) for a
system of fermions can be found for example in [23, 24, 30].

2.2. Particle-hole propagators and linear response

To sketch the method it suffices to consider a system with only one Fermi
surface, as symmetric nuclear matter or non-polarized pure neutron matter. A
basic ingredient is the retarded (or causal) particle-hole Green’s function (or
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ph-propagator) which describes the propagation of a ph pair forward in time
and which is formally defined as

G(r, r′, t− t′) = −i θ(t− t′) 〈0|
[
ψ+(r, t)ψ(r, t), ψ+(r′, t′)ψ(r′, t′)

]
|0〉 , (14)

where ψ+ and ψ are particle creation and annihilation operators in the Heisen-
berg representation and |0〉 stands for the ground state. This is also called the
density-density correlation function since the operator product ψ+(r, t)ψ(r, t)
measures the density at point r and time t. As in homogeneous matter the in-
variance of space holds, it is convenient to work in the momentum-energy space
by performing a suitable Fourier transform. The first required element of the
method is the retarded propagator GHF of a non-interacting ph pair, which can
be obtained by inserting in Eq. (14) complete sets of single-particle states at
the appropriate places. It can be expressed as

GHF (k,q, ω) =
n(k)− n(q + k)

ω + ε(k)− ε(q + k) + iη
, (15)

where

n(k) =
{

e(ε(k)−µ)/T + 1
}−1

(16)

is the Fermi-Dirac occupation number, which reduces to the step function θ(kF−
k) at zero temperature, and ε(k) is the single-particle energy

ε(k) =
k2

2m∗
+ U , (17)

where U is the mean field, excluding the k2 dependence (such a term contributes
to the effective mass m∗). Actually, our formalism is directly used only if the
effective mass is independent of k, because in that case many of the integrations
can be done analytically.

The HF response function is obtained by taking the sum over all states in
the Fermi sea

χHF (q, ω) = nd

∫
d3k

(2π)3
GHF (k,q, ω) , (18)

where nd is the degeneracy factor (4 for symmetric nuclear matter, 2 for pure
neutron matter). χHF (q, ω) is usually called the Lindhardt function [100], al-
though in a strict way the Lindhardt function refers to the response of a free
Fermi gas, that is to the case m∗ = m,U = 0 in (17). The absence of index
(α) indicates that the response function is independent of the spin-isospin chan-
nel. In the following, we will often deal with momentum averages similar to the
previous one, for which we will adopt the shorthand notation∫

d3k

(2π)3
f(k)GHF (k,q, ω) ≡ 〈f GHF 〉 , (19)

hiding sometimes the (q, ω)-dependence. With this notation, we write χHF (q, ω) =
nd〈GHF 〉. In Appendix C are given explicit expressions of the required aver-
ages used in this report. If the effective mass depends on momentum k those
averages should be numerically calculated from the very beginning.
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To go beyond the HF description one has to include the residual interaction.
The correlated ph propagator is the sum of an infinite number of terms involving
the interaction and the HF ph propagator. In the RPA this sum is restricted
to the class of so-called ring or bubble diagrams, which allows for a formal
summation of the whole series and leads to the Bethe-Salpeter equation for the
correlated ph propagator, which can be written as

G
(α)
RPA(k1,q, ω) = GHF (k1,q, ω)

+ GHF (k1,q, ω)
∑
(α′)

∫
d3k2

(2π)3
V

(α,α′)
ph (k1,k2)G

(α′)
RPA(k2,q, ω) ,(20)

where V
(α,α′)
ph (k1,k2) is the residual interaction matrix element which describes

the ph excitations of the system built on a mean-field (Hartree-Fock) ground
state. The interaction links two ph pairs with quantum numbers (α) and (α′),
and hole momenta k1 and k2, respectively. It is depicted in Fig. 1. From the
solution of this equation one gets the linear response function

χ
(α)
RPA(q, ω) = nd〈G(α)

RPA〉 . (21)

Figure 1: Graphical representation of the direct and exchange part of the residual particle-hole
interaction.

As illustrated in Fig. 1, the ph interaction is the sum of a direct contribu-
tion, which only depends on the transferred momentum q, and an exchange one,
which depends on the relative ph momentum k1 − k2. The difficulty in solving
the Bethe-Salpeter equation thus comes mainly from the exchange term. When
it is treated in some approximation so that its k1 − k2 dependence simplifies,
then the resolution of (20) becomes easier. In the case of a central Skyrme
pseudo-potential, the ph interaction depends quadratically on the relative hole
momentum. This particular dependence allows us to solve the Bethe-Salpeter
equation in a rather compact form. It is worth stressing that the usual RPA
ignores the exchange terms, and the name of ring approximation can be imme-
diately visualized by iterating the first term in Fig. 1. What we call RPA is
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sometimes called extended or generalized RPA. The same method can be ex-
tended to situations where the ph interaction can be written in a polynomial
form in the hole momenta, as it happens with currently used zero-range inter-
actions or energy density functionals. A similar approach can also be adopted
for finite-range interactions as Gogny [101] or M3Y [44], but in such a case the
difficulty comes from the range. However, as already shown in ref. [102], the
interaction can be reduced in polynomials by a multipolar expansion and thus
treated as in the case of a zero-range interaction.

2.3. Domain of responses and collective states

Let us explore the (q, ω)-domain of possible ph excitations. For simplicity, we
assume T = 0, and discuss thermal effects later on along the paper. Consider
a particle with momentum k in the Fermi sea and energy k2/2m∗ + U . If a
momentum q is transferred to it, its energy changes to (k + q)2/2m∗ + U .
Depending on the relative angle between k and q, the excitation energy ω =
(k + q)2/2m∗ − k2/2m is thus inside the shaded region of Fig. 2. The dotted
line inside this region corresponds to the value q2/2m∗. This region defines the
1p1h excitation domain, which correspond to the case we will consider in RPA
calculations.
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Figure 2: Domain of allowed excitation energies associated to a particle-hole excitation. For
illustration, calculations have been done at kF=1.33 fm−1 and m∗/m=1.

To have a physical insight on the response functions, we recall some general
features [23] of the HF response function at T = 0. It is displayed in Fig. 3 as
a function of the energy transfer ω for two momentum values.
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Figure 3: Response function of a free Fermi gas at zero temperature in the regions q < 2kF
(left panel) and q > 2kF (right panel). In particular the calculations have been done at
kF=1.33 fm−1 and m∗/m=1.

In the region q < 2kF , the response first increases linearly with ω. This
behavior is due to Pauli blocking, since the momentum of the excited particle
can be inside the Fermi sphere. The response reaches its maximum value at a
transferred energy ω = qkF /m

∗ − q2/2m∗, vanishing at and beyond the upper
limit of the shade region in Fig. 2. In the region q > 2kF the response is
different from zero only for values of ω inside the lower and upper limits of the
1p1h excitation domain.

Further physical insight is gained considering the residual interaction in the

simplest case when the exchange term is ignored. Assuming V
(α,α′)
ph (k1,k2) =

δ(α, α′)V
(α)
ph (q, ω), one can immediately solve the Bethe-Salpeter equation (20)

and the response function takes the simple form [103]

χ
(α)
RPA(q, ω) =

χHF (q, ω)

1− V (α)
ph (q, ω)χHF (q, ω)

. (22)

This is the so-called ring approximation, which has been largely employed
in studies of the response function considering mesonic degrees of freedom
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[104, 105, 106]. As a matter of terminology, it is worth keeping in mind that
in condensed matter textbooks, the term RPA corresponds to neglecting the
exchange term, whereas “extended RPA” refers to including the full residual
interaction.

Some general properties of the RPA response function can be deduced from
this equation. At first, we notice that ImχRPA(q, ω) ∝ ImχHF (q, ω), it follows
that the domain of definition of both functions is the same and it corresponds to
the shaded region depicted in Fig. 2. The residual interaction not only modifies
the RPA strength, but can also give rise to excitations outside the energy domain
where ImχRPA(q, ω) 6= 0. Indeed, the response has a pole when the denominator

of (22) vanishes: 1−V (α)
ph χHF = 0. This defines a collective excitation [23] (also

called zero sound, for historical reasons), which appears outside of the shaded
domain of Fig. 2. Increasing the value of q, the excitation energy eventually
crosses the upper ph edge and the excitation is absorbed into the continuum.

2.4. Nuclear Energy Density Functional

The nuclear energy density functional is the tool of choice to perform sys-
tematic calculations of binding energies and one-body observables in the region
of the nuclear chart that ranges from medium- to heavy-mass atomic nuclei
from drip-line to drip-line [8]. The functional is taken as an expansion of the
energy density in powers of local densities (as defined in Appendix A) and their
derivatives up to to a given order. This effective approach relies on a limited
number of universal parameters, usually fitted on experimental data of finite
nuclei (observables) along with properties of infinite nuclear matter (pseudo-
observables) [107] or derived from realistic interactions trough density-matrix
expansion (DME) [108, 109, 110].

Although several functionals are available [60, 61, 62, 111], the one derived
from the Skyrme effective pseudo-potential [63] is the most often used. This
functional is expressed in terms of local densities (defined in Appendix A) and
coupling constants, that could also depend on density themselves. The most
general second order functional given in [63] contains up to 28 free coupling con-
stants. This number is reduced to 18 when Galilean and gauge invariance [112]
are imposed, and further reduced to 12 independent coupling constants if one
also requires that such a functional can be derived from an effective Skyrme
interaction. Several extensions can be found in the literature: expansion up to
6th order in the momentum (N3LO) has been given in [62], showing that is it
possible through a DME to convert a finite-range effective interaction into a
quasi-local functional [108, 113]; inclusion of new density dependence as done
in [55, 64, 65, 114], or inclusion of three-body terms in the effective interaction
[67]. All these approaches aim at solving specific drawbacks or simply improving
the quality and accuracy of the existing functionals.

In the following, we deal with a general second-order NEDF, i.e. including up
to a quadratic dependence on local densities and their derivatives, without any
reference to a Skyrme interaction, but respecting Galilean and gauge invariance.
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It can be written as

E =

∫
d3r

{
1

2m
τ + εIS + εIV

}
, (23)

where τ is the local kinetic density and εIS , εIV are the terms of the functional
which depends respectively on isoscalar and isovector densities as discussed in
Ref [63]. In the general case they are written as

εIS = Cρ0 [ρ0] ρ2
0 + C∆ρ

0 ρ0 ∆ρ0 + Cτ0 ρ0 τ0 + Cj0 j20 + Cs0 [ρ0] s2
0 + C∇s0 (∇ · s0)2

+C∆s
0 s0 ·∆s0 + CT0 s0 ·T0 + CF0 s0 · F0 + C∇J0 ρ0∇ · J0

+C∇j0 s0 · (∇× j0) + CJ
(0)

0 (J
(0)
0 )2 + CJ

(1)

0 (J
(1)
0 )2 + CJ

(2)

0

z∑
µν=x

J
(2)
0µνJ

(2)
0µν ,(24)

and

εIV = Cρ1 [ρ0] ~ρ 2 + C∆ρ
1 ~ρ∆~ρ+ Cτ1 ~ρ~τ + Cj1

~j 2 + Cs1 [ρ0] ~s 2 + C∇s1 (∇ ·~s)2

+C∆s
1 ~s ·∆~s + CT1 ~s · ~T + CF1 ~s · ~F + C∇J1 ~ρ∇ · ~J + C∇j1 ~s ·

(
∇×~j

)
+CJ

(0)

1 ( ~J (0))2 + CJ
(1)

1 (~J
(1)
0 )2 + CJ

(2)

1

z∑
µν=x

~
J

(2)
µν

~
J

(2)
µν . (25)

Note that the coefficients Cρt [ρ] and Cst [ρ] include also a density dependence,
usually taken as

Cρt [ρ0] = Cρ,0t + Cρ,γt ργ0 , (26)

Cst [ρ0] = Cs,0t + Cs,γt ργ0 , (27)

which is typical of Skyrme interactions [63]. In some cases a supplementary ργ
′

dependence has been considered, as given in Ref. [92]. The inclusion of such
terms in the formulae presented in this paper is immediate: one simply has to
duplicate the contribution of the term with power γ and replace γ by γ′. The
functional written in Eqs.24-25 has been constructed to be consistent with time
reversal, space and rotational invariance in agreement with basic symmetries of
nuclear interaction [98]. Imposing also Galilean and gauge invariance, we obtain
some relations among coupling constants

Cjt = −Cτt , (28)

CJ
(0)

= −1

3
CTt −

2

3
CFt ,

CJ
(1)

= −1

2
CTt +

1

4
CFt ,

CJ
(2)

= −CTt −
1

2
CFt ,

C∇jt = C∇Jt ,
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where t = 0, 1 stands for isoscalar and isovector coupling constants. This implies
immediately that only some special combinations such as ρτ − j2 can enter the
NEDF. The Galilean invariance is a particular case of the gauge invariance [115].
This feature is important for example in Time Dependent Hartree-Fock or RPA
calculations, since it ensures that the collective translational mass is correctly
equal to the total mass [116, 62]. The original Skyrme interaction [42] respects
these symmetries by construction, thus for similarity a functional derived from
this interaction should respect them as well. Whether the gauge symmetry
should be respected or not for a Skyrme functional is still an open question
and we refer to the discussion in [62]. To clarify this point, one considers
a general 2-body operator V (r′1, r

′
2, r1, r2) (one drops again spin and isospin

indices for simplicity). Assuming a general Slater determinant wave function,
the interaction energy can then be written as

E =

∫
d3r′1d

3r′2d
3r1d

3r2V (r′1, r
′
2, r1, r2) [ρ(r1, r

′
1)ρ(r2, r

′
2)− ρ(r2, r

′
1)ρ(r1, r

′
2)] .

(29)
Let us define a gauge transformation on the A-body wave function as

|Ψ′〉 = exp

(
−i

A∑
i=1

φ(rj)

)
|Ψ〉 , (30)

where φ(rj) is an arbitrary real function. Then the density matrix transforms
as

ρ′(r, r′) = exp(i(φ(r)− φ(r′))) ρ(r, r′) . (31)

When the interaction is local

V (r′1, r
′
2, r1, r2) = δ(r′1 − r1)δ(r′2 − r2)V (r′1, r

′
2, r1, r2) , (32)

the gauge invariance is automatically satisfied by construction. With the help
of the transformation law written above for the density matrix, it is easy to de-
duce that under a gauge transformation the kinetic energy and current densities
transform as τ ′ = τ + 2j∇φ+ ρ(∇φ)2 and j′ = j + ρ∇φ . As quoted before, one
can immediately see that only the special combination ρτ−j2 is invariant. From
a more general point of view, it has been shown [112] that Galilean invariance
and gauge invariance are no longer equivalent at higher orders and that gauge
invariance is much more constraining (by instance at 4th order, the total num-
ber of terms can be reduced to 26 with Galilean invariance and to 6 with gauge
invariance). The problem of gauge invariance has been addressed in [117]. It
appears to be linked to the problem of the continuity equation [118]. However,
at fourth order, this continuity equation contains up to fourth order derivatives
so that it is no longer a Schrödinger-type equation [66]. For practical purposes,
the solution becomes non trivial and work on that subject is in progress.

Although we present here the case of a general functional, it is useful to
identify the nature of the different coupling constants entering (24-25). The
central terms of the Skyrme interaction are associated with the coupling con-
stants Cρt , C

∆ρ
t , Cτt , C

s
t , the spin orbit terms with C∇J and the tensor terms
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with C∇st , CFt . The association between the interaction parameters to the dif-
ferent parts of the functional can also be more complicated since, for example,
the coupling constants CTt , C

∆s
t receive contributions from both the central and

tensor part. For completeness, we give in Appendix B the expressions of the
above coupling constants in terms of Skyrme parameters.

Since the importance of the tensor component of the effective interaction has
been enlightened by several authors concerning both ground state properties [41,
45, 46, 48, 54, 55] and excited states [50, 57, 58, 95, 94, 119], the standard
second-order NEDF which incorporates the tensor part will be chosen as our
reference and thus discussed in details for the different infinite systems treated
in the following sections. The possible extensions will be discussed separately
and some results presented only for some specific cases.

2.5. The residual ph interaction

In the RPA approximation, the excitations of the system result from the
residual ph interaction. In the theory of Fermi liquids, this ph interaction can
be obtained from the second functional derivative with respect to densities taken
at the Hartree-Fock solution [26, 27, 28]

〈a′,b′|V̂ph|a,b〉 =
δ2E[ρ]

δρ̂(a′,a) δρ̂(b′,b)
. (33)

The symbol a is a shorthand notation for (xa, σa, qa), where xa is the spatial
coordinate, while σa and qa are the spin and isospin variables. It has been shown
in [98] that such a relation holds in general at HF level. In the general case of
a density dependent interaction, it is the only way to obtain the right answer
[26, 27, 28]. However, when there is no density dependence, one can determine
more efficiently the matrix elements directly from the pseudo-potential V̂ itself
with no reference to the EDF by a simple antisymmetrization of the state:
〈a′,b′|V̂ph|a,b〉 ≡ 〈a′,b′|V̂ Aab|a,b〉 where Aab represents here the complete
antisymmetrisation operator with respect to state |a,b〉.

We are now in position to determine explicitly the residual interaction in-
duced by our general second order functional. In order to simplify the notations,
we omit the global implicit factor δ(a′,a)δ(b′,b)δ(xa − xb). Moreover, we use

k = −i∇ , k′ = i∇′ . (34)

Following [31], it is more convenient to express the result in terms of k1,k2 (hole
momenta) and q (transferred momentum)

k′a = k1 + q ,

ka = k1 ,

k′b = k2 ,

kb = k2 + q ,
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which is actually the notation employed in Fig. 1. We use the standard compo-
nents of k12 ≡ k1 − k2

(k12)(1)
µ =

√
4π

3

[
k1Y1,µ(k̂1)− k2Y1,µ(k̂2)

]
, (35)

where (k12)
(1)
µ is a rank-1 tensor and µ = −1, 0,+1 is the index of the spherical

basis [120]. Finally, after some simple manipulations, we obtain the general
expression

Vph =
1

4
W

(0,0)
1 +

1

4
W

(0,1)
1 τ̂a ◦ τ̂b +

1

4
W

(1,0)
1 σa · σb +

1

4
W

(1,1)
1 σa · σbτ̂a ◦ τ̂b

+
1

4

(
W

(0,0)
2 +W

(0,1)
2 τ̂a ◦ τ̂b +W

(1,0)
2 σa · σb +W

(1,1)
2 σa · σbτ̂a ◦ τ̂b

)
k2

12

+ 2Cρ,γ1 γργ−1
0 ~ρ ◦ (τ̂a + τ̂b) + 2Cs,γ0 γργ−1

0 s0 · (σa + σb)

+ 2Cs,γ0 γργ−1
0 ~s · (σaτa + σbτb)

+ 2
(
C∇s0 + C∇s1 τ̂a ◦ τ̂b

)
(q · σa)(q · σb)

+
(
CF0 + CF1 τ̂a ◦ τ̂b

){
(k12 · σa)(k12 · σb)−

1

2
(q · σa)(q · σb)

}
− i

(
C∇J0 + C∇J1 τ̂a ◦ τ̂b

)
(σa + σb) · [q× k1 − q × k2] . (36)

The constants W
(α)
i are combinations of NEDF coupling constants. They are

given in the next Section for symmetric nuclear matter and pure neutron matter.
The previous general expression for the residual interaction is the starting

point for all the calculations and results presented in this paper. For each specific
system (symmetric nuclear matter, asymmetric nuclear matter, pure neutron
matter ...) one must determine of course the appropriate matrix elements in
spin and isospin space. However, the method for obtaining the response function
relies only on the dependence on momenta k1,k2, which is the same for all these
systems. Based on this quadratic dependence, the induced interaction in the
medium was calculated in Ref. [31] as an intermediate step to get the response
function. Actually, this intermediate step is no longer required [39, 57] because
the Bethe-Salpeter equation can be directly solved. This is the method used in
the following.

2.6. Solving the Bethe-Salpeter equation

The Bethe-Salpeter equation (20) has to be solved in each channel. The
strategy for obtaining the response function is very simple. The general struc-
ture in momentum space of the residual interaction (36) contains only terms of
the form

1 , k2
12 , (k12)(1)

µ , and (k12)(1)
µ (k12)

(1)
µ′ . (37)

The idea is thus to multiply the equation with appropriate functions of k1

and integrate over momentum. Instead of the ph propagator G
(α)
RPA one has to

deal with its momentum averages. In general, a closed set of algebraic equa-

tions is obtained for the following quantities: 〈G(α)
RPA〉, 〈k2G

(α)
RPA〉, 〈kY 0

1 G
(α)
RPA〉,
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〈k2|Y 1
1 |2G

(α)
RPA〉 and 〈k2|Y 0

1 |2G
(α)
RPA〉. Depending on the residual interaction, one

can therefore obtain either a single equation or a set of equations coupling the
different spin-isospin channels. Although in principle the system can be an-
alytically solved, it is worth giving analytical expressions only for symmetric
nuclear matter and pure neutron matter. For other systems, the expressions are
cumbersome and not easily tractable.

Let us illustrate the method assuming that particles and holes are restricted
to be at the surface of their respective Fermi sphere. The ph interaction adopts
a form particularly simple, since it only depends on the relative angle θ between
the two momenta k1 and k2 at the Fermi surface, besides the obvious depen-
dence on the spin and isospin degrees of freedom. This is the well-known Landau
approximation [26], which is discussed in more details in Sec. 4. For the present
illustrative purposes, it suffices to consider the case of channel S = 0, T = 0
of symmetric nuclear matter and assume a ph interaction characterized by the
monopole and dipole Landau parameters f0, f1

nd

[
f0 + f1

4π

3

∑
µ

Y ∗1,µ(k̂1)Y1,µ(k̂2)

]
δS,0δT,0 , (38)

where k̂1,2 refer to the spherical angles of the hole momenta k1 and k2.
In this particular case, there is no mixing between the different spin/isospin

channels, and the Bethe-Salpeter equation reads

G
(0,0)
RPA(k1,q, ω) = GHF (k1,q, ω) + ndf0GHF (k1,q, ω)〈G(0,0)

RPA〉

+ ndf1
4π

3

∑
µ

Y ∗1,µ(k1)GHF (k1,q, ω)〈Y1,µG
(0,0)
RPA〉 . (39)

Without loss of generality the vector q can be chosen along the z-axis. From
(15) one can see that GHF does not depend on the azimuthal angle φ, so that the
momentum integral 〈Y ∗1,µGHF 〉 vanishes unless µ = 0. The previous equation
can thus be written as

〈G(0,0)
RPA〉 = α0 + ndf0α0〈G(0,0)

RPA〉+ ndf1α1〈cos θ G
(0,0)
RPA〉 , (40)

where we have defined the auxiliary functions

αn(q, ω) = 〈cosn θ G
(0,0)
HF 〉 , (41)

whose properties are given in [121]. One can see that the function 〈G(0,0)
RPA〉

we are looking for is coupled to 〈cos θ G
(0,0)
RPA〉, for which a second equation is

required. It is obtained by multiplying the Bethe-Salpeter equation (20) with
cos θ1 and integrating over k1. The resulting equation is

〈cos θ G
(0,0)
RPA〉 = α1 + ndf0α1〈G(0,0)

RPA〉+ ndf1α2〈cos θ G
(0,0)
RPA〉 . (42)

Eqs. (40) and (42) form a closed coupled system of algebraic equations for the

quantities 〈G(0,0)
RPA〉 and 〈cos θ G

(0,0)
RPA〉. The solution is immediate and we can
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finally write the response function as

χ
(0,0)
RPA(q, ω) = χHF (q, ω)

{
1−

[
f0 + f1

α2
1/α

2
0

1− ndf1(α0α2 − α2
1)/α0

]
χHF (q, ω)

}−1

.

(43)
This expression can be simplified if the αi’s functions in the brackets are calcu-
lated in the so-called Landau limit: q → 0, but ω/q finite. In that case, one can
replace α1 → kF να0 and α2 → k2

F ν
2α0 − N(0)/(3nd), where ν = ωm∗/(qkF )

and N(0) = nd
kFm

∗

2π2 is the density of states at the Fermi surface. We finally
get the familiar expression for the Landau response function (see e.g. [24])

χ
(0,0)
LAN (ν) = χHF (ν)

{
1−

[
f0 +

f1ν
2

1 + F1/3

]
χHF (ν)

}−1

, (44)

where F1 = N(0)f1 is the dimensionless parameter. This example illustrates
the method for obtaining the RPA response function from the Bethe-Salpeter
equation. The solution using the complete residual interaction, or even a Landau
interaction with tensor terms, is much more laborious. Nevertheless, in most
cases it is possible to write analytic expressions for the response function.

2.7. Sum rules and detection of instabilities

The properties of the nucleus relevant to experimental measurements con-
cerning inclusive processes can be related to energy-weighted integrals of the
strength function ∫ ∞

−∞
dω f(ω, q)S(α)(q, ω) . (45)

The physical process considered defines the operator Q and the weighting func-
tion fω, q). The latter is completely determined by kinematics and does not
involve any nuclear structure information, which is all contained in the strength
function for the given operator Q. Energy-weighted integrals of the strength
function can provide useful information of general applicability. Besides, closed
expressions can be easily obtained in some cases. The p-th order sum rule is
defined as

M (α)
p (q) =

∫ ∞
−∞

dω ωpS(α)(q, ω) . (46)

Besides a direct numerical integration of the strength function, it is also possible

in principle to get analytical expressions for M
(α)
p [122, 123]. Replacing the

definition (1) of the strength function in the above integral one obtains

M (α)
p (q) =

∑
n

Epn0 |〈n|Q̃(α)|0〉|2 . (47)

Assuming that En and |n〉 are eigenvalues and eigenstates of the Hamiltonian
H, it is then possible to write the sum rules with p > 0 as the ground state
expectation values of commutators and anticommutators of the Hamiltonian and
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the excitation operator Q(α). In this way one can obtain useful expressions for

the energy-weighted and the cubic energy-weighted sum rules, M
(α)
1 and M

(α)
3

(in short EWSR and CEWSR, respectively). Formally, sum rules with p < 0
may also be expressed in terms of commutators and anticommutators of an
operator X(α) defined as the solution of [H,X(α)] = Q(α) [122, 123]. However,
this procedure requires the explicit knowledge of the Hamiltonian H, and thus
is not applicable in the case of a general NEDF.

At zero temperature sum rules can be defined as energy moments of either
S(α)(q, ω) or of Imχ(α)(q, ω), as they coincide apart from a trivial factor. How-
ever this is not true at T 6= 0, as it has been discussed for instance in [33]. In
that case, one should define the moments in the full energy interval, including
negative values. The result is∫ +∞

−∞
dω ωpS(α)(q, ω) = − 1

π

∞∫
0

dω ωpImχ(α)(q, ω) , odd p (48)

= − 1
π

∞∫
0

dω ωp coth ω
2T Imχ(α)(q, ω) , even p (49)

Therefore, odd order sum rules can be calculated in the same way either at zero
or finite temperature.

A useful alternative way to obtain odd-order sum rules is to expand the
response function in powers of ω [122]. In fact, as the strength and the response
functions are defined per unit of volume one gets the sum rules per particle

ω →∞ : χ(α)(q, ω) ' 2ρ

∞∑
p=0

(ω)−(2p+2)M
(α)
2p+1(q)/A , (50)

ω → 0 : χ(α)(q, ω) ' −2ρ

∞∑
p=0

(ω)2pM
(α)
−(2p+1)(q)/A , (51)

where ρ is the density of the system. Notice that, in the above equations, the
imaginary part of χ(α)(q, ω) cancels out exactly in both limits.

One can thus obtain some M
(α)
p in two ways: the first one is purely nu-

merical and implies the whole response function; the second one is analytical
and originates from the previous limits, which are a direct consequence of the
dispersion relation satisfied by the response function. Comparing numerical
and analytical sum rules is important for several reasons. It is a very good
test about the reliability of the calculations. Besides, it provides us with an
independent way to localize collective excitations. Indeed, in the presence of a
pole the simplest form of the dispersion relations is no longer valid. And from
the same token, the comparison also helps in detecting all instabilities, either
physical or not. To this respect, the study of the inverse energy-weighted sum
rule (IEWSR) M−1 is particularly interesting because, apart from a trivial fac-
tor, it gives the susceptibility, or response function at zero energy. It is thus a
very efficient tool to detect the instabilities related to a zero-energy mode [58].
Physically these instabilities can be related to a phase transition as the spinodal
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one (a mode which can be independently analyzed based on thermodynamical
considerations) or to a non-physical instability, as the pion condensation largely
discussed in the past [104, 124].

3. Saturated systems

We consider the two extreme cases of spin saturated nuclear matter, namely
symmetric nuclear matter (SNM) and pure neutron matter (PNM). From a
technical point of view, both systems can be treated on the same footing, since
in practice one has to deal with a single Fermi sea. In SNM the ph excitations
are characterized by the spin and isospin quantum numbers (S,M, I,Q), where
M and Q refer to the projections of the spin S and isospin I, respectively. As
long as we are not interested in charge-exchange processes, the isospin projection
index Q is irrelevant and will be ignored. In PNM only the two spin quantum
numbers (S,M) are required. All together, we shall employ a generic symbol
(α) for these quantum numbers. It is possible to write the response functions
and other magnitudes in a unified form for both systems assuming the following
convention for the isospin index: I = 0, 1 for SNM and I = n for PNM.

3.1. ph interaction

We turn now to the general form presented in Eq. (36) for the ph interaction.
We write its matrix elements in the (α)-space as

V
(α,α′)
ph = δ(α, α′)

{
W

(α)
1 (q) +W

(α)
2 k2

12 + δS,1δM,0W
(I)
T2 q

2 +W
(α)
3 [k1(k2 + q) + k2(k1 + q)]

}
+ δI,I′ qW

(I)
SO

(
δS′,0δS,1M(k12)−M + δS′,1δS,0M

′(k12)M ′

)
+ δI,I′δS,S′δS,1W

(I)
T1 (−)M (k12)−M (k12)M ′ . (52)

The symbol δ(α, α′) is a shorthand notation for the product of Kronecker delta
for all quantum numbers. As compared to Eq. (36) we have slightly modified the

notation, using W
(I)
SO = 4C∇JI , W

(I)
T1 = 4CFI , and W

(I)
T2 = 8C∇sI − 2CFI , to stress

the genuine spin-orbit and tensor origin of these terms. We have also included

a new generic term W
(α)
3 , thus anticipating the generalization of the NEDF we

shall discuss later on (Sec. 6) in connection to a general three-body effective

interaction, which also contributes to W
(α)
1 and W

(α)
2 . Actually the momentum

dependence associated to W
(α)
3 was considered in [31] in the framework of liquid

3He in connection to the density dependence of the effective mass.

One can see in (52) that the spin-orbit term W
(I)
SO mixes both spin channels

S = 0 and S = 1. The tensor term W
(I)
T1 is only effective on the S = 1 channel,

but mixes the spin projection indices M . However, tensor effects can influence
also the S = 0 channel, due to the spin coupling induced by the spin-orbit
term WSO. Notice that the matrix elements are diagonal in the isospin channel,
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which justifies the use of our isospin convention to simultaneously treat SNM
and PNM.

Table 1: Definition of constants W
(α)
i entering (36) and (52) for SNM.

(α) W
(α)
1 /4 W

(α)
2 /4

(0,0) 2Cρ,00 + (2 + γ)(1 + γ)Cρ,γ0 ργ −
[
2C∆ρ

0 + 1
2C

τ
0

]
q2 Cτ0

(0,1) 2Cρ,01 + 2Cρ,γ1 ργ −
[
2C∆ρ

1 + 1
2C

τ
1

]
q2 Cτ1

(1,0) 2Cs,00 + 2Cs,γ0 ργ −
[
2C∆s

0 + 1
2C

T
0

]
q2 CT0

(1,1) 2Cs,01 + 2Csγ1 ργ −
[
2C∆s

1 + 1
2C

T
1

]
q2 CT1

Table 2: Definition of constants W
(α)
i entering (36) and (52) for PNM.

(α) W
(α)
1 /2 W

(α)
2 /2

(0,n) 2
(
Cρ,00 + Cρ,01

)
+ (2 + γ)(1 + γ) [Cργ0 + Cργ1 ] ργ Cτ0 + Cτ1

−q2
[
2C∆ρ

0 + 2C∆ρ
1 + 1

2C
τ
0 + 1

2C
τ
1

]
(1,n) 2

(
Cs,00 + Cs,01 + Csγ0 + Csγ1 ργ

)
CT0 + CT1

−q2
[
2C∆s

0 + 2C∆s
1 + 1

2C
T
0 + 1

2C
T
1

]

In Tables 1-2 are given the parameters W
(α)
i in terms of the coupling con-

stants of the Skyrme functional (see Sec.2.4) for SNM and PNM respectively.

3.2. Explicit expressions for the response functions

The response function is proportional to the momentum average 〈G(α)
RPA〉

of the RPA ph propagator. By inspecting the Bethe-Salpeter equation (20)
one can see that due to the momentum structure of the ph interaction (52),
the response function is coupled to other momentum averages involving the
weighting functions k2, kY1,µ(k̂), (k12)M ′ , and (k12)−M (k12)M ′ . A closed alge-
braic system is obtained by multiplying the Bethe-Salpeter equation with these
weighting functions and integrating over the momentum. We have explicitly
given an example in Sec. 2.6 considering a simple ph interaction described in
terms of two Landau parameters f0 and f1. The algebraic system involves mo-
mentum averages of the HF propagator. One should keep in mind that the HF
propagator (15) is independent on the polar angle φ. Therefore, integrals of the

type 〈f(k)Yl1,m1
(k̂)Yl2,m2

(k̂) . . . Yln,mn(k̂)GHF 〉 involving n spherical harmonics
vanish unless m1 +m2 + · · ·+mn = 0. This simplifies the system of equations
by discarding the contribution of some averages.
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Another simplification concerns the spin orbit terms. The form of the ph in-

teraction (52) shows a coupling between the functions 〈G(0,0,I)
RPA 〉 and 〈kY1,±M (k̂)G

(1,M,I)
RPA 〉.

It has been shown [39, 57] that the equation for the latter function is only coupled

to 〈G(0,0,I)
RPA 〉, and consequently this coupling can be absorbed into an effective

coefficient W̃
(α)
1 .

We present now the explicit expressions of the SNM/PNM response functions
in the different spin channels. They are given in terms of some averages of the
Hartree-Fock ph propagator (15), labelled βi and χi and defined in Appendix
C. For the sake of simplicity, in the S = 0 channel we omit the index M = 0.
The response can be written as

χHF

χ
(0,I)
RPA

= 1− W̃ (0,I)
1 χ0 +

1

2
q2W

(0,I)
3 χ0 +W

(0,I)
2

(
q2

2
χ0 − 2k2

Fχ2

)
+ [W

(0,I)
2 ]2k4

F

(
−χ0χ4 + χ2

2 +
m∗2ω2

k4
F

χ2
0 −

m∗q2

6π2kF
χ0

)
+

2m∗2ω2

q2

W
(0,I)
2 −W (0,I)

3

1− m∗k3
F

3π2 (W
(0,I)
2 −W (0,I)

3 )
χ0 , (53)

where we have defined

W̃
(0,I)
1 = W

(0,I)
1 (q) +

q4[W
(I)
SO ]2(β2 − β3)

1 + q2(β2 − β3)[W
(1,I)
2 −W (1,I)

3 − 1
2W

(I)
T1 ]

. (54)

As mentioned above, the coupling between the S-channels induced by the spin-
orbit interaction has been absorbed into the effective interaction coefficient
W̃

(0,I)
1 . Notice that its second term is proportional to [W

(I)
SO ]2, and also de-

pends on W
(1,I)
2 , W

(1,I)
3 and W

(1,I)
T1 . Whereas W

(α)
1 is real and independent

of ω and T , the effective W̃
(0,I)
1 one is in fact a complex function of q, ω, T ,

through the β2 and β3 functions. Since the tensor interaction only affects the
S = 1 channel one could expect the response function in the S = 0 channel to

be independent on the tensor parameter W
(I)
T1 . This assertion should be con-

sidered more carefully because the spin-orbit interaction couples both S = 0

and 1 channels and is reflected in the effective coefficient W̃
(0,I)
1 , defined above,

which contains an explicit dependence on W
(I)
T1 . However, this coupling term

is proportional to q4. We shall see that the spin-orbit interaction gives in gen-
eral a noticeable contribution to the response function only for values of the
transferred moment q large enough as compared to kF .

For the channel S = 1, we must distinguish the responses of the longitudinal
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(M = 0) and transverse (M = ±1) channels. These are written as

χHF

χ
(1,0,I)
RPA

=

(
1 +

k3
Fm
∗W

(I)
T1

6π2

)2

− W̃ (1,0,I)
1 χ0 +

1

2
q2W

(1,I)
3 χ0

+ W
(1,I)
2

[
q2

2

(
1 +

W
(I)
T1 k

3
Fm
∗

3π2

)
χ0 − 2k2

Fχ2 +
k5
Fm
∗W

(I)
T1

3π2
(χ0 − χ2)

]

+ [W
(1,I)
2 ]2

[
k4
Fχ

2
2 − k4

Fχ0χ4 +m∗2ω2χ2
0 −

k3
Fm
∗q2

6π2
χ0

]

+
2m∗2ω2

q2

(W
(1,I)
2 −W (1,I)

3 +W
(I)
T1 )

[
1 +

k3
Fm
∗

3π2 X(1,0,I)
]

1 +
k3
Fm
∗

3π2 (X(1,0,I) −W (1,I)
2 +W

(1,I)
3 −W (I)

T1 )
χ0 , (55)

χHF

χ
(1,±1,I)
RPA

=

[
1−

m∗k3
FW

(I)
T1

12π2

]2

− W̃ (1,±1,I)
1 χ0 +

1

2
q2W

(1,I)
3 χ0

+

[
W

(1,I)
2 +

1

2
W

(I)
T1

]{
q2

2
χ0

[
1−

m∗k3
FW

(I)
T1

6π2

]
− 2k2

Fχ2 −
m∗k5

FW
(I)
T1

6π2
(χ0 − χ2)

}

+

[
W

(1,I)
2 +

1

2
W

(I)
T1

]2

k4
F

{
χ2

2 − χ0χ4 +

(
m∗ω

k2
F

)2

χ2
0 −

m∗

6π2kF
q2χ0

}

+ 2χ0

(
m∗ω

q

)2 (W
(1,I)
2 −W (1,I)

3 )
(

1 +
m∗k3

F

6π2 X(1,±1,I)
)

1− m∗k3
F

6π2

[
2(W

(1,I)
2 −W (1,I)

3 )−X(1,±1,I)
] , (56)

where we have defined

W̃
(1,0,I)
1 = W

(1,I)
1 + q2W

(I)
T2 +

2m∗2ω2

q2
W

(I)
T1 −

(
k5
Fm
∗

6π2
+
k3
Fm
∗q2

24π2
− k3

Fm
∗3ω2

6π2q2

)
[W

(I)
T1 ]2 ,(57)

W̃
(1,±1,I)
1 = W

(1,I)
1 +

1
2q

4[W
(I)
SO ]2(β2 − β3)

1 + (W 0I
2 −W 0I

3 )q2(β2 − β3)
− m∗2ω2

q2
W

(I)
T1 (58)

+
1

16
[W

(I)
T1 ]2

2m∗k3
F q

2

3π2
+

1

4

(
q2 − 4

(
m∗ω

q

)2
)2

χ0 − 2k2
F

(
q2 + 4

(
m∗ω

q

)2
)
χ2 + 4k4

Fχ4

 ,
and

X(1,0,I) =
1
2 [W

(I)
T1 ]2q2(β2 − β3)

1 + q2(β2 − β3)W
(1,I)
2

, (59)

X(1,±1,I) =
1
2 [W

(I)
T1 ]2q2(β2 − β3)

1 + (W
(1,I)
2 −W (1,I)

3 )q2(β2 − β3)
. (60)
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Notice that the longitudinal channel (1, 0, I) does not depend on the spin-

orbit parameter W
(I)
SO . Indeed, the spin-orbit contribution to the particle-hole

interaction (52) is multiplied by the spin projection M , which is null in that
channel. On the contrary, the transverse channel depends explicitly on the

spin-orbit interaction, as reflected in the effective interaction coefficient W̃
(0,I)
1

coefficient in the same way as in the S = 0 channel. Analogously to this case, the
spin-orbit interaction becomes noticeable only for large values of the transferred
moment q, as compared to kF .

The tensor interaction couples the longitudinal and the transverse channels.
In a similar way as for the spin-orbit coupling shown before, it is possible to
reduce the algebraic system and obtain compact expressions for these responses

[57]. However the tensor coupling is only partly absorbed in an effective W̃
(α)
1

function as for the spin-orbit coupling, and appears also in the last terms of
Eqs. (55) and (56), through the functions X(α) defined above.

In conclusion, the response functions have been written in a compact and
practical form, both for SNM and PNM, whose structure is the same whether
or not the particle-hole interaction contains spin-orbit and tensor terms. Their
inclusion induces a non-trivial coupling among all channels, which can be ab-
sorbed into effective interaction parameters that are in fact complex functions
of the transferred momentum q, energy ω, and temperature.

3.3. Sum rules

A detailed study of sum rules can shed some light on the contribution of
the tensor for various physical situations (see Ref. [122, 123]). In this section
we present explicit expressions for the odd power sum rules, according to the
expansions (50, 51).

The EWSR are written as

M
(0,I)
1

A
=

q2

2m∗

[
1− 1

2

(
W

(0,I)
2 −W (0,I)

3

)
m∗ρ

]
, (61)

M
(1,±1,I)
1

A
=

q2

2m∗

[
1− 1

2

(
W

(1,I)
2 −W (1,I)

3

)
m∗ρ

]
, (62)

M
(1,0,I)
1

A
=

q2

2m∗

[
1− 1

2

(
W

(1,I)
2 −W (1,I)

3 +W
(I)
T1

)
m∗ρ

]
. (63)

Due to Galilean invariance, the EWSR in channel (0,0) is equal to q2/2m. That
means that the term in squared brackets in (61) should be equal to m∗/m,
as it can be easily checked. At first sight it seems that the M = ±1 channel

is independent of the tensor since there is no explicit contribution of W
(α)
T1 .

Actually the constant W
(α)
2 depends on the tensor parameters, as shown in

Tables 1 and 2.
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For the CESWR we have

M
(0,I)
3

A
=

k2
F q

4

2m∗3

[
1− 1

2

(
W

(0,I)
2 −W (0I)

3

)
m∗ρ

]2

×
[

3

5
+ k2 +

1

4

(
W

(0,I)
1 + 2k2

FW
(0,I)
2

) m∗ρ
k2
F

+
1

2

(
W

(0,I)
2 −W (0,I)

3

)
m∗ρk2

]
,(64)

M
(1,±1,I)
3

A
=

k2
F q

4

2(m∗)3

[
1− 1

2

(
W

(1,I)
2 −W (1,I)

3

)
m∗ρ

]2

×
[

3

5
+ k2 +

1

4

(
W

(1,I)
1 + 2k2

FW
(1,I)
2

) m∗ρ
k2
F

+
1

2

(
W

(1,I)
2 −W (1,I)

3

)
m∗ρk2

+
1

10
W

(I)
T1 m

∗ρ− 1

160

[
W

(I)
T1 m

∗ρ
]2]

, (65)

M
(1,0,I)
3

A
=

k2
F q

4

2(m∗)3

[
1− 1

2
(W

(1,I)
2 −W (1,I)

3 +W
(I)
T1 )m∗ρ

]2

[(
3

5
+ k2

)(
1 +

1

2
m∗ρW

(I)
T1

)
+

1

4

(
W

(1,I)
1 + 2k2

FW
(1,I)
2

) m∗ρ
k2
F

+m∗ρk2W
(I)
T2

+
1

2

(
W

(1,I)
2 −W (1,I)

3

)
m∗ρk2 − 1

40

[
W

(I)
T1 m

∗ρ
]2]

, (66)

with k = q/(2kF ).
For IEWSR we have

M
(0,I)
−1

A
=

3m∗

2k2
F

f(k)

{(
1 +

3

8
W

(0,I)
2 m∗ρ

)2

+
3

4

(
W

(0,I)
1 +W

(0,I)
2 k2

F (1− k2)− 2W
(0,I)
3 k2

F k
2
) m∗ρ
k2
F

f(k)

− 3

64

[
W

(0,I)
2 m∗ρ

]2
f(k)

(
2 +

26

3
k2 + (1− k2)f(k)

)
−3

8

[
W

(I)
SOm

∗ρ
]2 k2f(k)

[
1 + 3(1− k2)f(k)

]
1− 1

8

[
W

(1,I)
2 −W (1,I)

3 − 1
2W

(I)
T1

]
m∗ρ [+3(1− k2)f(k)]

}−1

, (67)

M
(1,±1,I)
−1

A
=

3m∗

2k2
F

f(k)

{(
1 +

1

16
W

(I)
T1 m

∗ρ+
3

8
W

(1,I)
2 m∗ρ

)2

+
3

4
m∗ρf(k)

[
1

k2
F

W
(1,I)
1 +W

(1,I)
2 − k2(W

(1,I)
2 + 2W

(1,I)
3 )− 1

2
W

(I)
T1 (1− k2)

−1

8
m∗ρ[W

(1,I)
2 ]2(1 +

13

3
k2)− 1

6
m∗ρW

(1,I)
2 W

(I)
T1 k

2 − 1

32
m∗ρ[W

(I)
T1 ]2(1− 1

3
k2)

]
− 3

64
(m∗ρ)2f2(k)[W

(1,I)
2 +

1

2
W

(I)
T1 ]2(1− k2)2

+
3

8

[
W

(I)
SOm

∗ρ
]2 k2f(k)

[
1 + 3(1− k2)f(k)

]
1− 1

8m
∗ρ(W

(0,I)
2 −W (0,I)

3 ) [1 + 3(1− k2)f(k)]

}−1

, (68)
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M
(1,0,I)
−1

A
=

3m∗

2k2
F

f(k)

{[
1 +

1

4
W

(I)
T1 m

∗ρ+
3

8
W

(1,I)
2 m∗ρ)

]2

+
3

4
m∗ρf(k)

(
1

k2
F

W
(1,0,I)
1 +W 1,I

2 (1− k2)− 2k2W
(1,I)
3 + 4k2W

(I)
T2

−1

4
W 1,I

2 W
(I)
T1 m

∗ρ(1 + 3k2)− 1

4

[
W

(I)
T1

]2
m∗ρ(1 + k2)

− 1

16
[W

(1,I)
2 ]2m∗ρ

[
2(1 +

13

3
k2) + (1− k2)2f(k)

])}−1

, (69)

where the function

f(k) =
1

2

[
1 +

1

2k
(1− k2) log

(
k + 1

k − 1

)]
, (70)

is related to the zero-frequency Lindhardt function.

3.4. Choice of interactions

We have calculated the strength functions in the different (α) channels for
several Skyrme sets which we present now. As an example of interaction without
tensor terms we have chosen the set SLy5 [125, 126]. Its fit protocol includes,
among other properties, a reasonable fit to the equation of state of pure neu-
tron matter, as calculated by Wiringa et al. [127], and it is a reliable interaction
for astrophysical applications. Tensor terms have been added perturbatively to
SLy5 by Colò et al. [49], fitting experimental single-particle energies for the
N = 82 isotones and Z = 50 isotopes, but keeping unchanged the remaining pa-
rameters. The resulting interaction is labelled SLy5-t in the following. We have
also considered the TIJ interaction family [55], whose tensor parameters have
been fixed following the restrictions found in Ref. [43] to improve the spin-orbit
splitting of some selected levels. Afterwards, a complete refit of the remaining
parameters has been performed using the same procedure of [125, 126]. Among
this family, we have chosen the sets T22 and T44. The peculiarity of the T22
functional is that the so-called J2 term [55] does not contribute to the ground
state of even-even spherical nuclei, while T44 seems to be the preferable one ac-
cording to properties of finite nuclei studied in [55]. By construction, these four
interactions give the same values for the energy per particle (-16 MeV), equi-
librium density (0.16 fm−3), effective mass (0.7) and incompressibility modulus
(230 MeV) for symmetric nuclear matter.

We have also considered the Skx interaction family [54], whose tensor pa-
rameters have been first calibrated with results from a finite-range G-matrix
calculation, and afterwards all parameters have been varied to a best fit of
data. Among this family, we have selected the Skxta and Skxtb sets. They give
the same values for energy per particle (-16 MeV), equilibrium density (0.156
fm−3), effective mass (1.0) and incompressibility modulus (313 MeV) for sym-
metric nuclear matter. The main differences between SLy and Skx sets concern
the effective masses and the incompressibility modulus.
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Figure 4: (Color online) HF strength functions associated to SLy and Skx sets (circles and
triangles, respectively) for transferred momenta q = 0.1kF and 0.5kF (open and filled symbols,
respectively) at saturation density in SNM.

The effective mass is the only dynamical ingredient relevant for the uncor-
related HF strength function SHF (q, ω). In Fig. 4 are plotted the SHF (q, ω)
associated to SLy and Skx sets at saturation density and two transferred mo-
menta. They display the familiar pattern of a Fermi gas (see Fig. 3), with the ph
continuum edge being inversely proportional to the effective mass. One should
keep in mind this figure as a reference for the coming discussion concerning the
effects of the residual interaction.

3.5. Symmetric nuclear matter results

We discuss here the general features of the SNM strength functions calcu-
lated with the selected interactions. In Fig. 5 are plotted the strengths as a
function of ω at the saturation density ρ0, for a transferred momentum q = 0.1kF
and zero temperature. The SLy5 interaction has no tensor terms, and thus the
S = 1 strength functions are essentially the same whatever the value of M ,
the small differences being related to the spin-orbit contribution. The isoscalar
strength has a large peak at around 5 MeV in the S = 0 channel, and the S = 1
intensity is very reduced. The isovector strength is largely concentrated in two
peaks near the ph edge, associated with two collective isovector states. One can
see that the S = 0 results obtained with interactions SLy5-t, T22 and T44 are
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Figure 5: (Color online) SNM strength functions obtained from several interactions at their
respective saturation density and transfer momentum q = 0.1kF and T = 0. Isospin I = 0
(I = 1) channels are given in top (bottom) panels.
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barely distinguishable from those obtained with SLy5. We have seen that the
tensor terms affect the S = 0 channels through the spin-orbit interaction, which
couples both S = 0 and S = 1 channels. However, this coupling is only relevant
for relatively large values of the transferred momentum. We have checked that
in practice it is negligible for values of q below ' kF . The SLy5-t results show
the main effect of tensor terms: as compared to SLy5 results, there is a strong
splitting of the isovector S = 1 strength into the M = 0 and M = 1 channels,
with two visible bumps at lower energies. The splitting is however reduced for
T44, which has fully fitted parameters. The effect on the isoscalar S = 1 is very
small; we shall see that this is related to the very small transferred momentum
considered in this specific case. As regarding the Skxta and Skxtb results one
can clearly see the effect of the different effective mass, as compared to the
other results, reducing the ph continuum edge in about 30%. Both interactions
predict resonances in both isoscalar and isovector S = 0 channels, with a small
strength in the latter. The isoscalar S = 1 strength is concentrated in the low
energy part, with a divergence in the isoscalar channel.

To see the effect of increasing the value of the transferred momentum, we
have plotted in Fig. 6 the strength function for q = 0.5kF and two density values.
All in all, the residual interaction produces a redistribution of the strength in all
channels, and the most remarkable effect is the presence of huge peaks at very
low energies in some cases. Divergences at zero energy reveal the presence of
instabilities observed in nuclei [92], with the appearance of domains with typical
size of the order of 2π/q. To have a global view of the instabilities, we have
plotted the projection of the strength function onto the (q, ω)-plane in Figs. 7
and 8 for interactions T44 and Skxta, respectively. The calculations have been
done at their respective saturation density ρ0.
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Figure 7: (Color online) SNM RPA strength function T44 calculated at zero temperature and
at saturation density. For graphical reasons, the plotted function is S(α)(q, ω)/ρ in fm units.

In that way one can easily detect collective modes and singularities. We
observe that the interaction T44 presents two singularities at nearly zero energy
in the (1,0,1) and (1,1,0) channels at transferred momentum q ≈ 1.5 fm−1 and
2.1 fm−1 respectively. In comparison, the Skxta interaction is more repulsive
in the S=0 channels as it can be seen by a strong accumulation of the response
function at high values of transfered energy ω.
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Figure 8: (Color online) Same as Fig. 7 for interaction Skxta.

A much simpler way to identify singularities is provided by the sum rules.
Indeed, the simplest form of the dispersion relations is no longer available in
the presence of a pole, which shows up by comparing the sum rules calculated
analytically (Sec. 3.3) and numerically (Eq. 46). The value of q at which both
calculations differ indicates the existence of a pole, and this value depends of
course on the interaction. To highlight the connection of the ph interaction and
the singularities, it is convenient to plot the ratio of RPA and HF sum rules.
The latter are obtained from the former by simply switching all interaction
parameters to zero, but keeping of course the HF effective mass. In Fig. 9 are

plotted these ratios as a function of q for the M
(α)
1 and M

(α)
−1 sum rules, using

Sktxa interaction at saturation density. One can see that analytic (solid lines)
and numerical (dashed lines) results coincide except in the proximity of either a
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singularity or a zero-sound mode. These two cases can be easily distinguished.
A singularity at zero transferred energy and with infinite strength appears as a
divergence in the sum rules, while the zero sound mode shows up with a loss of
sum rule, but with finite value.
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Figure 9: (Color online) RPA and HF ratios of IEWSR (left panel) and EWSR (right panel)
for the Skxta interaction at saturation density. The solid and dashed lines represent analytic
and numerical RPA sum rules, respectively.

3.6. Spinodal and finite size instabilities

The IEWSR magnifies the presence of singularities in the response function
at low values of the transferred energy. In fact, as shown in Eq. (51), the IEWSR
is proportional to the response function at zero transferred energy (or dynamic
susceptibility). It is thus the tool of choice for studying zero-energy instabilities,
because the detailed knowledge of the response function is not necessary and
the calculations are much simpler.

A thorough study of instabilities requires varying also the value of the den-
sity. To this end, we define a critical density ρc as the density at which an
instability appears at a given value of q. The system becomes unstable for
densities beyond the critical value, and this is an important information in the
process of fixing NEDF parameters. This information is summarized by plotting
the critical density ρc as a function of q for the different channels, as shown in
Fig. 10 for the six chosen interactions. As a reference, we have also drawn the
value 0.16 fm−3 as a dot-dot-dash line. One can observe that all the interactions
present an instability in the (0, 0, 0) channel, which corresponds to the so-called
spinodal instability [128]. This is a transition of homogeneous matter, where
density fluctuations induce a decrease of the total free energy and are thus am-
plified until a separation in two distinct stable phases, liquid and gas. A more
general discussion about it will be given in Sec. 5.5, to include also the isospin
asymmetry parameter.
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Figure 10: (Color online) Critical densities in SNM for different Skyrme interactions. The
horizontal dashed-dotted-dotted line represents the density value 0.16 fm−3

The spinodal is the only physical instability displayed in Fig. 10, all the
others being unphysical. Among them, those appearing at zero momentum
transfer are best studied in terms of the Landau parameters, related to the
specific interaction as will be shown in Sec. 4. It is thus useful to control these
instabilities within the optimization procedure [125, 129], by checking that the
corresponding Landau parameters fulfill some inequalities. A systematic study
of these instabilities have been done in [88, 91], thus giving some bounds to the
reliability of the interactions.

However, not all the NEDF terms do contribute to the Landau parame-
ters, and cannot be checked in that way. For instance, the coupling constants
C∆ρ
I , C∇sI , C∆s

I entering the general NEDF (36) are multiplied by q2. The use
of a (ρc, q) plot is thus the only way to study the possible existence of finite-size
instabilities that manifest at finite momentum transfer. These instabilities can
affect the description of finite nuclei properties, if they appear at density values
around the saturation density.
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As an example, we refer to the calculations for 40Ca performed in [92]
using an accurate spherical HF code HFBRAD [130] with the SkP pseudo-
potential [131]. Since time-reversal invariance has been imposed, the conclu-
sions affect only the time-even part of the functional [115]. In the left panel of
Fig. 11 are plotted the density profiles obtained when the number of iterations
in the HF calculation of the ground state energy is increased from 100 to 300.
The profiles depend of course on the number of iterations, but not in the ex-
pected way: the solution worsens as the number is increased. As a reference,
the density profile obtained from a fully converged HF calculation with SLy5
interaction is also plotted. To understand the origin of the problem we must
have a look to the instabilities in the (ρc, q) plane in S = 0 channels at densities
around the saturation value, which excludes the spinodal. As shown in Fig.10
for SLy5, there is a pole in the S = 0, I = 1 channel at q ≈ 2.7 fm−1 and
ρc ≈ 0.3 fm−3. We don’t expect this density value be relevant for finite nuclei.
The right panel in Fig. 11 displays the (ρc, q) plane for SkP interaction. There
is a pole in the S = 0, I = 1 channel at q ≈ 4 fm−1 and ρc ≈ 0.18 fm−3, which
should manifest in the central region of finite nuclei.
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Figure 11: (Color online) On the left panel, we show the total density profile of 40Ca obtained
for a fully converged result obtained with SLy5 functional and the results obtained using the
SkP functional for different values of HF iterations done to find the solution. On the right
panel, we show the position of the instabilities in SNM for SkP functional. The horizontal
line represents the saturation density of the system.

Of course a clear one-to-one correspondence between SNM and 40Ca cannot
be done. A systematic analysis of scalar/isovector instabilities have been per-
formed in Ref. [97], paying particular attention to the numerical uncertainties.
The main outcome is that a functional is stable if the lowest critical density
at which a pole occurs in SNM is larger than the central density of 40Ca, in
practice around 1.2 times the saturation density. In addition, one has to also
verify that this pole represents a distinct global minimum in the (ρc, q)-plane
and not a monotonously decreasing function of transferred momenta.

A similar analysis for the time-odd part of the functional has not yet been
done. Some authors have noticed that finite size instabilities in the S = 1
channel can also affect the calculations of finite nuclei [94, 95, 132]. In this case,
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it is necessary to break time-reversal invariance, thus making the calculations
more time consuming and small basis size are usually employed. That could
hide the development of the instabilities [97].

3.7. Thermal effects

We consider now the effect of the temperature. A redistribution of the
strength is to be expected, spreading the ph band and giving non-null contri-
bution to the negative energy region. The natural variable to analyze thermal
effects in the response function is the dimensionless temperature T/εF . How-
ever, it is worthwhile noticing that when results from different interactions are
compared, the absolute temperatures can be different due to the different values
of the Fermi energy εF .

In Fig. 12 are plotted the results obtained with interactions T22 and Skxta
for temperatures 0 and 0.2εF . The latter values correspond to absolute tem-
peratures of about 10 and 7 MeV, respectively for T22 and Skxta. One can
see that at non-null temperature a weak “image peak” appears in the strength
at negative energies, which corresponds to the desexcitation of the heated sys-
tem. One may additionally recognize that the larger the effective mass –that is,
the smaller the kinetic energy per particle– the more concentrated remains the
strength in the low-energy region. Both interactions predict sizable zero-sound
modes in the (1,1,0) and (1,1,1) channels at T = 0. At finite temperature, these
modes are absorbed into the thermally extended ph continuum and become sub-
ject to Landau damping. Mirror peaks of such modes appear on the negative
energy axis.

Finally, we have checked that the position of finite size instabilities in the
(ρc, q) plane is not very sensitive to temperature: a variation around 1-2% for
values of T up to ≈ 0.5εF is observed. The influence of T on the spinodal is
discussed in the more general context of Subsec. 5.5.
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Figure 12: (Color online) SNM thermal effects on the strength function obtained using T22
and Skxta. The calculations have been performed at their respective saturation density and
for a value of the transferred momentum q = 0.1kF . The solid line represent the calculations
at T = 0 and the dashed line T = 0.2εF .

3.8. Pure neutron matter results

The response function is shown in Fig. 13 at T = 0, q = 0.5kF and densities
ρ = 0.08 and 0.16 fm−3. One can observe that the SLy family of interactions
produces nearly the same response in the S = 0 channel, but different shapes
in the S = 1 channels due to the tensor terms. The reason for this behavior has
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been discussed in the SNM case: for this relatively low value of the momentum
transfer, the spin-orbit contribution to the residual interaction is negligible.
Therefore, the tensor acts only in the S = 1 channel and the S = 0 responses
are essentially the same for these SLy interactions.
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Figure 13: (Color online) RPA strength functions in PNM calculated at ρ = 0.08 fm−3 (top
panel) and ρ = 0.16 fm−3 (bottom panel) and a momentum transfer q = 0.5kF .

In contrast, the Skx interactions show a different behavior in both channels.
In particular a very huge singularity appears in the S = 1 channel for Skxta at
the density ρ = 0.16 fm−3. As discussed in the SNM case, these instabilities
are best analyzed in the (ρc, q) plane. In Fig. 14 are plotted the position of the
instabilities for the six interactions.
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Figure 14: (Color online) Critical densities in PNM for different Skyrme interactions. The
horizontal dashed-dotted-dotted line represents the density value 0.16 fm−3.

As PNM is not a self-bound system there is no a direct connection with
finite systems. Calculations of neutron droplets require confining them in an
external potential, and trapped neutron droplets have been recently used to test
various ab-initio approaches against NEDF calculations with phenomenological
functionals [133, 134]. A new parameterization of the Skyrme NEDF, dubbed
UNEDF2, has been proposed in [40]. In that reference, neutron droplets have
been confined by a spherical harmonic oscillator potential, and HF-Bogoliubov
calculations have been performed. It has been shown that the functional UN-
EDF2 presents an instability in PNM at ρc ≈ 0.16 fm−3 and q ≈ 0. It turns
out that the central neutron density exceeds this critical value for more than
38 neutrons and an external trap with frequency ω = 10 MeV. Consequently,
the calculations fail to converge, much in the same way as we have previously
discussed for 40Ca.

41



3.9. Neutrino mean-free path in pure neutron matter

As an application, let us present calculations of the neutrino mean-free path
(NMFP) in PNM, which requires the detailed knowledge of the strength func-
tions S(α) in all channels. During the gravitational collapse of a massive star,
the energy excess is dissipated by the emission of neutrinos. In this process, neu-
trinos are scattered by the nucleons, loosing energy and making thus the cooling
process less efficient [135]. Consider the scattering process n + ν → n′ + ν′ as-
suming non-degenerate neutrinos, thus ignoring Pauli blocking effects. Denoting
with kν(ν′) and Eν(ν′) the momentum and energy of incoming (outcoming) neu-
trino, respectively, the momentum-energy conservation gives for the energy and
momentum transferred to the nucleon medium the relations ω = Eν′ −Eν , and
q2 = (kν − kν′)

2. With these notations, the double differential cross-section is
written as [136, 137]

d2σ(Eν)

dΩk′dω
=

G2
FE

2
ν

16π2ρ

{
g2
V (1 + cos θ)S(0,0)(q, ω)

+g2
A

[
2(Eν′ cos θ − Eν)(Eν′ − Eν cos θ)

q2
+ 1− cos θ

]
S(1,0)(q, ω)

+2g2
A

[
EνEν′

q2
sin2 θ + 1− cos θ

]
S(1,1)(q, ω)

}
. (71)

This expression neglects corrections of order Eν/m arising from weak magnetism
and other effects [138] as the finite size of the nucleon [139]. We refer to [136]
for a more detailed discussion. Neglecting tensor contributions to the neutron-
neutron interaction, it can be further simplified because the spin longitudinal
and transversal channels responses are identical. Within the literature it is
possible to find several examples of more recent calculations of NMFP using
different models based on Skyrme effective interaction [37, 39, 59, 140, 141],
or ab-initio methods [142, 143, 144, 145, 146] among others, and relativistic
calculations [147, 148, 149] as well.

To properly highlight interaction effects other than those contained in the
effective mass, we have plotted in Fig. 15 the ratio λRPA/λHF for different
functionals and two values of temperature and density. We notice that in the
low density region the presence of a residual ph-interaction does not strongly
affect the value of λRPA, which is reduced by a factor ' 0.5−1 for all functionals,
except Skxtb at T = 2 MeV. At ρ = 0.24 fm−3, the results strongly depend on
the specific interaction. We clearly see that the functionals Skxta-b and SLy5-t
present low density instabilities that strongly affects the results of mean free
path giving unrealistic suppressions. For that reason, we will not consider them
in our analysis. Concerning the differences among T22,T44 and SLy5 functionals
they are essentially related to the tensor term. As already discussed in [59],
the cross section given in Eq.71, is mainly dominated by the spin transverse
(S = 1,M = ±1) response function, which is very sensitive to the properties of
the tensor.
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Figure 15: (Color online) The ratio of calculated RPA and HF neutrino mean free paths as a
function of the neutrino energy, calculated for two values of temperature and density. Some
curves have been multiplied by the displayed scaling factor.

The net effect of the temperature is to increase collisions. It also modifies the
response function and change the integration domains. As discussed in [135],
for non-degenerated neutrinos there is no Pauli blocking, so that there is no
lower limit. Due to the temperature, negative energies excitations are allowed,
thus the available phase space in Eq. (71) is increased. Since S(S,M)(q, ω, T ) is
always positive, we conclude that the cross section can only increase, and thus
the mean free path will decrease.

To test the effect of the tensor interaction, we compare the neutrino mean
free path obtained with our selected interactions. We recall that these func-
tionals give similar SNM and PNM EoS, except for significant differences in the
PNM effective mass as a function of density. By plotting the ratio λRPA/λHF
the mean field effects are smoothed, in particular the effective mass, and the
remaining differences among the functionals can be highlighted. In Fig. 16 the
calculated mean free path are plotted as a function of density for an incoming
neutrino energy Eν = 10 MeV at T = 0. As already discussed in [59], the mean
free path is strongly affected by the tensor.
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Figure 16: (Color online) Evolution of the mean free path at temperature of T = 2 MeV and
at Eν = 10 MeV as a function of the density of the system.

Taking SLy5 results as the reference for the SLy family, one can clearly see
that even a small tensor contribution induces significant variations of the NMFP.
The Skx interactions give a more rapid reduction of the NMFP as a function
of the density, being zero at around 0.16 fm−3. This behavior can be grasped
by inspecting Figs.13 and 14. Firstly, there is a concentration of strength near
the origin of energy for the S = 1 channel. Secondly, the critical densities are
close to the value 0.16 fm−3. The presence of these divergences shows up in the
quick vanishing of the NMPF.

4. RPA response functions with Landau ph interactions

Landau’s theory [22, 26, 87] encompasses the basic properties of Fermi liq-
uids. The particle-hole excitations in a normal Fermi system are described in
terms of weakly interacting quasiparticles, which are long-lived only near the
Fermi surface. A general ph interaction is thus approximated by assuming the
interacting particles and holes on the Fermi surface, that is k1 = kF , k2 = kF ,
q = 0. The only variable is thus the relative angle (k̂1 · k̂2) between the initial
and final hole momenta. The response to an external perturbation is obtained
by solving the linearized Boltzmann transport equation, in the so-called Landau
limit, by taking long-wavelengths q → 0 but keeping ω/q fixed. In principle,
this approximation is improved by using the RPA response, which is a function
of the two variables ω and q. There exists an intermediate possibility [121],
which consists in describing the ph interaction in terms of Landau parameters
and calculating the RPA response function with no further approximations. In
this section, we discuss and compare these possibilities. It is worth mentioning
that the use of Landau parameters also allows us to be in touch with finite-range
interactions.
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4.1. The response functions

As the Landau ph interaction depends only on the relative angle between
the hole momenta, it is conveniently expanded in Legendre polynomials with
argument (k̂1 · k̂2), and it is solely characterized by a set of parameters. For
symmetric nuclear matter it is written as

V
(α)
ph =

∑
`

{
f` + f ′` (τ1 · τ2) + [g` + g′` (τ1 · τ2)] (σ1 · σ2) (72)

+ [h` + h′` (τ1 · τ2)]
k2

12

k2
F

S12

}
P`(k̂1 · k̂2) ,

where f`, f
′
`, . . . are the Landau parameters, k12 = k1 − k2, and S12 = 3(k̂12 ·

σ1)(k̂12 · σ2)− (σ1 · σ2) is the tensor operator. The factor k2
12/k

2
F in the tensor

term should be properly written in its Landau limit as 2[1− (k̂1 · k̂2)]. We have
kept the improper writing just for a short discussion in this subsection.

In the following, all the expressions for SNM and PNM will be cast in a single
formal expression by using the symbol (α) to indicate the relevant spin-isospin
quantum numbers, in the same way used in the previous Section. For instance,

the Landau parameters f`, f
′
`, g`, g

′
` will be written as f

(α)
` , with (α) = (0,0),

(0,1), (1,0), (1,1), respectively. Notice that the ph interaction has been defined
such that the Landau parameters are independent of the spin projection M .

Dimensionless Landau parameters F
(α)
` are defined by multiplying f

(α)
` with

the density of states at the Fermi surface

N(0) = nd
kFm

∗

2π2
. (73)

They provide a dimensionless measure of the ph interaction strength on the
Fermi surface. The stability of the spherical Fermi surface of nuclear matter
against small deformations can be expressed in terms of the Landau parameters
which should fulfill some stability criteria. For the central parameters these

are simply written as the inequality F
(α)
` > −(2` + 1). The tensor ones are

coupled to the central spin-dependent parameters, and the criteria are much
more involved, as shown in [90].

The Landau parameters are obtained by taking the Landau limit of the
full ph interaction, which in turn can be determined from phenomenological or
microscopic interactions. For the general residual interaction given in Eq. (36),
the only non vanishing Landau parameters correspond to the central ` = 0, 1
and tensor ` = 0 multipolarities.

Two comments are in order concerning the tensor part. Firstly, we have
not included other non-central components considered by other authors (see for
instance [150, 151]), as the center-of-mass tensor and cross-vector interactions.
Secondly, the tensor part has been written according to the conventional def-
inition [89, 90], which is well adapted to the present method to calculate the
response function. Some authors [150, 151, 152, 153] have defined it without the
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factor k2
12/k

2
F , because it leads to a faster convergence [150], in the sense that

the absolute value of parameters h`, h
′
` decreases as ` increases. Although the

physical information contained in the ph interaction is the same in both cases,
the Landau parameters are different, because of the extra 2[1− (k̂1 · k̂2)] factor
entering the conventional definition. A recurrence relation [150] connects both
sets of parameters.

The matrix elements of the Landau ph interaction between spin-isospin states
are written as

V
(α,α′)
ph /nd = δ(M,M ′)

∑
`

f
(α)
` P`(k̂1 · k̂2) + δ(S, 1)

∑
`

h
(α)
` P`(k̂1 · k̂2)S

(M,M ′)
T (k̂1, k̂2) ,(74)

where

S
(M,M ′)
T (k̂1, k̂2) = 3(−)M (k12)

(1)
−M (k12)

(1)
M ′ − 2

[
1− (k̂1 · k̂2)

]
δ(M,M ′) . (75)

An implicit product δ(S, S′)δ(I, I ′) in the r.h.s. of Eq. (74) is to be assumed.
We have considered in Sec. 2.6 the first non-trivial case of a Landau ph

interaction characterized by the ` = 0, 1 central parameters, and given the
response function for the SNM (S = 0, T = 0) channel. It is trivially extended
to the SNM (S = 0, T = 1) and the PNM S = 0 channels, by using the
appropriate Landau parameters. The response functions have been written in
terms of auxiliary αi functions (41), which play the analogous role of the βi
functions entering Eqs. (53, 55, 56). These functions are momentum averages
of the HF 1p-1h propagator, with different weighting functions.

Since it is possible to get analytical expressions for the RPA response func-
tion with the full ph interaction, including tensor terms, one could expect that
using a simpler ph interaction would lead to simpler formulae, but it is not so.
The βi functions satisfy some symmetry properties which help a lot in simplify-
ing the final expressions. These properties are not satisfied by the analogous αi
functions. Therefore the coupled equations for a Landau ph interaction become
in comparison much more cumbersome, except in two cases. The first one is
when the ph interaction is described with only two central parameters, as it
has been considered in Eq. (43). The second one corresponds to the limit of
zero-frequency and long-wavelength. As shown in [154], this method allows to
write the static susceptibility in terms of the Landau parameters. The final
expression is in agreement with the results obtained in [150, 155] by solving the
linearized Boltzmann equation in the same limit.

In general, the equations can be obtained using a symbolic code, but the
solution must be numerically obtained, being unpractical to write analytical
expressions for the response functions in terms of more Landau parameters.
Interestingly, the method is applicable when the ph interaction contains an
arbitrary number of Landau parameters, the only limitation being the memory
size. This allows one to obtain response functions connected to finite-range
interactions, either phenomenological or realistic, based on the related Landau
ph interaction.

46



4.2. Comparing responses in the Landau limit and in the RPA

The response functions in the Landau limit depend on the single dynamic
variable ω/q, and it is often used beyond the strict long-wavelength limit because
of its simplicity. In contrast, the RPA response depends on the variables ω
and q, and it is worth to compare both responses for non-vanishing values of
the transferred momentum q. The dimensionless variable ν = ωm∗/(qkF ) will
be used for a proper comparison. We restrict ourselves to the case of a ph
interaction with two central ` = 0, 1 and a single tensor ` = 0 parameters,
which is the natural approximation to the standard Skyrme interaction. In that
case, it is possible to solve analytically the algebraic system in the Landau limit.
The S = 0 response has been given in Eq. (44). We give now the expressions
for the S = 1 responses in the longitudinal channel

χHF (ν)

χ
(1,0)
LAN (ν)

= (1 +H0)2 (76)

−
(
g0 − 2h0(1− 3ν2)− 3H0h0(1− ν2) +

ν2(g1 − 4h0)(1 +X(0))

1 +X(0) + 1
3 (G1 − 4H0)

)
χHF (ν) ,

with

X(0) =
3H2

0 (ν2 − 2/3)

1− 1
2 (G1 − 7H0)(ν2 − 2/3)

, (77)

and in the transverse channel

χHF (ν)

χ
(1,1)
LAN (ν)

= (1− 1

2
H0)2 (78)

−
(
g0 + h0(1− 3ν2)− 9

4
H0h0(ν2 − 1)2 +

ν2(g1 + 2h0)(1 +X(1))

1 +X(1) + 1
3 (G1 + 2H0)

)
χHF (ν) ,

with

X(1) =
3
2H

2
0 (ν2 − 2/3)

1− 1
2 (G1 + 2H0)(ν2 − 2/3)

. (79)

To compare the responses obtained in the Landau limit and in the RPA, we
choose the PNM S = 1 channel. In Figs. 17 are plotted both strength functions
as a function of the dimensionless parameter ν. Two values of the transferred
momentum q have been considered in the RPA case, k = q/(2kF ) = 0.1 and 0.5.
We have employed the Landau parameters calculated from interactions T44 and
SLy5, and also from finite-range interactions which will be detailed in Subsec.
4.4.

As expected, both responses coincide for low values of the transferred mo-
mentum (typically q ≤ 0.2kF ) and low values of ν. However neat differences
are visible when q increases. The RPA strength displays an important reshap-
ing, in particular the absorption of the zero sound peak into the continuum.
This conclusion is particularly interesting if one considers quantities such as the
neutrino mean free path in dense matter, since it requires the knowledge of the
response function at transferred momentum values which are not small.
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Figure 17: (Color online) PNM strength functions at ρ = 0.16 fm−3 calculated in the Landau
limit (Eqs. 76, 79) and in the RPA (Eqs. 55, 56) with Landau parameters obtained from
Skyrme functionals T44 and SLy5, and from finite-range interactions D1MT and CBF. The
Landau limit is represented with solid lines, while RPA results calculated at k = 0.1 and
k = 0.5 correspond to solid lines with circles and triangles, respectively.

One can also see in these plots that the responses in channels (S = 1,M = 0)
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and (S = 1,M = 1) look quite similar, thus indicating that the tensor plays
no significant role. Actually, the SLy5 interaction has no tensor terms, and so
these responses are identical. The other interactions have indeed very small
tensor parameters, and differences between those channels are only visible for
the D1MT interaction.

4.3. Landau and full Skyrme ph interactions

We consider now the differences in the RPA responses calculated using either
the full ph interaction given in (52) or its Landau approximation (ki = kF , q =
0). To have a rough estimate of the range of validity of the Landau approxima-
tion, we have chosen the interaction T44 and two transferred momentum values
k = 0.1 and 0.5. The responses are plotted in Fig. 18, for density values 0.08
and 0.16 fm−3 (top and bottom panels, respectively).
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Figure 18: (Color online) RPA strength functions in SNM using the full T44 Skyrme ph
interaction (open symbols) and its Landau approximation (full symbols) at densities ρ =
0.08 fm−3 (top panels) and 0.16 fm−3 (bottom panels), and two values of the momentum
transfer.

As expected, both responses are in good agreement for k = 0.1. At the lower
density value (0.08 fm−3) they are clearly distinguished for k = 0.5, but still in
reasonably agreement, except for the S = 0, I = 0 channel. That means that
the spinodal instability cannot be well reproduced within the Landau approx-
imation for the ph interaction. This is not surprising because the momentum
dependence is mandatory for a correct description of this instability. At the
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higher density value (0.16 fm−3) neat differences are visible in several chan-
nels. For instance, with the full Skyrme ph interaction, the strength in channel
(1, 1, 0) exhibits a peak at low energy, which points towards a finite-size in-
stability related to the specific parameterization. Such an instability will not
be located using the corresponding Landau approximation. In conclusion, the
use of such an approximated ph interaction should be reasonably restricted to
momentum transfer values k ≤ 0.1 and density values ρ ≤ 0.08 fm−3.

4.4. Convergence in terms of `max
The Landau approximation for the ph interaction allows us to consider finite-

range interactions in a simple way. In principle, any finite-range interaction gives
non-vanishing Landau parameters for any value of `, so that Eq. (74) contains
an infinite number of terms. However, for practical use, such an expansion has
to be truncated up to a maximum index `max, and the convergence of the results
should be analyzed in terms of it. Our choice for the truncation is guided by
the developments of the Skyrme pseudo-potential at the next-to-next-to-next-to
leading order (N3LO) [62, 112, 156]. Following the method presented in [117],
one can show that a given N`LO pseudo-potential contributes to the central
Landau parameters up to the multipolarity `, and to the tensor ones up to
(` − 1). For instance, the standard Skyrme interaction is the N1LO pseudo-
potential. We shall show that for the finite range interactions considered here,
the results are fully converged for `max = 3.

We have calculated the Landau parameters using two types of phenomeno-
logical effective interactions. The first one is the familiar Gogny interaction,
supplemented with a tensor term as done in [46]. These authors have started
from the tensor part of the Argonne Av8’ interaction [157], and have softened
its isospin component with a factor

(
1− exp(−br2

12)
)
, adjusting the parameter

b to fit the lowest 0− states of some selected nuclei in a HF plus RPA descrip-
tion. In that way they provided two new interactions: D1ST and D1MT [46],
corresponding to the Gogny interactions D1S [158] and D1M [159], respectively.

The second type of phenomenological interaction has been constructed by
Nakada [44]. It is a modification of the M3Y interaction, that was originally
derived from a bare NN interaction by fitting Yukawa functions to a G-matrix
[160], including tensor and spin-orbit components, to which an effective density-
dependent finite-range part has been added. All the parameters are obtained
through a complete fitting procedure including doubly magic nuclei and nuclear
matter properties. We choose the M3Y-P2 parameterization [44].

We have also considered Landau parameters obtained from two recent mi-
croscopic calculations for PNM, which we shall indicate as CBF and CEFT. The
former refers to the results given in [152], where the formalism of the correlated
basis function (CBF) was applied using the Argonne V18 interaction [161]. The
latter refers to the parameters deduced in the framework of chiral effective-field
theory (CEFT) including two- and three-nucleon interactions [153]. As men-
tioned above, these tensor parameters are based on a different definition than
ours. Both sets of parameters are related by a recurrence relation [150], from
which one can deduce the values required for the present formalism.
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Figure 19: (Color online) RPA strength functions in symmetric nuclear matter at density
ρ = 0.16 fm−3 and q = 0.1kF , calculated using D1MT parameters. Left and right panels
display the isospin channels I = 0 and 1, respectively. The spin channels (S,M) are plotted
in the different rows.

In Fig. 19 are plotted the SNM strength functions for the D1MT interaction
calculated for a low value of transferred momentum (q/kF = 0.1). To have
a better insight of the effect of the ph interaction, the HF strength function
with the same effective mass is also plotted in the figures. One can see that a
good convergence is obtained at `max = 2 in the S = 0 channel. Since there
is no tensor contribution to the S = 0 channel, this convergence only affects
the central Landau parameters. We should keep in mind that using the full
Skyrme interaction, the tensor term contributes to both spin channels, due to
the presence of a residual spin-orbit interaction. This coupling is suppressed in
the Landau limit since there is no spin-orbit contribution to the ph interaction
(72). The shape of S = 1 strengths is more complex due to the explicit tensor
contribution, but one can see that the truncation at `max = 2 insures also a good
convergence, except in the channel S = 1,M = 0, I = 0. The same conclusions
about the convergence hold for higher values of the transferred momentum [121].
The slow convergence in the channel S = 1,M = 0, I = 0 depends on the
particular interaction considered. For instance, a fast convergence in all channels
is found for M3Y-P2.

To see the convergence at a higher momentum transfer, we have plotted
in Fig. 20 the PNM strength functions in the S = 1 channels calculated at
q = 0.5kF with the Landau parameters from interactions CBF and CEFT, whose
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effective masses at the considered density arem∗n/m = 0.798 andm∗n/m = 0.995,
respectively. These values are noticeably different, and are reflected in the
energy interval where the response functions are defined. In general, similar
differences are also to be expected for other microscopic calculations. We refer
to [162] for a critical comparison of symmetric nuclear matter properties with
different microscopic methods. There are still uncertainties to unambiguously
extract from them a general pattern for the Landau parameters. We remind
that we are using approximated values for tensor parameters, as they have
been obtained truncating a recurrence relation. These interactions produce very
different responses in both (S = 1,M) channels. In particular, CEFT predicts
a narrow resonance, whereas CBF displays a broad structure. In both cases, a
good convergence is attained for `max = 2.
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Figure 20: (Color online) Strength function in pure neutron matter for S = 1 channel at
q = 0.5kF for interactions CBF [152] at density ρ = 0.16 fm−3 and CEFT [153] at kF = 1.7
fm−1.

Notice that tensor effects are not very significant, since the response func-
tions are quite similar for M = 0 and M = 1. It has been shown [163], that
tensor terms are responsible of the slow convergence observed in the the channel
S = 1,M = 0, I = 0 with D1MT interaction. One should keep in mind that
the D1MT tensor terms have not been derived from a complete re-fit of the
parameters. However, as the effect is highly non linear, the convergence of the
strength function cannot be guessed directly from the numerical values of the
tensor Landau parameters.
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5. Asymmetric nuclear matter

The previous studies on SNM and PNM provide a first physical insight of
the bulk properties of nuclei. However, isospin asymmetry (Y = (ρn− ρp)/ρ) is
the most common situation encountered along the drip-lines or in astrophysics.
Thus a systematic study of the influence of asymmetry is clearly required. In
particular one may wonder whether the critical densities for unphysical instabil-
ities are located between those of SNM and PNM, and how the spinodal region
evolves when one continuously varies the asymmetry. In this Section, we adapt
the previous formalism to asymmetric nuclear matter (ANM). This has already
been done for the central part of a Skyrme interaction in [34, 164], and in [165]
for the complete standard interaction, but limited to the particular T44 case.
A systematic study of asymmetry effects is presented here, including several
relevant Skyrme NEDF. We restrict ourselves to isospin excitations induced by
the operator τ̂ z, that is to processes not involving charge exchange.

5.1. The residual particle-hole interaction

In ANM, it is more convenient to work in the proton/neutron formalism.
Dropping, for the sake of clarity, momenta and spin dependence, the matrix
elements of the ph interaction are written as 〈τ1, τ−1

3 |Vph|τ4, τ
−1
2 〉, where the

indices τi refer to protons (p) or neutrons (n). Because of charge conservation
and since charge exchange processes are neglected, there are only four remaining
matrix elements, namely

〈p, p−1|Vph|p, p−1〉, 〈n, n−1|Vph|n, n−1〉, 〈p, p−1|Vph|n, n−1〉, 〈n, n−1|Vph|p, p−1〉.

Actually, since 〈p, p−1|Vph|n, n−1〉 = 〈n, n−1|Vph|p, p−1〉, the number actually
reduces to three. To avoid repetition of indices they will be written as

V
(τSM ;τ ′S′M ′)
ph (k1,k2) = 〈τ, τ, SM |Vph(k1,k2)|τ ′, τ ′S′M ′〉 . (80)

From the general residual interaction Eq. (36), we can straightforwardly
deduce

V
(τSM ;τ ′S′M ′)
ph (k1,k2) =

1

2
δSS′δMM ′

(
W

(τ,τ ′,S)
1 +W

(τ,τ ′,S)
2 k2

12

)
+

1

2
δSS′δS1W

(τ,τ ′)
T1 (−)M (k12)

(1)
−M (k12)

(1)
M ′

+
1

2
W

(τ,τ ′)
SO

(
δS′0δS1M(k12)

(1)
−M + δS′1δS0M

′(k12)
(1)
M ′

)
,(81)

which in momentum space is identical to the matrix elements previously deter-
mined for SNM and PNM. From a technical point of view, the Bethe-Salpeter
equations will have the same structure, but due to the isospin asymmetry the

number of coupled equations is doubled. The coefficients W
(τ,τ ′,S)
i can be writ-

ten in terms of the constants W
(α)
i given in Table 1 as

W
(τ,τ,S)
1 = W

(S,0)
1 +W

(S,1)
1 + 8b(τ)Cρ,γ1 ρ1γρ

γ−1 +W
(0)
T2 +W

(1)
T2 , (82)

W
(τ,−τ,S)
1 = W

(S,0)
1 −W (S,1)

1 +W
(0)
T2 −W

(1)
T2 , (83)
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with b(n) = 1 and b(p) = −1. For the remaining indices (a = 2, T1, SO) we
have

W (τ,τ,S)
a = W (S,0)

a +W (S,1)
a , (84)

W (τ,−τ,S)
a = W (S,0)

a −W (S,1)
a . (85)

Notice that some of them explicitly depend on the isovector density ρ1.

5.2. Response functions

The first required ingredient is the Hartree-Fock retarded propagator of the
non-interacting ph pair, whose expression is given in Eq. (C.6). Since charge-
exchange processes are not considered here, the particle and the hole in a given
pair share the same isospin quantum number τ (either p or n). General expres-

sions for the momentum integral of G
(τ)
HF (k, q, ω) and the moments required for

the calculation are given in Appendix C, together with typical figures for dif-
ferent asymmetries and temperatures. Since the HF propagator does not carry
spin quantum numbers, the Bethe-Salpeter equation simply writes as

G(ττ ′SM)(k1, q, ω) = δ(τ, τ ′)G
(τ)
HF (k1, q, ω) (86)

+ G
(τ)
HF (k1, q, ω)

∑
(τ ′′,S′′M ′′)

∫
d3k2

(2π)3
V

(τSM ;τ ′′S′′M ′′)
ph (k1,k2)G(τ ′′τ ′S′′M ′′)(k2, q, ω) .

The form of the residual interaction (81) allows one to write a closed set of
algebraic equations by multiplying Eq. (86) successively with the functions 1, k2,
kY1,0, k2|Y1,±m|2 and integrating over the momentum k1. This is analogous to
the previously discussed SNM and PNM cases, but because of the isospin indices
τ, τ ′ the number of equations is doubled in the ANM case. However, due to
isospin properties of the residual interaction, the set of equations can be actually
decoupled in two subsystems in each (S,M) channel. One subsystem is for the
couple (nn)− (pn) and the other is for the couple (pp)− (np), which is obtained
from the previous one by simply exchanging n↔ p (see [165] for details). These
subsystems can be found in [165]. Getting the analytic expressions for ANM
response functions is rather cumbersome, and not particularly enlightening for
the physics. It is preferable to solve numerically the subsystems in the (q, ω)-
space. Their analytical expressions have been used within a formal computation
code just to derive their associated sum rules (see next part). The response
function for each channel reads

χ(ττ ′SM)(q, ω) = nd〈G(ττ ′SM)〉 , (87)

with the spin degeneracy nd = 2 for ANM.
Actually, the relevant spin-isospin responses are linear combinations of χ(ττ ′SM)(q, ω).

Let us first consider the spin channels S = 0. The general excitation operator
can be written in the form

α
∑
i

eiq·ri + β
∑
i

eiq·ri τ̂ zi = (α+ β)
∑
i

eiq·ri p̂i + (α− β)
∑
i

eiq·ri n̂i , (88)
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where α, β are arbitrary coefficients, and the operators p̂ = (1 + τ̂ z)/2 and
n̂ = (1− τ̂ z)/2 project upon proton or neutron spaces, respectively. Therefore,
the response in the ph spin channels S = 0 can be written as

|α+ β|2χ(pp0)(q, ω) + (α+ β)(α− β)χ(pn0)(q, ω) + (α− β)(α+ β)χ(np0)(q, ω) + |α− β|2χ(pp0)(q, ω) .

In particular, taking β = 0 or α = 0 the excitation operator respectively acts on
the isoscalar or the isovector channels. The antisymmetric spin channels S = 1
correspond to including σ̂i in the excitation operator. Finally, the relevant
spin-isospin responses are given by the combinations

χ(SM ;I=0)(q, ω) = χ(nnSM)(q, ω) + χ(pnSM)(q, ω) + χ(ppSM)(q, ω) + χ(npSM)(q, ω) ,(89)

χ(SM ;I=1)(q, ω) = χ(nnSM)(q, ω)− χ(pnSM)(q, ω) + χ(ppSM)(q, ω)− χ(npSM)(q, ω) .(90)

5.3. Results

We shall discuss the strength functions S(SM ;I)(q, ω) for some selected values
of the asymmetry parameter. Besides the extreme cases Y = 0 (SNM) and
Y = 1 (PNM), we have chosen Y = 0.21 (isospin asymmetry of 208Pb) and
Y = 0.5 (i.e. Z = N/3, which roughly corresponds to infinite matter in β-
equilibrium). Furthermore, we have performed calculations at densities 0.16
and 0.08 fm−3.

We have performed calculations for the interactions discussed in subsection
3.4. Let us start presenting results for interaction T44. In Fig. 21, strength
functions at ρ = 0.16 fm−3 and momentum transfer q = 0.1 fm−1 are displayed
for different asymmetries and for all (S,M, I) channels. Panels (a) to (d) show
results for channels S = 0. The HF strength function has also been plotted in
these panels to make more visible the effect of the residual interaction. Panels
(e) to (h) show results for channels S = 1.

The HF strength function exhibits a two-peak structure for intermediate
values of asymmetry (Y = 0.21 and Y = 0.5 in our case), related to the different
characteristics of the proton and neutron Fermi seas. For instance, at Y = 0.5
and saturation density the effective masses are m∗p/m = 0.75 and m∗n/m = 0.66,
as compared to the SNM value 0.7, leading thus to two different Fermi seas. This
two-peak structure is conserved by RPA in the (S, I) = (0, 0) channel, but not
in the (S, I) = (0, 1) one where the collective state is shifted to low energy as
Y increases. For S = 1, one can observe the presence of a collective state for
both SNM and PNM systems (panel (e) and (h)). Between these two extreme
cases, the contribution of protons and neutrons is clearly distinguished. On the
contrary, the tensor effect which manifests itself by a splitting between M = 1
and M = 0 is relatively small for important asymmetries and negligible for
PNM.
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Figure 21: (Color online) Strength functions S(α)(q, ω) for the spin-isospin channels (α) =
(S,M, I) in asymmetric nuclear matter, calculated with Skyrme interaction T44 at density
ρ = 0.16 fm−3 and momentum transfer q = 0.1 fm−1. Panels (a) and (e) correspond to the
asymmetry parameter Y = 0 (SNM). Panels (b) and (f) to Y = 0.21. Panels (c) and (g) to
Y = 0.5. Panels (d) and (h) to Y = 1 (PNM). Only channels (S,M) are relevant in PNM.

The situation is different for interaction Skxta. As shown in Fig. 22, the
two-peak structure is absent, even at the HF level. This is related to the par-
ticular behavior of the proton and neutron effective masses as the asymmetry is
increased. For instance, at Y = 0.5 and saturation density one has m∗p/m = 0.86
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and m∗n/m = 1.22, as compared to the SNM value 1. Not only the variation goes
in opposite direction, but also the absolute value of the difference is larger for
Skxta as compared to T44. These differences manifest in conditions C.10-C.11
by suppressing the imaginary part of the functions βn,pi . Consequently, with
interaction Skxta, we deal in practice with a single Fermi sea. The residual
interaction does not induce any sizable modification in the isoscalar channel,
whereas we can observe a huge strength depletion in the isovector one. For
vector channels we can see that the effect of the tensor (manifested through the
difference between spin projections) is negligible for I = 1, but very important
for I = 0. In the limiting case of PNM, the degeneracy of both isospin channels
is in favor of a strong tensor effect. Moreover, independently of the asymmetry,
we have a huge accumulation of strength at zero energy in the isovector channel,
which is the prelude to a physical instability as we shall discuss later on in this
Section.
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Figure 22: (Color online) Same as Fig.21, but for Skxta interaction.

In Fig. 23 and Fig. 24 are displayed strength functions for T44 and Skxta
in the conditions as the previous figures, but for a transferred momentum of
q = 0.5 fm−1. A first common feature between these two interactions is that
the two-peak structure is wiped out when the momentum transfer is increased,
the only reminiscence being in S = 1 channels for intermediate asymmetries.
Moreover, one can observe the tensor effect is intensified for both interactions:
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the splitting between M = 0 and M = 1 is more pronounced. Concerning
Skxta specifically, one can observe that for (S, I) = (0, 0) no collective state is
present for SNM, but develops itself when the asymmetry increases: as we will
see in the next section, this phenomenon can be interpreted in terms of physical
instabilities. For (S, I) = (0, 1), on the contrary, the collective state becomes
closer and closer to the continuum as Y increases.
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Figure 23: (Color online) Strength functions S(α)(q, ω) for the spin-isospin channels (α) =
(S,M, I) in asymmetric nuclear matter, calculated with Skyrme interaction T44 at density
ρ = 0.16 fm−3 and momentum transfer q = 0.5 fm−1. Panels (a) and (e) correspond to the
asymmetry parameter Y = 0 (SNM). Panels (b) and (f) to Y = 0.21. Panels (c) and (g) to
Y = 0.5. Panels (d) and (h) to Y = 1 (PNM). Only channels (S,M) are relevant in PNM.
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Figure 24: (Color online) Same as Fig.23, but got the Skxta interaction.

In Fig. 25 are plotted the strength functions calculated with the same con-
ditions as before, but for SLy5. As expected we observe no difference between
the different spin projections since there is no tensor. In addition, there is no
two-peak structure for S = 0 but only for S = 1, the one in the isovector channel
being far more pronounced.
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Figure 25: (Color online) Strength functions S(α)(q, ω) for the spin-isospin channels (α) =
(S,M, I) in asymmetric nuclear matter, calculated with Skyrme interaction SLy5 at density
ρ = 0.16 fm−3 and momentum transfer q = 0.5 fm−1. Panels (a) and (e) correspond to the
asymmetry parameter Y = 0 (SNM). Panels (b) and (f) to Y = 0.21. Panels (c) and (g) to
Y = 0.5. Panels (d) and (h) to Y = 1 (PNM). Only channels (S,M) are relevant in PNM.

Finally, we have plotted strength functions for our set of interactions for
an intermediate asymmetry Y = 0.5, ρ = ρ0 and for q/kF = 0.1, 0.5 and 1
(see respectively Fig. 26, six left panels of Fig. 27 and Fig. 26 again). We see
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that the general tendency when q increases, is to wash out the characteristic
two-peak structure of strength functions. We see by instance that for SLy5
this particular structure is present for q = 0.1kF , attenuated for q = 0.5kF and
absent for q = kF . The inclusion of the tensor (SLy5-t) induces an enhancement
of all these effects, but also the appearance of a pole at zero energy. SLy5-t,
T22 and T44 behave similarly at small and intermediate values of q, but one
can see an accumulation of strength for T44 in the (S,M, I) = (1, 1, 0) channel.
Obviously, one observes here the sole effect of the tensor. Finally, Skxta and
Skxtb have a large splitting between the different spin projections and present
some poles at zero energies, but for different channels.
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Figure 26: (Color online) Asymmetric RPA strength function, Y = 0.5, obtained from several
interactions at ρ = ρ0, q = 0.1kF and q = kF and T = 0. The upper panels represent the
channel I = 0, while in the lower panels we show I = 1.
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Figure 27: (Color online) Asymmetric RPA strength function, Y = 0.5, obtained from several
interactions at ρ = 0.5ρ0 and ρ = ρ0, q = 0.5kF and T = 0.
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Figure 28: (Color online) Strength functions S(α)(q, ω) for the spin-isospin channels (α) =
(S,M, I) in asymmetric nuclear matter, calculated with Skyrme interaction T44 at density
ρ = 0.08 fm−3 and momentum transfer q = 0.5 fm−1. Panels (a) and (e) correspond to the
asymmetry parameter Y = 0 (SNM). Panels (b) and (f) to Y = 0.21. Panels (c) and (g) to
Y = 0.5. Panels (d) and (h) to Y = 1 (PNM). Only channels (S,M) are relevant in PNM.
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Figure 29: (Color online) Same as Fig.28, but for Skxta.

Another important parameter regarding its influence on strength functions
is the density. On Fig. 28 we plotted strength functions for T44 calculated for
q = 0.5 fm−1, the same different asymmetries considered previously and for
ρ = 0.08 fm−3. As mentioned earlier, this density gives some insight of what
happens at the surface of a nucleus. A first common feature is that the lowering
of the density induces a global shift of the strength towards the low-energy
region. Second, we can notice that there are precursor signs of a pole at zero
energy in the scalar-isoscalar channel. This will be interpreted in the next part as
the presence of the so-called spinodal instability. We can furthermore notice that
this instability seems to disappear for PNM : we will see that the dependence of
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the spinodal with asymmetry is coherent with this result. We can also remark
in Fig.29, that a collective state appears in the scalar-isovector channel for
Skxta functional, but this state disappears when Y increases : asymmetry has
an influence on the presence of a zero sound. Neutrino mean-free path, by
instance, can thus be altered, and actually be very different, in pure neutron
matter or in asymmetric matter.

Let us briefly comment on thermal effects. In practice one has to modify the

expressions of auxiliary functions β
(τ,τ ′)
i=0,8 (q, ω, T ) (see Appendix C), so that the

generalization to finite temperature of the Bethe-Salpeter equation (86) and the
related algebraic systems of equations is straightforward [165]. The effects of
temperature on the strength functions are similar to the SNM and PNM cases,
discussed in Sec. 3. The general trend is to spread strength functions and wipe
out their structure. A striking feature is that negative energies now receive an
important part of the strength. Moreover, the general structure reflects the new
allowed physical processes: the excitation of the system (i.e. a peak at positive
energies) has a corresponding image in negative energies (i.e. the desexcitation
of the heated system). An important accumulation of strength of zero energy
is observed in some channels. This is related to the presence of instabilities, as
we shall immediately discuss.

5.4. Instabilities

As discussed in Sec. 3, the inverse energy-weighted sum rule M−1 is the tool
of choice for detecting finite size instabilities. As compared to SNM or PNM,
the analytical expression is now much more cumbersome, and we do not give it
explicitly. The two ways of calculating M−1 are plotted in Fig. 30 for Y = 0.5
and ρ = 0.16 fm−3 and interactions T44 and Skxtb. Solid and dashed curves
correspond to analytical and numerical calculations, respectively. One can see
that both curves are on top of each other for S = 0, except in channel (0, 0, 1)
and interaction Skxtb. For the other case, no instabilities are present at this
density and for this asymmetry. As already discussed in [165] for the particular
interaction T44, asymmetry has a sizable effect on the location of instabilities.
However, it turns out that in the S = 0 channel the density is the most important
parameter to this respect. Indeed, at low density values one reaches the spinodal
instability, which will be specifically discussed in the next subsection. The small
discrepancy in channel (0, 0, 1) at small values of q appearing for Skxtb indicates
a deficit of strength in the scalar-isovector channel. This is due to the presence
of a collective state (zero sound) as we can see in Fig. 27 which survives up to
q ' 0.8 fm−1 before being absorbed in the continuum.
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Figure 30: (Color online) IEWSR M−1 for spin-isospin channels (S,M, I) at asymmetry
Y = 0.5 and ρ = 0.16 fm−3 as calculated analytically (solid line) and numerically (dashed
line). The results for T44 and Skxtb are displayed on the left and right panels, respectively.

For S = 1, we can observe the presence of a finite-size instability in all
channels. Indeed, both analytical and numerical curves coincide for values of
q smaller than some specific value which depends on the interaction. The sum
rule M−1 changes of sign at this specific value of q, indicating the presence of
the instability. Strictly, the plotted results are meaningless beyond such a value
of q. The curves are nevertheless plotted in that region to visually show the
instability.
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Figure 31: (Color online) Critical density ρc for the T44 and Skxtb. In the different panels
we represent the different channels S = 1,M = 0, 1, I = 0, 1 for different values of the
asymmetry parameter Y and at zero temperature. The horizontal dashed line corresponds to
ρ = 0.16 fm−3.

The previous results have been obtained for a single couple of density and
asymmetry values. A thorough analysis requires an extended exploration. To
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this end, we first define the critical density ρc as the value of ρ at which an insta-
bility appears for given q and Y . For density values higher than ρc the system
is unstable. The detection of instabilities can be done by calculating the critical
density varying the transferred momentum and the asymmetry parameter. We
shall concentrate now on the S = 1 channels, leaving the S = 0 for the next
subsection. In Fig. 31 is plotted ρc as a function of q for the interactions T44
and Skxtb. The different curves correspond to values of the asymmetry param-
eter Y from 0 to 1 in steps of 0.2. The variation of ρc with Y sensibly depends
on the employed interaction, as it could be expected from the discussion in the
previous paragraph. Consider for instance the region of small q values. With
the interaction T44 the critical density in the isoscalar channels strongly varies
with Y . In particular, there is an important gap when Y = 0 is slightly modified
from the SNM case. In contrast, a smooth variation is found in the isovector
channels, as well as with the interaction Skxtb in all channels. To understand
these discontinuities, also observed in a different combination for other values
of q, one should keep in mind that the response in the channel (S,M, I) is actu-
ally a linear combination of the (nn), (np), (pn), and (pp) responses. For small
values of the asymmetry, some of the latter response functions may suddenly
acquire a non-zero value which can strongly influence the whole combination.

The knowledge of these critical regions could in principle be of some help
to establish physical bounds to the interaction parameters. To this respect,
the previous figures show that SNM and PNM critical densities provide rea-
sonable accurate limits for any asymmetry value only in the case of interaction
T44. This is not true for Skxtb, where we can observe that the critical densi-
ties reach their lowest values for a small asymmetry (see isovector channel with
M = 0). Therefore, it seems that no general conclusions can be drawn for the
finite-size instabilities, neither for their location nor their evolution with asym-
metry. When included in a complete fitting procedure, it is thus not sufficient
to consider SNM and PNM to avoid instabilities at small densities (empirically
ρc ' 1.2ρ0 [97]).

In principle, the instabilities and the critical densities are influenced by the
temperature. However, as we can see on Fig. 32, even a high temperature does
not modify significantly the critical densities compared to the T = 0 case.
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Figure 32: (Color online) Critical densities of T44 (left) and Skxta (right) functional for Y=0.5
and S=1 for different values of the temperature.

5.5. The spinodal

Let us now consider the instabilities in the S = 0, I = 0 channel at low
densities. These instabilities are physical, contrarily to the previously discussed
for S = 1. They are related to the thermodynamic spinodal transition of homo-
geneous matter, where density fluctuations induce a decrease of the total free
energy which is amplified until a separation in two distinct stable phases, liquid
and gas, is reached. As discussed in [128], the curvature of the free energy which
governs the stability of the whole system contains two antagonistic terms. One
is originated by the density gradient terms of the functional and is proportional
to q2. The other one is related to the Coulomb interaction, and is proportional
to 1/q2. Therefore, for small values of q the energy cost due to Coulomb in-
teraction dominates, which implies a sensitive reduction of the spinodal region
for proton-rich systems. In the case of a neutron star where a background of
electrons is present, the net effect of the Coulomb interaction in the residual
interaction is also to reduce the region of the spinodal [128, 166].
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Figure 33: (Color online) We show the spinodal instability (S=0,M=0,I=0) for different values
of the neutron ρn and proton ρp density. On the left panel the T44 Skyrme functional for
several values of q. On the right panel several interactions for q = 0.

As discussed in [165] and illustrated on the left panel of Fig. 33, the spinodal
contours decrease when the transferred momentum is increased, the largest area
being obtained for q = 0. Moreover this diminution is not linear with respect
to q and since Coulomb interaction is not taken into account, the spinodal is
symmetric in the (ρp, ρn) proton/neutron density plane. With the help of this
figure we can now understand the shape of the spinodal critical lines displayed
on the right panel of Fig. 33. Let us start with SNM. On Fig. 33, left panel, this
corresponds to a straight line ρn = ρp. In that case we can follow the evolution of
the two intersection points between this line and the spinodal contour, recovering
the shape of Fig. 10. Following the same approach we can have an insight of the
evolution of the spinodal region with asymmetry: by instance, when the slope
becomes less and less important (neutron rich systems), the intersection points
are only for small values of q, leading to a smaller (and even non existing for
PNM) spinodal region. Finally, it is worth recalling [128] that the spinodal is
quite ”universal” in the sense that its shape is globally the same, independently
of the interaction. This can be understood because a reasonable interaction
must reproduce the equation of state (E/A): the special combination of Skyrme
parameters entering in E/A must be approximately the same. On the contrary
one may wonder how the tensor, which is very different for each interaction
induces some differences between two different parametrizations. Actually, the
tensor acts in the scalar-isoscalar channel only via the spin-orbit which mixes
S = 0, 1 channels. However, similarly to the SNM case, this mixing can be
absorbed into effective coefficients which contain a term proportional to q4 (see
Eq. 54 and Ref. [165]). Since the spinodal implies relatively small values of the
transferred momentum, the tensor interaction marginally affects the spinodal
and can be safely neglected in a first approximation.
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Figure 34: (Color online) We show the spinodal instability (S=0,M=0,I=0) in the (ρn, ρp)
plane for the T44 Skyrme functional at T = 0 (solid line) and T = 10 MeV (dots).

On Fig. 34 one can observe the evolution of the spinodal contours for two
different values of q when the temperature is not equal to zero. The net effect
of the temperature is to smooth the fluctuations. For that reason, one expects a
sizable reduction of the spinodal region, which is actually observed as compared
to the corresponding curves at T = 0 displayed in Fig. 33. The temperature
is rather high (T = 10 MeV) for illustrative purposes, but the effect is quite
important even for small temperatures. From T = 0 to T = 10 MeV, the typical
range observed with T44 for the spinodal instability goes from 0− 0.08 fm−3 to
0.01− 0.06 fm−3

6. Extra terms in Skyrme functionals

All the results described in previous sections have been obtained with stan-
dard Skyrme functionals. However, as recently discussed in Ref. [40], the stan-
dard form of these functionals appears to be not flexible enough to satisfy all
the constraints required by high precision calculations. Two major avenues are
thus currently explored. The first one aims at including correlations into the
density functional; the second one is much in the spirit of the self-consistent
mean field theory, where the building block is an effective pseudo-potential and
the correlations are added afterwards [8]. Several groups have investigated pos-
sible extensions of Skyrme functionals either increasing the number of terms or
adding ad hoc density dependent terms. In the following we will briefly illus-
trate, for the case of symmetric nuclear matter only, how our formalism can be
extended and modified to properly include these extra terms.
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6.1. Brussels-Montreal Skyrme potentials

Among the family of Skyrme functionals, the ones proposed by the Brussels-
Montreal collaboration and named BSk [167, 168] have the interesting char-
acteristics of being fitted over the 2200 known experimental masses with an
accuracy of ' 500 KeV in addition to the usual infinite matter results. These
functionals have not been designed for finite nuclei only, but also to determine
some important properties of neutron stars [169, 170, 171]. However, in a recent
series of articles [129, 172], the authors detected the presence of ferromagnetic
instabilities in some of their functionals. In order to avoid such a problem, but
also to have more flexibility during the fitting procedure, they introduced on top
of the standard Skyrme interaction two extra density-dependent terms namely

V Skex =
1

2
t1b(1 + x1bPσ)

(
k
′2ρβ1 + ρβ1k2

)
+ t2b(1 + x2bPσ)k

′
ρβ2k. (91)

The corresponding functional reads

Eex[ρ] =

∫ ∑
t=0,1

{
C∆ρ,β1

t ρβ1ρt∆ρt + Cτ,β1

t ρβ1
[
ρtτt − j2t

]
+ Cτ,β2

t ρβ2
[
ρtτt − j2t

]
+ C∇ρ,β1

t ρβ1∇2ρt + C∇ρ,β2

t ρβ2∇2ρt + C∆s,β1

t ρβ1st∆st + CT,β1

t ρβ1(stTt − J2
t )

+ CT,β2

t ρβ2
[
stTt − J2

t

]
+ C∇s,β1

t ρβ1 |∇st|2 + C∇s,β2

t ρβ2 |∇st|2
}
. (92)

The connection between the interaction parameters tib, xib and the functional
coupling constants is given in Eqs. B.4-B.9. Performing a second functional
derivative, we can easily obtain the contribution to the residual interaction,

which gives additional contributions W
(α)
i,ex to the general form given in Eq. (52).

In Table 3 are given the terms W
(α)
1,ex and W

(α)
2,ex as a function of the coupling

constants of the functional (92) in SNM. The term W
(α)
3,ex does not appears using

the standard Skyrme functional, and in the present case it only appears in the
(0, 0) channel

1

4
W

(0,0)
3,ex = Cτ,β1

0 β1ρ
β1

0 + Cτ,β2

0 β2ρ
β2

0 . (93)

As shown in Eq. (52) this term is associated to a momentum dependence
k1(k2 + q) + k2(k1 + q), which has been previously included to derive the
response function. This dependence is not limited to the present extra-terms, we
will also encounter it in the Section 6.3 dedicated to the three-body interaction.
Actually, it appeared in Ref. [31] for Skyrme-like functionals used to describe
liquid 3He properties [173], in particular to reproduce the experimental effective
mass. In the present case, the effective mass is written as

~2

2m∗
=

~2

2m
+ Cτ0 ρ+ Cτ,β1

0 ρβ1+1
0 + Cτ,β2

0 ρβ2+1
0 . (94)
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Table 3: Definition of constants W
(α)
i,ex entering (52).

(α) W
(α)
1,ex/4 W

(α)
2,ex/4

(0,0) Cτ,β1

0 (β1 + 1)β1ρ
β1−1τ + Cτ,β2

0 (β2 + 1)β2ρ
β2−1τ Cτ,β1

0 (1 + β1)ρβ1

−2q2
[
C∆ρ,β1

0 (β1 + 1)ρβ1 − C∇ρ,β1

0 ρβ1 − C∇ρ,β2

0 ρβ2

]
+Cτ,β2

0 (1 + β2)ρβ2

- 1
2q2

[
Cτ,β1

0 ρβ1 + Cτ,β2

0 ρβ2

]
(0,1) −2q2

[
C∆ρ,β1

1 ρβ1 − C∇ρ,β1

1 ρβ1 − C∇ρ,β2

1 ρβ2

]
Cτ,β1

1 ρβ1 + Cτ,β2

1 ρβ2

− 1
2q2

[
Cτ,β1

1 ρβ1 + Cτ,β2

1 ρβ2

]
(1,0) −2q2

[
C∆s,β1

0 ρβ1 − C∇s,β1

0 ρβ1 − C∇s,β2

0 ρβ2

]
CT,β1

0 ρβ1 + CT,β2

0 ρβ2

− 1
2q2

[
CT,β1

0 ρβ1 + CT,β2

0 ρβ2

]
(1,1) −2q2

[
C∆s,β1

1 ρβ1 − C∇s,β1

1 ρβ1 − C∇s,β2

1 ρβ2

]
CT,β1

1 ρβ1 + CT,β2

1 ρβ2

− 1
2q2

[
CT,β1

1 ρβ1 + CT,β2

1 ρβ2

]
For our analysis we have selected the functionals BSk19, BSk20 and BSk21 [172],

which have been designed to avoid some instabilities without spoiling the good
general description achieved with the previous parameterizations of the same
family. The three functionals give the same value for the SNM effective mass at
saturation, and their main difference is the stiffness of the EoS in PNM, BSk19
being the softest and BSk21 the hardest.

The calculated SNM strength functions S(S,M,I)(q, ω) at zero temperature
are plotted in Fig. 35 for densities ρ = 0.08 and 0.16 fm−3 and momentum
transfer q = 0.5kF . We notice that due to absence of a tensor term, the two
spin projections are essentially degenerate because the momentum transfer is
not high enough for the spin-orbit coupling to produce visible results. As com-
pared to other interactions previously studied (see Fig. 6), there are two visible
differences. The first one is that channels with isospin I = 1 display a peak
near the upper edge of the ph-band. The second one is the strong accumulation
of strength in the channel (0,0,0) at low transferred energy at density ρ = 0.08
fm−3, which is of course the manifestation of the spinodal instability.

In Fig. 36 are plotted the critical densities ρc as a function of q. We notice
that, apart from the spinodal, BSk functionals do not present instabilities in
the low q region. This is consistent with the fitting procedure of Refs. [129,
172], where it has been imposed that Landau inequalities [154] are fulfilled up
to several times saturation density. Actually we checked that the BSk20-21
functionals respect the empirical criterion defined in Ref. [97] so that we do not
expect to find finite size-instabilities in nuclei.
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Figure 35: (Color online) SNM Strength functions at q = 0.5kF and density values ρ = 0.08
(right panels) and 0.16 fm−3 (left panels) for the three selected BSk functionals.

0

0.1

0.2

0.3

0.4

0.5

ρ
c (

fm
-3

) BSk19

(0,0,0)
(0,0,1)

1 2 3 4

q (fm
-1

)

BSk20

0 1 2 3 4

q (fm
-1

)

0

0.1

0.2

0.3

0.4

ρ
c (

fm
-3

) BSk21

(1,0,0)
(1,1,0)
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Concerning BSk19, we have observed that the scalar-isovector instability
decreases slowly when we increase the transfer momentum, the minimum being
at ρc = 0.24 fm−3 for q = 15 fm−1. As discussed in Ref. [97], values of ρc '

75



0.16− 0.24 fm−3 found even at very high values of q can play an important role
concerning instabilities in finite nuclei. Hence, BSk19 must be tested in nuclei
before any firm conclusion can be drawn. Clearly, since our formalism can be
easily extended, it could be included directly in future fitting procedure.

6.2. Extended t3 with spin-density dependence

In refs. [65, 114], the authors discussed the inclusion of two extra density
dependent terms similar to the usual t3 term [125]. The main motivation was
to improve the properties of the functional in the time odd part, but also to
avoid ferromagnetic instabilities in infinite matter in the long-wavelength limit.
Furthermore, they also improved the agreement between Landau parameters
G (vector channel), in both SNM and PNM with the Brueckner-Hartree-Fock
results obtained in ref. [174]. These extra terms read

V Skdd =
1

6
ts3 (1 + xs3Pσ) |s0|2 +

1

6
tst3
(
1 + xst3 Pσ

)
|s1|2 , (95)

where s0, s1 are the isoscalar and isovector spin densities. This can be easily
generalized to even exponents of the spin densities. It is worth noticing that as
an attempt to describe magnetic properties of liquid 3He, in Refs. [175, 176,
177, 178] spin-density and current dependent terms were considered.

The corresponding functional reads

Edd =

∫
d~r
{
Csρ0 s2

0ρ
2
0 + Csρ1 s2

1ρ
2
1 + Css0 s4

0 + Css1 s4
1 + Csρ01s2

0ρ
2
1 + Csρ10s2

1ρ
2
0 + (Css10 + Css01)s2

0s
2
1

}
.

(96)

The connection between the interaction parameters ts,st3 , xs,st3 and the functional
coupling constants is given in Eqs. B.10-B.16. The residual interaction is de-
duced as usual by the second functional derivative with respect to the density.
The momentum dependence of the general ph interaction (52) is preserved, with
additional contributions to the W1 coefficients in the (S,M) = (1, 0) and (1, 1)
channels

1

4
W

(1,0)
1,dd = 2ρ2

0C
sρ
0 , (97)

1

4
W

(1,1)
1,dd = 2ρ2

0 [Csρ1 + Csρ10 ] . (98)

The parameterization BSk17st was obtained in [114] adding these new terms
to BSk17, and fitting them so as to improve some infinite matter properties. In
Fig. 37, we compare the SNM strength functions obtained for both functionals
at ρ = 0.16 fm−3 and q = 0.5kF . We see that the net effect of the extra
terms is to make the residual interaction more repulsive in (S,M, I) = (1, 0, 0)
and (1, 1, 0) channels : the accumulation of strength at low energy present for
BSk17 disappears completely for BSk17st. This is in agreement with recent
RPA calculations in finite nuclei [179] done with these functionals. In all other
channels, the extra terms play no significant role.
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Figure 37: (Color online) Response function at saturation density for q = 0.5kF for the
functionals BSk17st and BSk17.

0 1 2 3 4

q (fm
-1

)

0

0.1

0.2

0.3

0.4

0.5

ρ
c (

fm
-3

)

(0,0,0)
(1,0,0)
(1,1,0)

BSk17st

1 2 3 4

q (fm
-1

)

(1,0,1)
(1,1,1)BSk17

Figure 38: (Color online) Critical densities as a function of the transferred momentum q for
the functionals BSk17 and BSk17st. The horizontal dot-dashed line represents the density
0.16 fm−3.

The instabilities of both functionals in the (ρc, q) plane are compared in
Fig. 38. As expected, the effect of the extra terms is to push to higher transferred
momentum values the spin instabilities given by the BSk17 functional [129]. It
is interesting to note that these spin-density dependent terms do not change the
quality of the finite nuclei adopted in the fit, but considerably improve the spin
channels properties.

6.3. Three- and four-body terms

There is a well-known problem met in calculating SNM saturation properties
using realistic two-body interactions within a Brueckner-Hartree-Fock frame-
work, which is summarized in the so-called Coester band [180]. More precisely,
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even if the predicted phase-shifts agree well with experiments, the calculated
saturation points are located on a narrow band in the (E/A, ρ) plane which
does not cross the empirical point. A similar Coester line is also obtained in
Dirac-Brueckner-Hartree-Fock calculations based on OBE (one boson exchange)
potentials [181]. It has also been pointed out that two-body interactions cannot
simultaneously satisfactorily reproduce ground state properties of 3He and 4He
nuclei, the energies being correlated along the so-called Tjon band [187], which
does not include the experimental point. Actually, three-body interactions have
been identified as the responsible for SNM saturation [182, 183, 184, 185, 186]
and their importance in describing light nuclei properties has been highlighted
in recent ab-initio calculations [188, 189]. It has also received an interest in light
hypernuclei [190, 191, 192, 193]. Generally speaking, the three-body interaction
is thus a subject of fundamental importance in physics [194].

Concerning the response function calculations, it has been shown that for
normal Fermi liquids the contributions of three-quasiparticle interactions are
suppressed at low excitation energies [195]. However, recent microscopic cal-
culations of the quasiparticle interactions within many-body perturbation the-
ory [196, 197] have been used for an accurate determination of Landau parame-
ters thus showing the impact of three-body corrections [153] within the nuclear
medium.

T.H.R. Skyrme [42] already suggested in his original paper that his effective
two-body interaction should also be equipped with an effective three-body term.
However, in the first applications [9] it was shown that considering HF calcula-
tions of even-even nuclei, the central contact three-body term was equivalent to
a zero-range interaction with a linear density dependence. Since then, a density
dependent term has been added to the effective interaction, with a real exponent
to have more flexibility during the fitting procedure [125]. Unfortunately, it has
been realized a long time after that non integer exponents can lead to diver-
gences in multi-reference calculations [198, 199, 200]. The possibility of adding
an effective three-body interaction with the same form of the two-body part, i.e.
that includes up to second order gradients have therefore been examined very
recently [67, 69]. Following [69], we write the most general central three-body
contact interaction as

V Sk3b =3P {x
0}δ(~r1 − ~r2)δ(~r1 − ~r3)

+
3

2

[
P {x

1}
(
k′12,uk

′
12,u

)
+
(
k12,uk12,u

)
P {x

1}
]
δ(~r1 − ~r2)δ(~r1 − ~r3)

+
3

2

[
P {x

2}
(
k12,uk

′
12,u

)
+
(
k′12,uk12,u

)
P {x

2}
]
δ(~r1 − ~r2)δ(~r1 − ~r3) ,

(99)
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where the exchange operators P {x} are defined as [67]

P {x
0} =u0 ,

P {x
1} =u1 + u1y1P

σ
12 ,

P {x
2} =u2 + u2y21P

σ
12 + u2y22P

σ
13 + u2y22P

σ
23 . (100)

Starting from the pseudo-potential given above, one can derive the energy den-
sity functional (see Ref. [69] for the explicit expressions) and then derive the
residual interaction. The resulting momentum structure is included in the gen-
eral form described earlier in Section 6.1. One has simply to add extra contri-

butions from the three-body part to the coefficients W
(α)
i . They are given in

Table 4 in terms of combinations of the interaction parameters, which in turn
are given in Table 5, extracted from [69].

Table 4: Definition of constants W
(α)
i,3b entering (52).

(α) W
(α)
1,3b/4 W

(α)
2,3b/4 W

(α)
3,3b/4

(0,0) 6Bρ0ρ+ 2Bτ0 τ + q2
(

1
2B

j
0ρ+ 2B∇ρ0 ρ

)
2Bτ0ρ 2Bτ0ρ+Bj0ρ

(0,1) 2Bρ1ρ+ 2Bτ10τ + q2
(

1
2B

j
1ρ+ 2B∇ρ1 ρ

)
Bτ1ρ Bτ1ρ+Bj1ρ

(1,0) 2Bs0ρ+ 2Bτs0 τ + q2
(

1
2B

J
0 ρ+ 2B∇s0 ρ

)
BT0 ρ BT0 ρ+BJ0 ρ

(1,1) 2Bs1ρ+ 2Bτs10τ + q2
(

1
2B

J
1 ρ+ 2B∇s1 ρ

)
BT1 ρ BT1 ρ+BJ1 ρ

Table 5: Coefficients entering in coefficients W
(α)
i=1,2,3 with respect to interaction parameters.

u0 u1 u1y1 u2 u2y21 u2y22 u0 u1 u1y1 u2 u2y21 u2y22

Bρ0 + 3
16 Bρ1 − 3

16

Bτ0 + 3
32 + 15

64 + 3
16 + 3

32 Bτ1 − 1
16 − 1

32 + 1
32 + 1

16 − 1
16

B∇ρ0 + 15
128 − 15

256 − 3
64 − 3

128 B∇ρ1 − 5
128 − 1

32 − 7
256 − 1

32 − 5
128

BJ0 + 1
32 − 1

16 − 7
64 − 1

8 + 1
32 BJ1 + 1

32 − 7
64 − 1

16 − 1
32

Bs0 − 3
16 Bs1 − 3

16

BT0 − 1
16 + 1

32 + 1
32 + 1

16 + 1
8 BT1 − 1

16 + 1
32

Bτs0 − 1
32 − 1

32 − 5
64 − 1

16 + 5
32 Bτs10 − 1

32 − 5
64 − 1

16 − 1
32

B∇s0 − 5
128 + 1

32 − 7
256 − 1

32 + 1
128 B∇s1 − 5

128 − 7
256 − 1

64 − 1
128

Bj0 − 3
32 − 15

64 − 3
16 − 3

32 Bj1 + 1
32 + 1

16 − 7
64 − 1

8 − 5
32

On top of the attractive three-body contribution, a contact four-body term
has been also considered [69, 68]. The adopted form is v0δ̂r, δ̂r being a short-
hand notation for all the possible combinations of the form δr1r2δr2r3δr3r4 (see

Refs.[69, 68] for more details). The only modification occurs in W
(α)
1 . In prac-
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tice one has to add the following quantities

1

4
W

(0,0)
1,4b =

3

8
v0ρ

2
0 ,

1

4
W

(0,1)
1,4b = − 3

16
v0v0ρ

2
0 ,

1

4
W

(1,0)
1,4b = − 3

16
v0v0ρ

2
0 ,

1

4
W

(1,1)
1,4b = − 3

16
v0v0ρ

2
0 . (101)

We present here some results based on the effective interaction SLyMR1 [201],
which includes three- and four-body terms. All parameters have been recently
fitted following the standard protocole used for the SLy family. In Fig. 39 is
displayed the SNM strength function at half saturation density for q = 0.5kF
for the SLyMR1 (left panel) and for the SLy5 functional (right panel). The
first point is that due to the absence of the tensor term and to the low value of
transferred momentum, the spin orbit term is not important enough to split the
projection of the total spin. The two M projections are thus essentially on top
of each other. In Fig. 40, we show the response function at saturation density
and q = 0.5kF .
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Figure 39: (Color online) Strength functions for pseudo-potentials SLyMR1 (left panel) and
SLy5 (right panel) at q = 0.5 fm−1 and density values ρ = 0.08 fm−3

80



0 20 40 60
ω (MeV)

0.5

1

1.5

2

2.5

3
1

0
3
 S

(α
) (q

,ω
) 

 (
M

eV
-1

fm
-3

) SLyMR1

0 20 40 60
ω (MeV)

HF
(0,0,0)
(0,0,1)
(1,0,0)
(1,0,1)
(1,1,0)
(1,1,1)

SLy5

Figure 40: (Color online) Same as Fig.39, but for ρ = 0.16 fm−3.

In Fig.41, we show the position of the instabilities in the (ρc, q) plane. It
is worth noticing that the SLyMR1 functional has been constructed using the
additional stability criterion defined in Ref. [97]. The SLy5 functional presents
a low density instability at ρc ≈ 0.17 fm−3 and q ≈ 2.6 fm−1 in the (S =
1,M = 1, I = 0) channel, which also manifests in finite-nuclei calculations [94].
On the contrary, all the instabilities for the SLyMR1 functional, apart from
the spinodal one, have been pushed at higher values of ρc, by adopting the
numerical criterion defined in Ref. [97] directly into the optimization procedure
as explained in Ref. [163].
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Figure 41: (Color online) Critical densities for the two pseudo-potentials discussed above.
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7. Conclusions

We have presented and discussed in some detail a method to obtain the
response functions in infinite nuclear matter in the framework of the random
phase approximation, based on a general Skyrme energy density functional. Its
particular momentum dependence allows one to get relatively simple algebraic
expressions, which permit in turn to derive odd-order energy weighted sum
rules in a compact form. Adopting six representative Skyrme interactions, we
have presented results for the response functions, paying particular attention
on collective states and strength distribution, at different values of the density,
transferred momentum, temperature and asymmetry of the system. Because of
the specific form of the Skyrme pseudo-potentials, one should mention at this
stage that our results are in principle limited to relatively small values of the
transferred momentum (typically 1.5− 2kF ). A possible extension of this range
of validity may arise from N2LO or N3LO which simulate finite-range effects.
In this case, our formalism can be applied, but it will be technically involved,
although possible, to obtain analytical results.

We have shown that the tensor interaction has a very strong impact on the
response functions for both the scalar S = 0 (because of the spin-orbit coupling)
and vector (S = 1) channels. For S = 1, we can further discriminate the lon-
gitudinal and transverse response functions, but only general trends emerged
from our calculations. This is due to the fact that only recent Skyrme parame-
terizations with tensor terms have been derived from a merit function [54, 55].
Since their fitting protocols are mainly based on ground state properties of finite
nuclei, it will be thus important in the future to find more adequate observables
to constrain the tensor terms directly into the fitting procedure.

We have also discussed in detail the appearance of instabilities in an infinite
medium for arbitrary values of transferred momentum. We have provided tools
for their detection and investigated their evolution as a function of the asym-
metry. We have found that there is no general rule and the smallest values for
critical densities can appear for SNM, PNM or any asymmetry. Among these
instabilities there is the spinodal, which is related to the physical characteristics
of nuclear matter in the scalar-isoscalar channel. For this particular instability,
our formalism provides results comparable to those obtained within a thermody-
namical approach. In the other channels, we have shown that the (non physical)
instabilities arise from some particular terms of the residual interaction which
are proportional to the transferred momentum squared and thus can not be
detected in the so-called long-wavelength limit. In that case, we have used the
inverse-weighted sum rule M−1 to detect their presence in infinite matter.

An infinite homogeneous medium has been considered along this work. This
may represent of course quite a severe approximation when dealing with finite
nuclei. However, it has been shown recently that the detection of instabilities
in infinite matter is also relevant for nuclei: even if one has to be cautious since
there are only numerical evidences of this statement, one can say that an in-
stability below 1.2− 1.3 saturation density will reveal itself in nuclei [97]. The
tensor part, which is an essential component of the nucleon-nucleon interaction,
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made this development even more crucial since it induces more pronounced in-
stabilities : spin-isospin response functions exhibit quite systematically some
poles at zero transferred energy for densities close or less than the saturation
density in the spin channels. Combining the results obtained in the present re-
port with those of Ref. [97], it is thus possible to derive a simple numerical tool
to avoid instabilities by construction if included into the optimization procedure
used to derive the coupling constants of the functional. A first test has been pre-
sented in [163]: it has been shown that starting from a spin-unstable functional
(SLy5) it was possible to derive a new functional (SLy5*) free from instabilities
and with similar spectroscopic properties. It is also worth mentioning that in
Ref. [202], the authors have investigated the extended Thomas-Fermi expan-
sion for the nuclear response function in the infinite system. Although such a
method is not very competitive for the calculations of the RPA response func-
tion in finite nuclei, it could be very useful to calculate the response function for
nuclei in the inner crust of a neutron star [203]. Compared to fully microscopic
calculations [204, 205], the main advantage of a semiclassical method is the re-
duced computational time. The formalism presented in this report could then
be directly applied for the calculation of the vibrational spectrum of neutron
rich nuclei within the inner crust.

Quantities of astrophysical interest, such as the neutrino mean free path
(examples have been given in this report) or the specific heat (some recent
results are now available in the literature [206, 207]), can be directly computed
from the response functions. For this kind of applications, the responses are
usually calculated making use of a simplified residual interaction written in
terms of ` = 0, 1 Landau parameters. In this report, we have presented results
which includes higher order Landau parameters, obtained from effective finite-
range potentials, as Gogny and Nakada, or from realistic NN potentials based
on different microscopic methods. We have shown that well-converged response
functions are obtained considering up to ` = 2 central and ` = 1 tensor Landau
parameters.

Following the recent findings on the limits of standard Skyrme function-
als [40], we have also investigated the possible extensions of our method to in-
clude new terms in the functional. In particular we have paid special attention to
the introduction of a real central three-body term. Several recent examples have
spotted the important role of these terms not only in the description of infinite
matter properties [180, 12], but also in calculations of finite nuclei [2, 194]. This
has been, among others, the motivation to explore the possibility of adopting a
real three-body term in Skyrme functional and thus removing the corresponding
density dependent one. We have shown that our method is flexible enough to
include these new terms in a natural way. Therefore, it could be easily included
into the fitting procedure used to determine the coefficients of these extra terms,
being a useful tool to avoid unphysical instabilities.

The RPA approximation is used throughout this report for the calculation
of response functions. One may then wonder to which extent this approxima-
tion gives a good picture of the correlations in the system. Actually, it has
been outlined numerous times with strong evidences that RPA is a well-suited
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tool to take into account correlations in nuclear physics. Actually, the poten-
tial problem is rather the correlations themselves than the tool to incorporate
them. In that respect, it has been shown in neutrino physics that 2p-2h and in
general np-nh excitations represent not only sizable corrections to the nuclear
response function calculated with 1p-1h excitations only, but are actually essen-
tial for understanding the experimental data [136, 137, 208]. These higher order
excitations would surely affect the shape (the distribution of strength) of the
response functions and consequently the position of the instabilities. However,
the technical difficulty for incorporating them is such that it goes beyond the
scope of this report. Moreover, as already mentioned, there is a clear indication
that instabilities determined in infinite matter with 1p-1h excitations only re-
veal themselves in finite nuclei so that the method used here is trustworthy for
the objectives of this report. Among other possible extensions, but also beyond
the scope of this report are those including pairing effects (i.e. QRPA formal-
ism) which are known to play an important role under certain circumstances,
for example in the crust of neutron stars [203].
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Appendix A. Local densities

A particle is characterized by the symbol a ≡ (xa, σa, qa), indicating its
position xa, spin σa and isospin qa variables. We use the following symbols∑∫

a

≡
∫
d3xa

∑
σa

∑
qa

, (A.1)

∑∫
a,a′

≡
∫
d3xad

3xa′
∑
σa,σa′

∑
qa,qa′

, (A.2)

δ(a,a′) ≡ δ(xa − xa′)δ(σa, σa′)δ(qa, qa′) , (A.3)∑∫ (r)

a,a′
≡

∫
d3xad

3xa′
∑
σa,σa′

∑
qa,qa′

δ(r− xa) . (A.4)

The HF density matrix is written as

ρ̂(a′,a) =
∑
k∈F

φ∗k(a′)φk(a) , (A.5)

where φk refers to the HF single particle wave function, and the sum in taken
over the HF occupied levels (F means Fermi sea). We also introduce ∇a and

84



∇a′ for derivation with respect to xa and xa′ respectively, and σa′a and τ a′a
for the Pauli matrices acting on spin and isospin space, respectively. We use the
notation ~ρ of [63] to indicate that we take the full τ operator in isospin space
and not just the 3rd component τ̂ z.

The different local densities are classified according to their behavior under
time reversal and isospin space and are written as [209].

Time-even, isoscalar (TE-IS)

ρ0(r) =
∑∫ (r)

a,a′
δ(a′,a) ρ̂(a′,a) , (A.6)

τ0(r) =
∑∫ (r)

a,a′
δ(a′,a) ∇a′ ·∇a ρ̂(a′,a) , (A.7)

J0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa)

1

2i
(∇a′ −∇a)⊗ σa′a ρ̂(a′,a) , (A.8)

J
(0)
0 (r) =

∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa)

1

2i
(∇a′ −∇a)σa′a ρ̂(a′,a) , (A.9)

J0(r) =
∑∫ (r)

a,a′
δ(a′,a)

1

2i
(∇a′ −∇a)× σa′a ρ̂(a′,a) . (A.10)

Time-even, isovector (TE-IV)

~ρ(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(σa′ , σa) τ a′a ρ̂(a′,a) , (A.11)

~τ(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(σa′ , σa) τ a′a∇a′ ·∇a ρ̂(a′,a) , (A.12)

~J(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)τ a′a

1

2i
(∇a′ −∇a)⊗ σa′a ρ̂(a′,a) , (A.13)

~J(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(σaσa′) τ a′a

1

2i
(∇a′ −∇a)× σa′a ρ̂(a′,a) . (A.14)

Time-odd, isoscalar (TO-IS)

s0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa) σa′a ρ̂(a′,a) , (A.15)

T0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa) σa′a ∇a′ ·∇aρ̂(a′,a) , (A.16)
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j0(r) =
∑∫ (r)

a,a′
δ(a′,a)

1

2i

(
∇′ −∇

)
ρ̂(a′,a) , (A.17)

F0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa)

1

2
(∇a ⊗∇a′ + ∇a′ ⊗∇a) · σa′a ρ̂(a′,a) .

(A.18)

Time-odd, isovector (TO-IV)

~s(r) =
∑∫ (r)

a,a′
δ(xa′ − xa) σa′a τ a′a ρ̂(a′,a) , (A.19)

~T(r) =
∑∫ (r)

a,a′
δ(xa′ − xa) σa′a τ a′a ∇a′ ·∇a ρ̂(a′,a) , (A.20)

~j(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(σa′ , σa) τ a′a

1

2i
(∇a′ −∇a) ρ̂(a′,a) . (A.21)

For completeness, we give some auxiliary quantities

∆ρ0(r) =
∑∫ (r)

a,a′
δ(a′,a)

(
∇2
a′ + 2∇a′ ·∇a + ∇2

a

)
ρ̂(a′,a) , (A.22)

∇ · J0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa)

1

2i
[∇a′ · (∇a × σa′a)−∇a · (∇a′ × σa′a)] ρ̂(a′,a) ,(A.23)

∇ · s0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa) [(∇a′ + ∇a) · σa′a] ρ̂(a′,a) , (A.24)

∇× j0(r) =
∑∫ (r)

a,a′
δ(a′,a) (−i∇a′ ×∇a) ρ̂(a′,a) , (A.25)

∆s0(r) =
∑∫ (r)

a,a′
δ(xa′ − xa)δ(qa′ , qa)

(
∇2
a′ + 2∇a′ ·∇a + ∇2

a

)
σa′a ρ̂(a′,a) .

(A.26)
The corresponding isovector quantities can be obtained in a similar way.
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Appendix B. Coupling constants and Skyrme parameters

We suppose that the second order functional is derived from an effective
Skyrme interaction

V Sk = t0(1 + x0P̂σ)δ(r) + 1
6 t3(1 + x3P̂σ)ργ0(R)δ(r)

+ 1
2 t1(1 + x1P̂σ)

[
k′2δ(r) + δ(r)k2

]
+ t2(1 + x2P̂σ)k′ · δ(r)k

+ iW0(σ̂1 + σ̂2) · [k′ × δ(r)k]

+
1

2
te

{[
3(σ̂1 · k′)(σ̂2 · k′)− (σ̂1 · σ̂2)k

′2
]
δ(r) + δ(r)

[
3(σ̂1 · k)(σ̂2 · k)− (σ̂1 · σ̂2)k2

]}
+

1

2
to

{[
3(σ̂1 · k′)δ(r)(σ̂2 · k)− (σ̂1 · σ̂2)k

′
δ(r)k

]
+ [3(σ̂1 · k)δ(r)(σ̂2 · k′)− (σ̂1 · σ̂2)kδ(r)k′]

}
,

(B.1)

where we used r ≡ r1 − r2 and R = 1
2 (r1 + r2) for the relative and center of

mass coordinates, respectively. We also defined P̂σ the spin exchange operator,
while k = − i

2 (∇1 − ∇2) is the relative momentum acting on the right and k′

its complex conjugate acting on the left. Finally ρ0(R) is the scalar-isoscalar
density of the system.
We can thus express the coupling constants in terms of Skyrme parameters

Cρ0 =
3

8
t0 +

3

48
t3ρ

γ
0(r) ,

Cρ1 = −1

4
t0

(
1

2
+ x0

)
− 1

24
t3

(
1

2
+ x3

)
ργ0(r) ,

C∆ρ
0 = − 9

64
t1 +

1

16
t2

(
5

4
+ x2

)
,

C∆ρ
1 =

3

32
t1

(
1

2
+ x1

)
+

1

32
t2

(
1

2
+ x2

)
,

Cτ0 =
3

16
t1 +

1

4
t2

(
5

4
+ x2

)
,

Cτ1 = −1

8
t1

(
1

2
+ x1

)
+

1

8
t2

(
1

2
+ x2

)
,
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Cs0 = −1

4
t0

(
1

2
− x0

)
− 1

24
t3

(
1

2
− x3

)
ργ0(r) ,

Cs1 = −1

8
t0 −

1

48
t3ρ

γ
0(r) ,

C∆s
0 =

3

32
t1

(
1

2
− x1

)
+

1

32
t2

(
1

2
+ x2

)
+

3

32
(te − to) ,

C∆s
1 =

3

64
t1 +

1

64
t2 −

1

32
(3te + to) ,

CT0 = −1

8
t1

(
1

2
− x1

)
+

1

8
t2

(
1

2
+ x2

)
− 1

8
(te + 3to) ,

CT1 = − 1

16
t1 +

1

16
t2 +

1

8
(te − to) ,

CF0 =
3

8
(te + 3to) ,

CF1 = −3

8
(te − to) ,

C∇s0 =
9

32
(te − to) ,

C∇s1 = − 3

32
(3te + to) ,

C∇J0 = −3

4
W0 ,

C∇J1 = −1

4
W0 .

It is also useful to introduce a slightly different notation when we deal with
density dependent coupling constants

Cρt [ρ] = Cρ,0t + Cρ,γt ργ , (B.2)

Cst [ρ] = Cs,0t + Cs,γt ργ , (B.3)

with t = 0, 1. Here we give the coupling constant for the extra terms of the
Brussels-Montreal [172, 129] interactions given in Eq.92.
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C∆ρ,β1

0 ρβ1 = −3t1b
32

ρβ1 , (B.4)

C∆ρ,β1

1 ρβ1 =
t1b
16

(
1

2
+ x1b

)
ρβ1 , (B.5)

Cτ,β1

0 ρβ1 + Cτ,β2

0 ρβ2 = 3
t1b
16
ρβ1 +

t2b
4
ρβ2

[
5

4
+ x2b

]
, (B.6)

Cτ,β1

1 ρβ1 + Cτ,β2

1 ρβ2 = − t1b
8

(
1

2
+ x1b

)
ρβ1 +

t2b
8
ρβ2

[
1

2
+ x2b

]
,(B.7)

C∇ρ,β1

0 ρβ1 + C∇ρ,β2

0 ρβ2 = 3
t1b
64
ρβ1 − t2b

16
ρβ2

[
5

4
+ x2b

]
, (B.8)

C∇ρ,β1

1 ρβ1 + C∇ρ,β2

1 ρβ2 = − t1b
32

(
1

2
+ x1b

)
ρβ1 − t2b

32
ρβ2

[
1

2
+ x2b

]
.(B.9)

Here we give the explicit relation between coupling constants and Skyrme
terms in the case of extended density dependence as given in ref. [65]

Csρ0 =
1

16
ts3 , (B.10)

Csρ1 = − 1

48
tst3 (2xst3 + 1) , (B.11)

Css0 =
1

48
ts3(2xs3 − 1) , (B.12)

Css1 = − 1

48
tst3 , (B.13)

Csρ10 =
1

16
tst3 , (B.14)

Csρ01 = − 1

48
ts3 , (B.15)

Css10 + Css01 = − 1

24
tst3 x

st
3 . (B.16)

Appendix C. β functions

As already discussed in the text, the non-interacting ground state can de-
scribe via a ph propagator of the form

G
(ττ ′)
HF (k,q, ω, T ) =

nτ (k)− nτ ′(k + q)

ω − [ετ ′(k + q)− ετ (k)] + iη
, (C.1)

where τ(τ ′) are used to identify the hole (particle). In our paper, they specify
the isospin: they can be equal (i.e. τ = τ ′ = n(p)) as in the case of SNM, PNM
or ANM with no charge-exchange processes or different (i.e. τ = n(p), τ ′ = p(n))
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when charge-exchange processes are involved. They can also represent spin in-
dex (i.e. τ, τ ′ = ±) if one considers polarized neutron matter by instance. For-
mula derived in this appendix are therefore general and can be useful for totally
different systems. In the above equation, nτ (k) is the usual Fermi distribution

nτ (k) =
[
1 + e(ετ (k)−µτ )/T

]−1

, (C.2)

which reduces to the step function θ(kτF − k) at zero temperature. All the
notations are standard: T stands for the temperature and kτF (µτ ) for the
Fermi momentum (chemical potential) of species τ . Moreover, the single particle
energy ετ (k) is given by

ετ (k) =
k2

2mτ
+ Uτ , (C.3)

with mτ the effective mass and Uτ the central potential obtained with the
Skyrme functional.

As explained in the main text, the resolution of Bethe-Salpeter equations
provides, as intermediate steps, expectation values of the type

〈|k|aY10(k̂)b|Y11(k̂)|2cG(τ,τ ′)
HF (k, q, ω, T )〉 ≡

∫
d3k

(2π)3
|k|aY10(k̂)b|Y11(k̂)|2cG(τ,τ ′)

HF (k, q, ω, T ) .

(C.4)

Such integrals can actually be re-expressed in terms of the β
(τ,τ ′)
i functions,

defined later on. The cases encountered in our calculations are written as

〈|k|aY10(k̂)b|Y11(k̂)|2cG(τ,τ ′)
HF (k, q, ω, T )〉 ≡ qa

(
3

4π

)b/2(
3

8π

)c 8∑
i=0

xi β
(τ,τ ′)
i ,

(C.5)
with the coefficients xi listed in Table C.1.
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(a,b,c) x0 x1 x2 x3 x4 x5 x6 x7 x8

(0,0,0) 1 0 0 0 0 0 0 0 0
(1,1,0) 0 1 0 0 0 0 0 0 0
(2,0,0) 0 0 1 0 0 0 0 0 0
(2,2,0) 0 0 0 1 0 0 0 0 0
(3,1,0) 0 0 0 0 1 0 0 0 0
(4,0,0) 0 0 0 0 0 1 0 0 0
(3,3,0) 0 0 0 0 0 0 1 0 0
(4,4,0) 0 0 0 0 0 0 0 1 0
(4,2,0) 0 0 0 0 0 0 0 0 1
(2,0,1) 0 0 1 -1 0 0 0 0 0
(3,1,1) 0 0 0 1 0 -1 0 0 0
(4,0,1) 0 0 0 0 0 1 0 0 -1
(4,2,1) 0 0 0 0 0 0 0 -1 1
(4,0,2) 0 0 0 0 0 1 0 1 -2

Table C.1: Coefficients a, b, c for HF averages entering Eq. (C.5).

The β
(τ,τ ′)
i functions are the following integrals

β
(τ,τ ′)
i (q, ω, T ) =

∫
d3k

(2π)3
G

(τ,τ ′)
HF (k,q, ω, T )Fi(k,q) , (C.6)

where

Fi=0,8(k,q) ≡ 1,
k · q
q2

,
k2

q2
,

[
k · q
q2

]2

,
(k · q)k2

q4
,
k4

q4
,

[
k · q
q2

]3

,

[
k · q
q2

]4

,
(k · q)2k2

q6
.

It is thus interesting to provide some analytic formula, when possible, for these
integrals. A thorough examination actually shows that Eq. C.6 cannot be solved
completely analytically when we work in the general case of asymmetric matter
(or polarized neutron matter) at finite temperature. However, as already shown
[31, 57, 58], in the limit case of zero temperature and for the two extreme cases
of symmetric nuclear matter and pure neutron matter, analytic expressions can
be obtained. This will be discussed at the end of this appendix. In the following
we show how to deal with the general case.

Since in Eq. C.1, the limit η → 0+ is as usual implicit, the imaginary part
can be immediately written as

Im
[
β

(τ,τ ′)
i (q, ω, T )

]
= −π

∫ ∞
0

k2dk

(2π)2

∫ 1

−1

dx Fi(k,q) [nτ (k)− nτ ′(k + q)] δ (ω − ετ ′(q + k) + ετ (k)) ,

(C.7)

where x = q̂ · k̂.
By inspecting the argument of the Dirac distribution, we note an angular

dependence. It induces a constraint on the possible range for the momentum so
that the integral is not zero. The following limits come out naturally
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ετ1,2 =
q2mτ

2(δm)2

1±

√
1−

2kτ
′
− δm

qmτ

2

, (C.8)

ετ
′

1,2 =
q2mτ ′

2(δm)2

1±

√
1−

2(kτ− + q)δm

qmτ

2

, (C.9)

where δm = mτ ′ − mτ , kτ− = mτ ω̃
q − q

2 and ω̃ = ω − (Uτ ′ − Uτ ). The above
limits are defined only if

1−
2kτ

′

− δm

qmτ
> 0 , (C.10)

1−
2(kτ− + q)δm

qmτ ′
> 0. (C.11)

When these inequalities are not satisfied, imaginary parts given in Eq. C.12
are zero. With these notations, it is straightforward to put the result under the
following form

Im
[
β

(τ,τ ′)
i (q, ω, T )

]
= −m

∗
τm
∗
τ ′

4πq

[∫ max(ετ1 ,ε
τ
2 )

min(ετ1 ,ε
τ
2 )

nτ (ε) F τi dε−
∫ max(ετ

′
1 ,ετ

′
2 )

min(ετ
′

1 ,ετ
′

2 )

nτ ′(ε) F
τ ′

i dε

]
,

(C.12)
where functions F τi , F τ

′

i are summarized in Table C.2.

0 1 2 3 4 5 6 7 8

F τi 1 Kτ ′ 2mτ

q2
ε

[
Kτ ′

]2 2mτ

q2
εKτ ′

[
2mτ

q2
ε

]2 [
Kτ ′

]3 [
Kτ ′

]4 2mτ

q2
ε
[
Kτ ′

]2

F τ
′

i 1 Kτ 2mτ

q2
(ε− ω̃) [Kτ ]

2 2mτ

q2
(ε− ω̃)Kτ

[
2mτ

q2
(ε− ω̃)

]2

[Kτ ]
3

[Kτ ]
4 2mτ

q2
(ε− ω̃) [Kτ ]

2

Table C.2: Functions entering the imaginary part of β
(τ,τ ′)
i=0,..,8, with Kτ ≡

kτ−q + δm ε

q2
.

Real parts can be then obtained though the dispersion relation

Re
[
β

(τ,τ ′)
i (q, ω, T )

]
= − 1

π

∫ +∞

−∞
dω′

Im
[
β

(τ,τ ′)
i (q, ω′, T )

]
ω − ω′

. (C.13)
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Some typical curves obtained when (τ, τ ′) = (p, n) are displayed on figures C.1–
C.3 and will be discussed at the end of this appendix.

A very useful limit is τ = τ ′. In this case, δm = 0 (thus mτ = mτ ′ ≡ m∗)
and ω̃ = ω so that

lim
δm→0

ε1
τ = +∞ , (C.14)

lim
δm→0

ε2
τ =

1

2m∗

[
m∗ω

q
− q

2

]2

≡ ετ− , (C.15)

lim
δm→0

ε1
τ ′ = +∞ , (C.16)

lim
δm→0

ε2
τ ′ =

1

2m∗

[
m∗ω

q
+
q

2

]2

≡ ετ+ . (C.17)

The imaginary parts are highly simplified in that case. With the notation

β
(τ,τ)
i ≡ β(τ)

i , we give the detailed expressions

Im(β
(τ)
0 (q, ω, T )) =

(m∗)2

4πq
T ln

1 + exp−
ετ+−µτ
T

1 + exp−
ετ−−µτ
T

 , (C.18)

Im(β
(τ)
1 (q, ω, T )) =

(
kτ−
q

)
Im(β

(τ)
0 (q, ω, T )) , (C.19)

Im(β
(τ)
2 (q, ω, T )) =

(m∗)3

2πq3
T

ετ− ln

1 + exp−
ετ+−µτ
T

1 + exp−
ετ−−µτ
T

− ∫ ετ+

ετ−

dε ln
(

1 + exp−
ε−µτ
T

) ,(C.20)

Im(β
(τ)
3 (q, ω, T )) =

[
kτ−
q

]2

Im(β
(τ)
0 (q, ω, T )) , (C.21)

Im(β
(τ)
4 (q, ω, T )) =

kτ−
q

Im(β
(τ)
2 (q, ω, T )) , (C.22)

Im(β
(τ)
5 (q, ω, T )) = − (m∗)4

πq5
T

−(ετ−)2 ln

1 + exp−
ετ+−µτ
T

1 + exp−
ετ−−µτ
T


+2

∫ ∞
ετ+

dε (ω + ε) ln(1 + exp−
ε−µτ
T )

}
, (C.23)

Im(β
(τ)
6 (q, ω, T )) =

(
kτ−
q

)3

Im(β
(τ)
0 (q, ω, T )) , (C.24)

Im(β
(τ)
7 (q, ω, T )) =

(
kτ−
q

)4

Im(β
(τ)
0 (q, ω, T )) , (C.25)

Im(β
(τ)
8 (q, ω, T )) =

(
kτ−
q

)2

Im(β
(τ)
2 (q, ω, T )) . (C.26)

Finally, one has often to deal with energy-weighted sum rules. As already
mentioned in the main text, some of these sum rules can be determined with
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an explicit calculation of a double commutator averaged on the ground state.

In that context, expressions for β
(τ,τ ′)
i for zero temperature are mandatory. In

this particular limit, we can perform analytic calculations for both real and
imaginary parts. In the general case where τ 6= τ ′, imaginary parts can be cast
into the following form

Imβ
(τ,τ ′)
i = − 1

8πqBτ
Gi(k)

∣∣∣∣Inf
[
kτ
′
F ,

qBτ+
√

∆
|A|

]
∣∣∣ qBτ−√∆

A

∣∣∣ θ

(
Inf

(
kτ
′

F ,
qBτ +

√
∆

|A|

)
−

∣∣∣∣∣qBτ −
√

∆

A

∣∣∣∣∣
)

+
1

8πqBτ ′
G̃i(k)

∣∣∣∣Inf
[
kτF ,

qB
τ′+
√

∆

|A|

]
∣∣∣∣ qBτ′−√∆

A

∣∣∣∣ θ

(
Inf

(
kτF ,

qBτ ′ +
√

∆

|A|

)
−

∣∣∣∣∣qBτ ′ −
√

∆

A

∣∣∣∣∣
)
,

with Bτ = 1/(2mτ ), A = Bτ ′ −Bτ , Cτ = ω̃−Bτq2, Cτ ′ = ω̃+Bτ ′q
2 and ∆τ =

(Bτ )2q2 − ACτ . Notice that: ∆τ ′ = ∆τ ≡ ∆ = BτBτ ′
(
q2 − 2(mτ −mτ ′)ω̃

)
.

Functions Gi and G̃i are listed in Table C.3.
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Gi G̃i

0 k2

2
k2

2

1 Ak4+2k2Cτ
8q2Bτ

k2(Ak2−4q2Bτ′+2Cτ′)
8q2Bτ′

2 k4

4q2

k2(−Ak2+Bτ′(k2+2q2)−2Cτ′)
4q2Bτ′

3
A2k6+3Ak4Cτ+3k2C2

τ

24q4B2
τ

A2k6+3Ak4(Cτ′−2q2Bτ′)+3k2(Cτ′−2q2Bτ′)2

24q4B2
τ′

4 2Ak6+3k4Cτ
24q4Bτ

−k
2(2A2k4−Bτ′(Ak2(2k2+9q2)+3Cτ′(k2+6q2))+6Cτ′(Ak2+Cτ′)+6q2B2

τ′(k
2+2q2))

24q4B2
τ′

5 k6

6q4

k2(3k2(Bτ′−A)(q2Bτ′−Cτ′)+k4(A−Bτ′ )
2+3(Cτ′−q2Bτ′)2)

6q4B2
τ′

6
(Ak2+Cτ)4−C4

τ

64Aq6B3
τ

(Ak2−2q2Bτ′+Cτ′)4−(Cτ′−2q2Bτ′)4

64Aq6B3
τ′

7
(Ak2+Cτ)5−C5

τ

160Aq8B4
τ

k2(A4k8−5(2q2Bτ′−Cτ′)(Ak2−2q2Bτ′+Cτ′)(A2k4−(2q2Bτ′−Cτ′)(Ak2−2q2Bτ′+Cτ′)))
160q8B4

τ′

8
3A2k8+8Ak6Cτ+6k4C2

τ

96q6B2
τ

− 3A2k8(A−Bτ′ )+4Ak6(Cτ′ (3A−2Bτ′ )+q
2Bτ′ (4Bτ′−5A))

96q6B3
τ′

+
6k4(2q2Bτ′−Cτ′)(Cτ′ (Bτ′−3A)−2q2Bτ′ (Bτ′−2A))−12k2(q2Bτ′−Cτ′)(Cτ′−2q2Bτ′)2

96q6B3
τ′

Table C.3: Functions entering the imaginary part of β
(τ,τ ′)
i=0,..,8 at zero temperature.

When there is no asymmetry, we have checked that usual expressions (given
by instance in [31, 57]) are recovered. By instance

Imβ
(τ,τ ′)
0

∣∣∣∣
τ=τ ′

= −mτ (kτF )2

8πq

{
θ[1− (ντ − kτ )2]

[
1− (ντ − kτ )2

]
− θ[1− (ντ + kτ )2]

[
1− (ντ + kτ )2

]}
,
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with the adimensional variables kτ = q
2kτF

and ντ = mτω
qkτF

.

For completeness we also give here the general structure of real parts

Reβ
(τ,τ ′)
i = α

(1)
i + α

(2)
i + β

(1)
i Θ(−∆)

[
arctan

(
Akτ

′

F −Bτq√
−∆

)
+ arctan

(
Akτ

′

F +Bτq√
−∆

)]

+β
(2)
i Θ(−∆)

[
arctan

(
AkτF −Bτ ′q√

−∆

)
+ arctan

(
AkτF +Bτ ′q√

−∆

)]
+γ

(1)
i Θ(∆) log

∣∣∣∣∣ (
√

∆−Akτ ′F )2 − q2Bτ )2

(
√

∆ +Akτ
′
F )2 − q2B2

τ ))

∣∣∣∣∣+ γ
(2)
i Θ(∆) log

∣∣∣∣∣ (
√

∆−AkτF )2 − q2Bτ ′)
2

(
√

∆ +AkτF )2 − q2B2
τ ′))

∣∣∣∣∣
+δ

(1)
i log

∣∣∣∣∣A(kτ
′

F )2 + 2Bτk
τ ′

F q + Cτ
Ak2

F (n)− 2Bτkτ
′
F q + Cτ

∣∣∣∣∣+ δ
(2)
i log

∣∣∣∣A(kτF )2 + 2Bτ ′k
τ
F q + Cτ ′

Ak2
F (p)− 2Bτ ′kτF q + Cτ ′

∣∣∣∣ .
(C.27)

The i = 0 case reads

α
(1)
0 =

kτ
′
F

4π2A , β
(1)
0 = −

√
−∆

4π2A2 , γ
(1)
0 =

√
∆

8π2A2 , δ
(1)
0 =

2q2B2
τ−A

(
A(kτ

′
F )2+Cτ

)
16π2A2qBτ

,

α
(2)
0 = − kτF

4π2A , β
(2)
0 = −

√
−∆

4π2A2 , γ
(2)
0 =

√
∆

8π2A2 , δ
(2)
0 =

A(A(kτF )2+Cτ′)−2q2B2
τ′

16π2A2qBτ′
.

For i 6= 0, expressions are rather cumbersome and are not written here.
The limit τ = τ ′ is simpler. In this case, one can advantage of the analytic

properties of generalized Lindhardt functions (see [31] for notations)

Πτ
2i(q, ω) =

∫
d4p

(2π)4
G

(τ)
HF (p,q, ω)

1

2

[(
p2

(kτF )2

)i
+

(
(p + q)2

(kτF )2

)i]
. (C.28)

These functions are tabulated for i = 0, 1, 2 in [31]. It is then a simple task to

express β
(τ)
i as [57]
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β
(τ)
0 = Πτ

0 , (C.29)

2kτ β
(τ)
1 = (ντ − kτ )Πτ

0 , (C.30)

4k2
τ β

(τ)
2 = Πτ

2 − 2kτντΠτ
0 , (C.31)

4k2
τ β

(τ)
3 = (ντ − kτ )2Πτ

0 −
mτk

τ
F

6π2
, (C.32)

8k3
τ β

(τ)
4 = 2kτντ (kτ − ντ )Πτ

0 + (ντ − kτ )Πτ
2 +

mτk
τ
F

3π2
kτ , (C.33)

16k4
τ β

(τ)
5 = Πτ

4 − 4kτντΠτ
2 , (C.34)

8k3
τ β

(τ)
6 = (ντ − kτ )3Πτ

0 + (3kτ − ντ )
mτk

τ
F

6π2
, (C.35)

16k4
τ β

(τ)
7 = (ντ − kτ )4Πτ

0 −
mτk

τ
F

2π2

[
k2
τ +

1

5
+

1

3
(2kτ − ντ )2

]
, (C.36)

16k4
τ β

(τ)
8 = (ντ − kτ )2Πτ

2 − 2kτντ (ντ − kτ )2Πτ
0 −

mτk
τ
F

6π2
[1 + 2kτ (3kτ − ντ )] .(C.37)

Since β
(τ,τ ′)
i are the basic ingredients of response functions, we now come

to a rapid description and discussion on the influence on several parameters as
temperature, transfer momentum and asymmetry. On figures C.1 are displayed

respectively the imaginary part and the real part of β
(τ)
i=0,..,8 for different tem-

peratures (T = 0, 0.25 and 0.5εF ) for q = kF and ρ = 0.16 fm−3. We clearly
see that the deviation from the zero-temperature limit is small even for tem-
peratures of order of the evaporation energy. The only effect is, as expected,
a relative widening. This implies of course that the effect of temperature on
response functions is expected to be moderate.

On the contrary, the effect of the transfer momentum is important as shown
in C.2: both the shape and the amplitude are modified significantly. The de-
tailed structure appear to be largely affected becoming smoother and smoother
with increasing transfer momentum. This evolution has of course some con-
sequences on response functions themselves and the general features described
here will be also observed in different situations.

Finally, we illustrate the effect of asymmetry for typical values of the trans-
ferred momentum (q = kF ) and density (ρ = 0.16 fm−3) at zero temperature
on figures C.3. Here again the effect is sizable, leading to a two-peak structure
that evolves for increasing value of Y . An interesting point is that the evolution
is continuous: all the curves go from SNM case to PNM case when we vary Y .
This is of course reasonable, but at the same time, it explains partially why
asymmetric matter can be understood, from the response functions or critical
densities point of view, as an intermediate state between SNM and PNM.
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Figure C.1: (Color online) Imaginary and real parts of functions β
(τ)
i=0,..,8 (from left to right

and top to bottom) for SLy5 interaction, calculated at ρ = 0.16 fm−3 and q = kF , for
temperatures T = 0, 0.25 and 0.5εF (full, long-dashed and dashed lines respectively).
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Figure C.2: (Color online) Imaginary and real parts of functions β
(τ)
i=0,..,8 (from left to right and

top to bottom) for SLy5 interaction, calculated at ρ = 0.16 fm−3 and T = 0, for transferred
momenta q = 0.5, 1 and 1.5kF (full, long-dashed and dashed lines respectively).
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Figure C.3: (Color online) Imaginary and real parts of functions β
(n,p)
i=0,..,8 (from left to right

and top to bottom) for SLy5 interaction, calculated at ρ = 0.16 fm−3, T = 0, q = kF for
asymmetries Y = 0.1, 0.5 and 1 (full, long-dashed and dashed lines respectively) .

100



Appendix D. Landau parameters

In this Appendix are given the Landau parameters for the effective finite-
range interactions of Nakada [44], and Gogny [101], currently used in mean-field
calculations. One has to write the ph interaction in momentum space, set the
transferred momentum q = 0, put the hole momenta k1,2 on the Fermi surface,

project on Legendre polynomials P`(k̂1 ·k̂2), and identify the Landau parameters
by comparing to Eq. (72). We only give the final expressions.

For completeness, we give in Table D.1 the Landau parameters deduced from
the standard Skyrme interaction. The contribution of the density-dependent
term is the same for all these three interactions, apart from a factor of six in
the definition of Nakada and Gogny interactions.

(α) f
(α)
0 + f

(α)
1 f

(α)
1 h

(α)
0

(0,0) 3
4 t0 + 1

16 (γ + 1)(γ + 2)t3ρ
γ − 1

8k
2
F (3t1 + (5 + 4x2)t2) –

(1,0) − 1
4 (1− 2x0)t0 − 1

24 (1− 2x3)t3ρ
γ − 1

8k
2
F (−(1− 2x1)t1 + (1 + 2x2)t2) 1

8k
2
F (te + 3to)

(0,1) − 1
4 (1 + 2x0)t0 − 1

24 (1 + 2x3)t3ρ
γ − 1

8k
2
F (−(1 + 2x1)t1 + (1 + 2x2)t2) –

(1,1) − 1
4 t0 −

1
24 t3ρ

γ − 1
8k

2
F (−t1 + t2) 1

8k
2
F (−te + to)

(0,n) 1
2 (1− x0)t0 + 1

24 (γ + 1)(γ + 2)(1− x3)t3ρ
γ − 1

4k
2
F ((1− x1)t1 + 3(1 + x2)t2) –

(1,n) 1
2 (−1 + x0)t0 + 1

12 (−1 + x3)t3ρ
γ − 1

4k
2
F (−(1− x1)t1 + (+x2)t2) 1

2k
2
F to

Table D.1: Landau parameters for the standard Skyrme interaction

The two-body Nakada interaction contains central, density-dependent, ten-
sor and spin-orbit parts. As the latter one does not contribute to Landau
parameters, one has to consider only the following contributions

V
(C)
12 =

∑
n

[
t(SE)
n PSE + t(TE)

n PTE + t(SO)
n PSO + t(TO)

n PTO

]
f (C)
n (r12) ,(D.1)

V
(TN)
12 =

∑
n

[
t(TNE)
n PTE + t(TNO)

n PTO

]
f (TN)
n (r12) r2

12ST (r̂12) , (D.2)

V
(DD)
12 = t(DD)

(
1 + x(DD)Pσ

)
ργδ(r12) . (D.3)

The interaction is written in terms of spin singlet/triplet and space even/odd
projectors, and the tensor operator is

ST (r̂12) = 3(~σ1 · r̂12)(~σ2 · r̂12)− (~σ1 · ~σ2) . (D.4)

For the sake of simplicity, in the following we omit indices n in the central and
tensor contributions. A sum over n is to be understood in the final expressions.

The Landau parameters can be written as

f
(α)
` = δ(`, 0)D(α)FC(0) + E

(α)
C JC` + δ(`, 0)R(α) , (D.5)

h
(α)
` = E

(α)
T JT` . (D.6)
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We have defined the following functions

FC(q) = 4π

∫
dr r2j0(qr)fC(r) , (D.7)

FT (q) = 4π

∫
dr r4j2(qr)fTN (r) , (D.8)

JC` =
2`+ 1

2

∫ 1

−1

dxP`(x)FC

(√
2k2
F (1− x)

)
, (D.9)

JT` =
2`+ 1

2

∫ 1

−1

dxP`(x)
1

2(1− x)
FT

(√
2k2
F (1− x)

)
. (D.10)

The coefficients D and E comes from the direct and exchange contribu-
tions to the ph interaction, respectively. Notice that the tensor parameters
results only from the exchange contribution. These coefficients are given in Ta-
ble D.2 in terms of the interaction parameters. The coefficient R comes from
the density-dependent contribution, and it is immediately deduced from Table
D.1, by replacing t3 → 6tDD, x3 → xDD.

(α) D(α) E
(α)
C E

(α)
T

(0,0) 3t(SE) + 3t(TE) + t(SO) + 9t(TO) 3t(SE) + 3t(TE) − t(SO) − 9t(TO) -
(1,0) −3t(SE) + t(TE) − t(SO) + 3t(TO) −3t(SE) + t(TE) + t(SO) − 3t(TO) − 1

4 t
TNE + 3

4 t
TNO

(0,1) t(SE) − 3t(TE) − t(SO) + 3t(TO) t(SE) − 3t(TE) + t(SO) − 3t(TO) -
(1,1) −t(SE) − t(TE) + t(SO) + t(TO) −t(SE) − t(TE) − t(SO) − t(TO) 1

4 t
TNE + 1

4 t
TNO

(0,n) 1
4 t

(SE) + 3
4 t

(TO) 1
4 t

(SE) − 3
4 t

(TO) -
(1,n) − 1

4 t
(SE) + 1

4 t
(TO) − 1

4 t
(SE) − 1

4 t
(TO) tTNO

Table D.2: Combinations D(α) and E
(α)
C,T for Nakada interaction.

Both radial parts are taken as Yukawa functions e−rµ/(rµ), and then

FC(q) =
4π

µ

1

µ2 + q2
,

FT (q) =
32π

µ

q2

(µ2 + q2)
3 .
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We give the first multipoles JC` and JT`

JC0 =
π

µ3z2
ln(1 + 4z2) , (D.11)

JC1 =
3π

2µ3z4

{
−4z2 + (1 + 2z2) ln(1 + 4z2)

}
, (D.12)

JC2 =
5π

8µ3z6

{
−12z2(1 + 2z2) + (3 + 12z2 + 8z4) ln(1 + 4z2)

}
,(D.13)

JT0 =
64π

µ5

z2

(1 + 4z2)2
, (D.14)

JT1 =
12π

µ5z4

{
4z2 1 + 6z2 + 4z4

(1 + 4z2)2
− ln(1 + 4z2)

}
, (D.15)

with z = kF /µ.
We turn now to the standard Gogny interaction, whose central and density-

dependent terms are written as

V
(C)
12 =

∑
n

{Wn +BnP
σ
12 −HnP

τ
12 −MnP

στ
12 } fCn (r12) , (D.16)

V
(DD)
12 = t3 (1 + x3Pσ) ργδ(r12) . (D.17)

We add a tensor contribution as in [210]

V TN12 = {VT1 + VT2Pτ}VT (r12)ST (r̂12) . (D.18)

The coefficients D and E are given in Table D.3. The coefficient R comes
from the density-dependent contribution, and it is immediately deduced from
Table D.1, by simply multiplying t3 by a factor of 6.

(α) D(α) E
(α)
C E

(α)
T

(0,0) W + 1
2B −

1
2H −

1
4M − 1

4W −
1
2B + 1

2H +M -
(1,0) 1

2B −
1
4M − 1

4W + 1
2H

1
2VT1 + VT2

(0,1) − 1
2H −

1
4M − 1

4W −
1
2B -

(1,1) − 1
4M − 1

4W
1
2VT1

(0,n) W + 1
2B −H −

1
2M − 1

2W −B + 1
2H +M -

(1,n) 1
2B −

1
2M − 1

2W + 1
2H VT1 + VT2

Table D.3: Combinations D(α) and E
(α)
C,T for Gogny interaction. Indices n are omitted for

simplicity.

Both central and tensor radial parts are taken as Gaussian functions e−r
2/µ2

.
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The contribution of the central parts is straightforward, with the results

FC(q) = π
√
πµ3e−

1
4 q

2µ2

,

JC0 =
π
√
πµ3

z2

[
1− e−z

2
]
, (D.19)

JC1 =
3π
√
πµ3

z2

[(
1− 2

z2

)
+

(
1 +

2

z2

)
e−z

2

]
, (D.20)

JC2 =
5π
√
πµ3

z2

[(
1− 6

z2
+

12

z4

)
−
(

1 +
6

z2
+

12

z4

)
e−z

2

]
. (D.21)

The tensor part is a little bit more complicated as compared to that of Nakada.
It is no longer possible to give compact analytical expressions, because due
to the Gaussian radial functions the final expressions involve integrals of error
functions, which are best to calculate numerically. We give now some hints for
the calculation. First of all, notice that due to the r2 factor missing in the
definition (D.18) as compared to (D.2), the function FT (q) is properly defined
as

FT (q) = 4π

∫
dr r2j2(qr)fTN (r) . (D.22)

The tensor part of the ph interaction is{
E

(α)
T

k2
F

k2
12

FT(k12)

}
ki=kF

k2
12

k2
F

ST (k̂12) . (D.23)

The expansion in Legendre polynomials of the factor in curved brackets provides
us with the Landau tensor parameters. The function JT` entering (D.6) is

JT` = (2`+ 1)

∫ 1

−1

dxP`(x)
2π

1− x

∫ ∞
0

dr r2j2(r
√

2k2
F (1− x))FTN (r) . (D.24)

For the tensor interaction introduced in [46], based on a regularized Argonne
potential, the Landau parameters are obtained by numerically calculating this
double integral. In the case of a Gaussian form for the function f (TN), the
integral can be written as

JT` = (2`+ 1)πµ3

∫ 1

−1

dx
P`(x)

1− x

∫ ∞
0

dy y2j2(y
√

2z(1− x))e−y
2

, (D.25)

with z = kFµ.

References

[1] Hagen, G., Papenbrock, T., Dean, D. J., and Hjorth-Jensen, M., Phys.
Rev. C 82 (2010) 034330.

[2] Holt, J. D., Otsuka, T., Schwenk, A., and Suzuki, T., Journal of Physics
G: Nuclear and Particle Physics 39 (2012) 085111.

104



[3] Wienholtz, F. et al., Nature 498 (2013) 346.

[4] Soma, V., Barbieri, C., and Duguet, T., Physical Review C 87 (2013)
011303.

[5] Hjorth-Jensen, M., Kuo, T. T., and Osnes, E., Physics Reports 261 (1995)
125.

[6] Brown, B. and Wildenthal, B., Annual Review of Nuclear and Particle
Science 38 (1988) 29.

[7] Caurier, E., Martinez-Pinedo, G., Nowacki, F., Poves, A., and Zuker, A.,
Reviews of Modern Physics 77 (2005) 427.

[8] Bender, M., Heenen, P.-H., and Reinhard, P.-G., Rev. Mod. Phys. 75
(2003) 121.

[9] Vautherin, D. and Brink, D. M., Phys. Rev. C 5 (1972) 626.

[10] Akmal, A., Pandharipande, V., and Ravenhall, D., Physical Review C 58
(1998) 1804.

[11] Zhou, X., Burgio, G., Lombardo, U., Schulze, H.-J., and Zuo, W., Physical
Review C 69 (2004) 018801.

[12] Hebeler, K. and Schwenk, A., Phys. Rev. C 82 (2010) 014314.

[13] Bally, B., Ph.D thesis, University of Bordeaux I (2014).

[14] Gall, B., Bonche, P., Dobaczewski, J., Flocard, H., and Heenen, P.-H.,
Zeitschrift für Physik A Hadrons and Nuclei 348 (1994) 183.

[15] Shi, Y. et al., Phys. Rev. Lett. 108 (2012) 092501.

[16] Rutz, K. et al., Phys. Rev. C 56 (1997) 238.

[17] Typel, S. and Brown, B. A., Phys. Rev. C 67 (2003) 034313.
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