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Abstract 

Distributions of event shape variables obtained from 120600 hadronic Z decays 
measured with the DELPHI detector are compared to the predictions of QCD 
based event generators. Values of the strong coupling constant a, are derived 
as a function of the renormalization scale from a quantitative analysis of eight 
hadronic distributions. The final result, a,(Mz) = 0.113 ± 0.007, is based 
on second order perturbation theory and uses two hadronization corrections, 
one computed with a parton shower model and the other with a QCD matrix 
element model. 
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1 Introduction 
Precise tests oí perturbative quantum chromodynamics are made possible by analyzing 

the large samples oí hadronic Z decays collected at LEP. Measurements of the strong 
coupling constant a,(Mz) have been published by the Íour LEP collaborations ALEPH 
[l], DELPHI [2], 13 [3]and OPAL [4]. In most oí these papers the a, determination was 
based either on the measurement oí multijet production rates or on the measurement oí 
energy-energy correlations and their asymmetries. 

The present paper contains a coherent analysis oí the distributions oí eight different 
hadronic observables. Correlations among the °'• values obtained from the different ob­
servables are taken into account to derive consistent values oí the coupling constant a, 
from an original sample of 120600 hadronic events collected in 1990 with the DELPHI 
detector. 

The analysis relies on the numerical calculations oí the expansion coefficients oí the 
observables up to order a; as períormed, for instance, by Kunszt and Nason [5]. The 
íact that the expansion coefficients are limited to second order introduces the well known 
unphysical dependence oí the resulting value oí the coupling a, on the renormalization 
scale. An averaging procedure was introduced to obtain the central value oí a,(M,) 
and its "scale error". For each scale µ. the eight values oí the coupling constant were 
averaged by taking into account the correlations between the a, values from the different 
observables, and then the average over µ. was períormed. 

Particular attention was paid to the estímate oí both the experimental error and the 
error due to the non-perturbative corrections applied to derive "parton" distributions 
írom the measured hadron distributions. To this end, these hadronization corrections 
were made using two different approaches: parton shower modela and matrix element 
models. The consistency oí the results on a,(M,), which are eventually averaged, is an 
important new outcome of the present analysis. 

In Section 2 the relevant parts oí the DELPHI detector are briefly described. Section 
3 presenta the criteria for event selection and analysis. In Section 4 the eight measured 
hadronic distributions are compared with the expectations of five different íragmenta­
tion models. The two methods used to apply hadronic corrections and to derive parton 
distributions are presented in Section 5. The results and their errors are presented and 
combined in Section 6. Independent but less precise measurements oí a,(Mz) obtained 
from the hadronic and leptonic width oí the Z-boson are discussed in Section 7. The final 
resulta are summarized in the last Section. 

2 The DELPHI Detector 
A detailed description oí the DELPHI detector can be found in reíerence [6]. The 

components relevant for this analysis, namely the tracking system and the electromagnetic 
calorimeters, will be briefly discussed. 

The main tracking system is a 2. 7m long time projection chamber (TPC) írom 30cm 
to 122cm in radius. Tracks oí charged particles are measured in the TPC with a resolu­
tion of "' 250µ.m in the rtf¡ projection and 0.9mm along the beam direction. The Inner 
Detector (ID) is a cylindrical wire jet chamber starting at a radius r = 12crn surrounded 
by a 5 !ayer proportional chamber. The proportional chamber measures the rl/>- and 
z-coordinates and serves mainly as a íast trigger. 
In the barre! region ( 43º < 8 < 137º) the tracking system is completed by the cylindrical 
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Outer Detector (OD) at r = 200cm. It consists of 24 independent modules each con­
taining 5 layers of drift tubes. All planes measure the r.p coordinate with a resolution 
of - llOµm. Three layers also provide an approximate z measurement for triggering 
purposes. 
In the forward and backward regions (11º < fJ < 33º , 147° < fJ < 169°) the tracking 
is improved by two additional drift chambers. One of them (FCA) is mounted directly 
on the two TPC endplates. It consista of 3 paira of wire planes rotated by 120º with 
respect to each other in order to resolve ambiguities internally. The second set of for­
ward chambers (FCB) is positioned on either side directly in front of the electromagnetic 
calorimeters. Each consista of 12 planes twice repeating the wire orientations of FCA. 

Electromagnetic energy is measured in the barrel part by a high density projection 
chamber (HPC). It consista of 144 modules arranged in 6 rings around the beam axis. Its 
fine granularity in all dimensions allows a good two shower separation and electromagnetic 
particle identification from the shower shape. In the forward region electromagnetic 
calorimetry is provided by two arrays of 4522 lead glass blocks each, covering the polar 
angles from 10º to 36.5º and 143,.5° to 170° respectively. 

3 Event Selection and Data Analysis 
For this analysis charged particles were used if they fulfilled the following selection 

criteria: 

- momentum between 0.2 Ge V /c and 50 GeV /c, 
- measured track length larger than 50 cm, 
- impact parameter with respect to the fitted main vertex less than 5 cm in the r.P 

projection and less than 10 cm along the beam, 
- 25° < polar angle ( IJ) < 155º. 

Clusters in the electromagnetic calorimeters were retained if they did not match spatially 
with a charged pa.rticle and if the measured energy was larger than 0.4 GeV. Showers 
measured by the HPC were also required to be consistent with being induced by a photon. 

Events were selected as hadronic events by requiring more than 4 tracks of charged 
particles and a total energy of all selected charged particles in excess of 12% of the 
centre of mass energy in total and 3% in each hemisphere. To ensure tha.t the event 
was well contained in the detector it was a.dditionally required that the angle between 
the sphericity and the beam axis exceeded 40°. A total of 78905 events survived these 
cuts. The background from r+r- events was estima.ted to be about 0.25%; all other 
ba.ckgrounds were below the O .1 % level. 

,~ In order to correct the measu1red distributions for detector effects such as track losses, 
smearing and secondary intera.ctions and initial state photo111 radiation, events were gen­
erated with the JETSET 7.2 partan shower program [7]combined with the DYMU3 event 
generator [8]to simulate initial sta.te photon ra.diation. The genera.ted particles were 
followed through the detector by a. detailed simulation taking into a.ccount effects of sec­
ondary intera.ctions in the detector material. The simulated data. were processed in the 
same wa.y as the real da.ta.. For a quantity X the correction factor C x was calcula.ted bin 
by hin as: 

Cx 
( 

,¡,, )DELSIM 

dJ[ generoted 

- ("")DELSIM X 

dX reconatructed 

(1) 

_. 
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DELSIM is the DELPHI full detector simulation program which includes photons from 
initial state bremsstrahlung (QED radiation). "Generated" means including particles 
with a lifetime larger than 10-9 9 without detector simulation whereas on the "recon­
structed" leve! full detector simulation is included. The correction was split into two 
fa.ctors because for the first part, where a full detector simulation is needed, the same 
events could be used for evaluating the numerator and the denominator which substan­
tially reduces the statistical uncertainties. The second factor could be calculated with 
much higher statistics without the need of a full detector simulation. The overall correc­
tion was typically well within 20% of unity in the regions used for the QCD fits. 

To evaluate the systematic error& the cuts for selecting tracks, electromagnetic clusters 
and events were varied over a wide range. In addition an analysis using only charged 
particles was performed with events selected to be fully contained in the barre! part of 
DELPHI. Disagreements between data and Monte Cario such as additional track losses at 
the 2% leve! were simulated and correction factora obta.ined using different Monte Cario 
generators were compared. The systematic errors are quoted in the tables together with 
the measured distributions. 

4 The Event Shape and Comparison with 
Fragmentation Models 

In this Section experimental distributions for eight 3-jet like quantities (i.e. quantities 
proportional to ª• in lowest order perturbation theory) are presented, namely for thrust 
T, oblateness O, C-parameter, normalized heavy jet masa squared Ml /E!,, difference 
of heavy and light jet mass squared Mf /E!,, energy-energy correlation EEO and its 
asymmetry AEEO as well as the differential 2-jet rate D1 • These distributions were 
selected because predictions in O( a~) perturbation theory for ali of these quantities ha ve 
been worked out in ref. [5]. The experimental resulte a.re compared to the corresponding 
distributions from the Lund JETSET 7.2 parton shower (PS) and matrix element (ME) 
modele [7], the Lund ARIADNE 3.1 colour dipole model [9,10], the NLLJET 2.0 parton 
shower model [ll]of K.Kato and T.Munehisa and the HERWIG 5.1 parton shower model 
[12]of G.Marchesini and B.R.Webber. 

The definitions of event shape variables used in this analysis are as follows: 

T E; IPi · ñ,h. 1 = max =...:.:...-~--' 
ñ,.. E; IPi 1 (2) 

The thrust axis ñthr of an event is chosen to maximize the longitudinal momenta along 
this axis. The normalized sum of these momentum projections (2) is called thrust 7l13]. 
Sirnilarly an axis ñmaj orthogonal to ñthr can be chosen to maximize the momenta trans­
verse ñihr. The normal vector ñmin is defined by ñmin = ii1hr X iimaj. The variables 
major Fmajor and minor F'minor are obtained by replacing ñ1hr in (2) by ñmaj or ñmin, 

respectively. The Oblateness 0[14]then is: 

O = Fmajor - Fminor (3) 

The so called C.parameter is derived from the eigenvalues A of the infrared safe momen­
tum tensor 9i; and does not require the determination of a jet axis [15]: 

. , 1 Npareiele• pi • ..,J 
0'' - . ¿: k l'k 

- L~parUclu IPk 1 k IPk 1 
(4) 
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Here pi denotes the i-th component oí the three momentum oí the particle in the CMS. 
The heavy (light) jet mass Mh (M1) is defined as the larger (smalier) oí the invariant 

mass oí ali final state particles in the two event hemispheres separated by the plane 
normal to the thrust axis. The invariant mass squared is normalized to the visible energy 
squared E~;., i.e. for Mh: 

(5) 

Here Pk denotes the 4-vector oí particle k. This definition differs from the original one 
oí Clavelli [16], but has the advantage oí being easier to calculate and has therefore also 
been used by most previous experimenta [17]. The difference oí the heavy and the light 
mass Mf /E!. was also considerecl: 

MJ M~ -M,2 
E 2 = E2 

via via 
(6) 

Here biases due to the fragmentation ( contributing both to Mf / E!,and M,' /E!,) are 
expected to partialiy cancel. 

The energy-energy correlation introduced by Basham et al. [18]is defined from the 
histogram oí angles X between ali particles in an event weighted by their scaled energies: 

x+Ax 1 1 N Npareicle• E·E· 2 

EEC(x) = -- :E :E -T ! 5(x - Xij)dx 
N .6.x eventa i,j Evia 4 x-!!:f 

(7) 

w here Xii is the angle between the particles i and j, .Ó.X is the histogram hin width. 
Contributions close to 0° arise from particles inside one jet while contributions close to 
180° arise from particles in opposite jets. Events with hardl gluon radiation contribute 
asymmetricaliy to the central x region. The contribution of 2-jet events cancels out in 
the energy-energy correlation asymmetry AEEC: 

AEEC(x) = EEC(180º - x) - EEC(x) (8) 

In the present analysis jets were reconstructed in hadronic events by using the y-cluster 
jet finding algorithm originaliy introduced by the JADE Collaboration [19]. For each 
event the squares of the scaled in.variant masses y;1 for each pair of particles i an.d j were 
evaluated: 

2E;E1(l - cos 8;1) 
Yii = E2 . ... (9) 

where E;, E; are the energies and 8;1 the angle between the momentum vectors of the 
two particles. The particle pair with the lowest value Yii was selected and replaced by 
a pseudo-particle with four momentum (p; + Pi), thereby reducing the multiplicity by 
one. In successive steps the procedure was repeated until the scaled invariant masses 
of ali pairs of pseudo-particles or particles are larger than a given resolution Ycu•· The 
remaining pseudo-particles or pru:ticles are calied jets. This experimental algorithm for 
reconstructing jet ratea corresponda to the theoretical predictions of the EO - scheme [5]. 

The differential 2-jet rate D2 derived from the 2-jet rate R2 is defined as [20]: 

D ( ) 
-- R2(Ycut + .Ó.Ycut) - R2(Ycu1) 

2 Ycut -- . 
.Ó.Ycut 

(10) 
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QCD Monte Cario models, which describe well the distributions oí the event sha.pe va.ri­
a.bles in the ha.dronic fina.! sta.te oí e+ e- -a.nnihila.tion, ca.n be used to estima.te how ía.r 
these distributions are infiuenced by ha.droniza.tion effects. The models used in this a.nal­
ysis to estima.te the size oí these effects a.nd ih uncertainty ca.n be cla.ssified a.ccording 
to the wa.y they tre&t the perturba.tive genera.tion oí coloured quarks a.nd gluons a.nd the 
non-perturba.tive fra.gment&tion oí these partons into colourless ha.drons. 

The JETSET 7.2 ME model uses the exa.ct O(a~) m&trix elements (ME)[21]with a.n 
optimized ( small) va.lue oí the renorma.liza.tion sea.le to genera.te the initia.l parton config­
ura.tion with a.t most four partons. 

The HERWIG 5.1 a.nd the JETSET 7.2 PS models use the parton shower (PS) a.p­
proa.ch [12]derived from the QCD lea.ding log&rithmic approxima.tion (LLA) to genera.te 
an arbitrary number oí prima.ry partons. Angular correla.tions due to coherence and spin 
effects are t&ken into &ccount. The substructure oí jets is well described, however the PS 
&pproa.ch does not reproduce correctly the number oí well separ&ted jets ( especially three­
jet events). In the JETSET 7.2 PS this deficiency is corrected using & specia.l rejection 
technique to reproduce the lowest order three-jet cross section [22]. 

In the ARIADNE 3.1 model the evolution of the parton shower is formulated in terms 
oí colour dipoles. The first dipole is Íormed by the primary quark and anti-quark. After 
the emission of a gluon from this colour dipole the subsequent emissions of gluons are 
given by two independent dipoles built by the quark and the gluon and the gluon and the 
a.nti-quark. This strategy is genera.lized in ARIADNE 3.1 and automa.tically a.ccounts for 
angular ordering of the partons as predicted by QCD due to the interference of gluons in 
the infrared region. ARIADNE 3.1 a.lso produces correct 3-jet ra.tes. 

Quantitative tests of QCD cannot easily be performed using PS models beca.use the 
QCD LLA contains a.mbiguities. In particular the renorma.lization scheme is ambiguous 
and the sea.le para.meter A has no well defined meaning. The NLLJET 2.0 model improves 
this situa.tion, beca.use here the PS evolution is ha.sed on the next to leading log&rithmic 
approximation (NLLA). In this approximation (including one loop corrections to the 
LLA and three body parton splittings) the theoretica.l a.mbiguities mentioned a.hove are 
no longer present. 

For the actua.l fragmentation, i.e. the formation oí colourless hadrons, two approaches 
are used in the a.hove models: 

HERWIG 5.1 uses the concept of cluster fragmentation. At the end of the shower 
development gluons are split into qq-pairs. The quarks are then combined into cluster& 
obeying colour conservation. These cluster& finally decay according to phase space into 
hadrons. 

The other modela use the Lund string fragmentation [23]as rea.lized in JETSET 7.2, 
A colour fiux tube or colouir string is stretched between the fina.! state partons. Emitted 
gluons a.et as kinks or excitations of the string. The string may break and produce a new 
qq-pair. This procesa stops when only on-mass-shell ha.drons rema.in. 

A comprehensive overview of these modela is given in reference [22]. The JETSET 7.2 
progra.m both with matrix element and with parton shower option is run with para.meters 
tuned to DELPHI data [24] .. For the Monte Cario programa ARIADNE 3.1 and HERWIG 
5.1 the para.meters as determined by OPAL [25]are used. The NLLJET 2.0 progra.m 
contains the sa.me fra.gmentation para.meters as the JETSET parton shower tuning. 

Figs. (la) to (lh) present the norma.lized differentia.l cross sections for the different 
event shape variables together with the predictions of the different Monte Carlo models. 
The data, including statistica.1 and systematic errors, are a.lso given in Tabs. (la) to (lg). 
The curves below the data show the size of the experimenta.! correction factor applied to 
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the da.ta.. The correction factor is a.bout 1.1 to 1.2 for a.11 varia.bles, except for regions 
nea.r the pha.se epa.ce bounda.ries. For Mf /E!, a.nd O the correction fa.ctor is very close 
'to unity over most of the ra.nge. All distributions ha.ve been obta.ined from the a.na.lysis 
of cha.rged a.nd neutra.l pa.rticles except those of EEC _a.nd AEEC. In the case of these two 
va.ria.bles the inclusion of neutra.l pa.rticles lea.da to much bigger a.ccepta.nce corrections, 
ma.inly due to the incomplete covera.ge with electroma.gnetic ca.lorimetry in DELPHI, a.nd 
thus to la.rger systema.tic errors. 

The JETSET 7.2 PS model ud the ARIADNE 3.1 colour dipole model a.gree best 
with the da.ta.. Only in the AEEC distribution a.t 65º < x < 75° the predictions of both 
modela a.re slightly a.hove the d&ta.. However this is a.leo observed for the JETSET 7.2 
ME a.nd the NLLJET 2.0 PS model. 

The JETSET 7 .2 ME model is slightly below the da.ta. except for low T, high C, high 
Mf /E!, a.nd high Mf /E!, where it is significa.ntly lower. In these regions events with 
many jeta give la.rge contributions. These a.re expected not to be well represented by the 
ME model. 

The new NLLJET 2.0 model describes the gross sha.pe of a.11 distributions. However, 
it ha.s a. tendency to be a.hove tlte da.ta. for most of the da.ta points. This is presuma.bly 
due to a. too la.rge va.lue of A used in the model lea.ding to too ma.ny multijet events a.nd 
too few 2-jet events. At la.rge T a.nd sma.11 C where the la.tter contribute, NLLJET 2.0 
is found to be below the da.ta.. 

Results from HERWIG 5.1 o!ten líe below the da.ta., especia.lly in regions where 3-jet 
contributions a.re importa.nt, that is a.t centra.l va.lues of C, T, Mf /E!,, Ml /E!,, EEC 
and especia.lly a.t la.rge Ycut in D,. Contra.ry to a.11 other modela, HERWIG is below the 
da.ta. in the AEEC distributions a.t la.rge X· 

5 Comparison with Second Order Q CD 
All event sha.pe va.ria.bles discussed in Section 4 (thrust, obla.teness, C-pa.ra.meter, 

hea.vy jet ma.ss, jet ma.ss di:fference, energy-energy correla.tion, its a.symmetry and the jet 
ra.tes) sha.re the property of being insensitive to the infra.red a.nd collinea.r divergences in 
perturba.ti ve QCD (i.e. they a.rE' infra.red a.nd collinea.r sa.fe) a.nd ha.ve been ca.lcula.ted to 
O(a~) a.t the pa.rton level. For insta.nce, for a. sha.pe va.ria.ble X the weighted di:fferentia.l 
distribution is given by: 

_l X dtr = a.(µ.) A(X) (1- a.(Mz)) + (ª•(µ.))
2 

• (A(X)21rboln µ.
2 
+ B(X)) (11) 

u1o1 dX 2'11' 'JI' 2'11' a 

with 

bo = 33-2n¡ 
1211" 

Here the number of active fla.vours is denoted by n¡ (= 5). The functions A a.nd B 
ca.n be computed by integra.ting the second order QCD ma.trix elements ca.lcula.ted by 
Ellis, Ross a.nd Terrano (ERT) [21]. Their numerica.l va.lues a.re specific for ea.ch event 
sha.pe varia.ble. They furthermore depend on a.dditiona.l jet resolution criteria. if such a.re 
imposed in the O( a~) QCD a.nalysis [26]. This will be discussed la.ter in more deta.il. For 
the ca.se where no a.dditiona.l jet resolution criteria. a.re imposed the functions A a.nd B 
ha.ve been computed by Kunsz1; a.nd Na.son [5]for a.11 sha.pe va.ria.bles used in this a.na.lysis. 

; 
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The running coupling consta.nt a, at the renormalization scale µ. is expressed as 

( 2) 1 bi ln ln Xi-
a,(µ.)= boln¿ 1- b2 ln~ 

A2 O A2 

(12) 

where A = A<:)5 is the QCJD scale parameter, computed in the Modified Minimal Sub­
traction (MS) scheme for n¡ = 5 a.nd b1 = (153 - 19n¡ )/2411"2 • 

Perturbation theory in second order leaves the renormalization scale µ. undeterrnined. 
Recently choices oí µ. in the range between Mz and the b-quark mass have been pro­
posed [27]. In the following the quantity f = µ. 2 / M'ffi: is conservatively varied in the full 
range between 0.002 and 1 to estimate the uncertainty due to the unknown higher order 
corrections. 

In equation ( 11) the differential distribution is normalized to the total hadronic cross 
section a-101 and not to the leading order cross section a-0 as in reí. [5]. This results in the 
correction factor 1 - a,(Mz )/11" where the QCD radiative correction to 0"1ot is evaluated 
at the renormalization scale Mz. 

In order to compare the measured hadron distributions with the theoretical prediction, 
hadronization corrections were performed in two different ways: 
l. using the parton shower (PS) option oí JETSET 7.2, 
2. using the ERT matrix element (ME) option oí JETSET 7.2. 
Both generators use the Lund string fragmentation. 

For Method 1, hadronization effects were evaluated according to the method pro­
posed by Magnoli, Nason a.nd Rattazzi [28]by switching on and off the hadronization 
stage aíter the full parton shower development. The resulting "experimental bare parton 
distributions", obtained after applying bin-by-bin corrections to the measured hadron 
distributions, i.e. multiplying the data by the following ratio oí weighted cross sections 

(13) 

are shown in Figs. (2a) to (2h). The errors presented in these figures contain ali randomly 
distributed errors added in quadrature. Also shown is the size oí the hadronization 
correction as evaluated with the JETSET 7.2 PS program. 

A<:}
5 

and a,(Mz) were evaluated by períorrning fits oí the O(a!) expressions (11) to 
the corresponding bare parton distributions. In these fits the functions A and B tabulated 
in reference[S]were used and various renormalization scales µ. 2 = f M'ffi: were chosen with 
f ranging from 0.002 to l. All fits were períormed for a range oí values of the shape 
variables in w hich 

• the contribution from 3 jet events is important 
• the experimental detector corrections are smali 
• the hadronization corrections are smali except for oblateness where they amount to 

about 34%. 

Tab. (2) contains the selected fit intervals for the eight distributions. 
The functions A and B from ref. [5]do not include mass effects. In order to estímate 

the effect oí quark masses, the evaluation of a,(Mz) was repeated but this time by 
calculating the quantity in the numerator oí the correction factor of equation ( 13) for u-, 
d- and s-quarks only. This leads toan increase oí a,(Mz) of 0.002 for the analysis of the 
distributions in thrust, EEC and C - parameter compared to the result presented in the 
following section. In ali other cases the change oí a, is found to be ±0.001 or even less. 
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In Method 2, hadronization corrections were evaluated from a retuned version of the 
ERT matrix element option of JETSET which is known to describe well most of the 
measured hadronic distributions. In this analysis the default matrix element was used 
based on the calculation of ERT with the p resolution criterion [5]applied in the derivation 
of the 3-jet matrix element for all distributions except for the differential jet rates. Due 
to the introduction of this jet resolution definition Ymin > O in the calculation of the 
dressed O( a:) matrix element, the hadronization correction computed by using the event 
generator yields corrected data at a dressed level. In addition the event generator takes 
account of the kinematical effect11 due to the maeses of the generated dressed partons. 

While for Method 1 the functions A, B of equation (11) are computed in reference 
[5]at the bare massless parton level, they have to be recomputed for the a, analysis of 
differential distributions corrected to the dressed parton level. The computation can be 
performed either by using the same ME Monte Carlo generator as used for the ha.droniza­
tion correction or analytically as, for instance, was done for thrust by Gutbrod et al. [26]. 
In the present work the A, B coefficients were computed from 12 sets of 2 · 106 events 
simulated with the ERT-p ME generator embedded in JETSET 7.2 for Ymin = 0.01 and 
a grid of AMs (50MeV ~ AMs ~ 400MeV) and f (0.002 ~ f ~ 1) values. The result­
ing A, B coefficients were constant within statistical errors except for small values of f 
and large AMs t. Here the three-jet cross section as determined from the ERT matrix 
element is negative for an important part of the phase space. Therefore the A, B coeffi­
cients calculated at small f and large AMs have been excluded from the final averaging. 
For the analysis of differential jet rates the A, B functions were evaluated by using the 
JADE cluster algorithm in the ERT-EO ME Monte Carlo [29]. In this way hadronization 
corrections could be kept to a minimum. 

Since hadronization corrections in Method 2 are larger than in Method 1, they were 
performed in the following way: 

• For the global shape distributions in thrust, oblateness, C-parameter, jet mass, jet 
mass difference, and differential jet rates the correction matrices M;; connecting hin 
j at the parton level with hin i at the hadron level were evaluated as follows: 

( 
1 J,q ) hadron ( 1 J,q ) parlon 
-X-- -:EM· -X-
u1o1 dX ; - ; '' u1o1 dX i 

(14) 

lnserting the partan cross section equation ( 11) into the right hand side of equation 
(14) resulte in the O(a:) expression to be compared with the data. 

• For the EEC and AEEC distributions a single event supplies entries into many bins 
and the correction matrix cannot be evaluated in a straightforward manner. There­
fore bin-by-bin corrections were applied before perfonning QCD fits as in Method 
l. 

It should be noted that the two methods to correct for hadronization are sorne kind 
of extremes. In Method 1 the hadronization corrections are small, since one corrects to a 
partan level with many ( typically nine) gluons, so the parton shower is expected to ha.ve 
a structure already close to the final state hadrons, while in Method 2 the corrections 
are larger since one corrects to a parton level with at most four partons, as given by the 
exact second order matrix element. 

Both methods have their advantages and disadvantages: The disadvantage of the 
second method is that the soft and/ or collinear gluons have to be cut away in order to 

i We thank J .W. Gary and the OPAL collaboration for pointing out the aensit~vity of a,u dctermined from the AEEC if 
thc A, B coefli.cient• are evaluatcd at amall / and large A M 5 

"· 
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eliminate the divergent regions in the matrix element, which would otherwise lead to 
unphysical negative cross sections in the corresponding parts of phase space in the Monte 
Cario. The effect of these missing partons has to be simulated by the fragmentation. In 
case of Method 1 the cut off on the soít- and collinear gluons is much lower: typically 
an invariant mase of 1 GeV is required between any pair oí partons in the PS models, 
while in the ME modele thls cut off has to be as high as 13 GeV at .j8 = 90 GeV. The 
disadva.ntage of Method 1 is that no exact calculation corresponding to the parton leve! 
of the PS model exists and comparing a second order expression with at most two gluons 
with a parton leve! with typically nine gluons is only correct if the effect of the additional 
soft gluons in the parton shower is negligible. However, a comparison of the two methods 
gives an estimate of the importance of these higher order corrections. Therefore, the 
complete analysis was done using both methods. 

6 Results from the Analysis of Eight Event 
Shape Distributions 

6.1 Experimental Results 

Two series of fits to the measured event shape distributions were performed corre­
sponding to the two methods used for applying the hadronization corrections. Values of 
AMs were determined for each shape distribution for various values of the renormaliza­
tion scale µ. Using equation (12) the corresponding a,(Mz)-values were obtained. The 
results are presented in Figs. (3a) and (3b ), which contain the full information that can 
be extracted from the different experimental distributions. 

Tables (2a) and (2b) list for both methods the fit range and (for three values of 
f = µ2 /s oí 0.002, 0.05, and 0.25) the values of a.(Mz), the statistical error, the error 
dueto the systematic uncertainty oí the experiment and of the data selection. For Method 
1 the systematic uncertainty due to the hadronization correction is also given. The last 
column indicates the value of x2 per number of degrees of freedom for the fits. Since the 
EEC histogram contains about 15 million entries the pure statistical error in the fit was 
enlarged by a factor of two to take account of random systematic errors. 

The systematic error due to experiment and data analysis has been obta.ined by re­
peating the a, determination: 

• for different cuts on the angle between sphericity axis and beam axis, 
• with an even stricter event selection which forced ali hadronic particles to be íully 

contained in the barre! part of the detector, 
• by using hadronic distributions obtained from analysing charged particles only, 
• with different estimates of the track reconstruction efficiencies for charged tracks, 
• with a different evaluation of the detector corrections by using the ME option of the 

JETSET 7.2 Monte Cario instead oí the PS option. 

For Method 1 the systematic uncertainty due to the hadronization correction was es­
timated by repeating the analysis using different modela for evaluating the size oí this 
correction: JETSET 7.2 with different tunings, HERWIG 5.1 and ARIADNE 3.1. The 
NLLJET 2.0 model, with its present tuning, does not describe the data accurately enough 
and thus its inclusion in the evaluation oí the systematic uncertainty dueto the hadroniza­
tion correction was not justified. The hadronization error of Method 1 is in the range 
.ó.a, = ±11.001 to ±0.005, varies from observable to observable and also depende on the 
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scale f (compare Ta.b. (2a.)). The a.vera.ge ha.droniza.tion error is .ó.a, = ±0.002 (ha.dr.). 
Since the only ME model a.va.ila.ble wa.s the JETSET ME model, the systema.tic error due 
to the ha.droniza.tion correction in Method 2 could not be evalua.ted in the sa.me wa.y a.s 
for Method l. For this rea.son a. la.rger error was a.ssumed: .ó.a, = ±0.003. 

Fig. (3a.) shows a,(Mz) versus In f for the ca.se where ha.droniza.tion corrections were 
evalua.ted using the PS option oí JETSET 7 .2. Some typical errors a.re indica.ted, showing 
the sta.tistical error a.nd the systema.tic error due to the experiment a.dded in qua.dra.ture. 
Results oí the QCD fits are not shown ií x2 

/ N D F > 10 or ií the second order correction 
diverges. At large values oí the sea.le ía.ctor f one observes a. ra.ther large sprea.d oí 
the a,(Mz) values obta.ined írom the a.nalysis oí the different sha.pe distributions, e.g. 
0.112 ::; a, ::; 0.145 for f = l. At sma.ller values oí the sea.le ía.ctor a. more consistent 
picture emerges. This ma.y be rela.ted to the fa.et pointed out in reference [30]for the 
thrust distribution, tha.t sma.ll sea.les simula.te the effect of resummed lea.ding a.nd next­
to-lea.ding loga.rithmic terms not a.ccounted for in the theoretical formula.. This is also to 
be expected for the distributions of the other va.ria.bles used in the present pa.per. 

The results obta.ined írom fits to sha.pe distributions involving ha.droniza.tion correc­
tions using the ME model are summa.rized in Fig. (3b) a.nd Ta.b. (2b ). At la.rge f the 
sprea.d oí the a,(Mz) values obta.ined írom the eight sha.pe distributions is a.ga.in la.rge, 
0.113 ::; a, ::; 0.138 for f = 1, however the curves show a. more coherent beha.viour tha.n 
in Fig. (3a.). 

6.2 Average a, as Fulllction of the Scale 

As alrea.dy stressed, the curves of Figs. (3a} and (3b) represent an ezhaustive summary 
of the available experimental if\formation. There is no unique procedure to obta.in 
írom them a.n a.vera.ge value oí a, with its error beca.use oí the (intrinsica.lly a.mbiguous) 
dependence oí the a, values írom the individual observa.bles on the renormaliza.tion scale 
f. This subject is much deba.ted. 

Wha.tever method is a.dopted, the strong correla.tions oí the ª• values oí the different 
observa.bles ha.ve to be considered when computing a.ny a.vera.ge. For insta.nce, it would 
be wrong to deduce íor f = 1 2• la.rge value oí a,(Mz) írom the fa.et tha.t in Fig. (3a.) 
there a.re several observa.bles giving a.n ª• value oí the order oí a,= 0.14, beca.use the 
eight observa.bles used a.re not independent. 

The following procedure wa.s then developed to compute the a.vera.ge value oí a,(Mz) 
for a.ny given f. Firstly, the correla.tion coefficients p;; needed for the calcula.tion of a.n 
a.vera.ge were estima.ted by simula.ting 60 sa.mples oí events írom the JETSET 7.2 PS 
Monte Cario progra.m. For ea.ch sa.mple of events the eight distributions were evalua.ted 
a.nd 8 times 60 QCD fits were J?eríormed to determine the values a~ with 1 = 1 to 60 
for f = 0.25. From these a, values the error ma.trix wa.s computed a.s C;; = < ( a~1 -

a~)(~1 - ~) >with a~= 'E,1 a~1 /60 a.nd the correla.tion coefficients p;; = Cii/.,/CiiCii 
were obta.ined. Ta.b.(3) conta.ins the correla.tion coefficients obta.ined for f = 0.25. These 
ma.trices ca.n be used to compute the a.vera.ge a.t a.U values off, since the final result for ª• 
cha.nges by much less tha.n 0.001 when using correla.tion ma.trices calcula.ted for f = 0.02. 
The ma.trix elements depend strongly on the cuts a.nd fit intervals used for the individual 
va.ria.bles a.nd thus a.re specific to the present a.nalysis. 

The procedure to be a.dopted írom this point on to derive a.n a.vera.ge value of a,(Mz) 
a.nd its error is not defined a.nd to some extent is a.rbitra.ry. Two kinds oí a.vera.ges a.re 
implied: one on the values derived írom the distributions oí the eight observa.bles, the 
other on the scale ía.ctor í. Since the a.vera.ge on the eight observa.bles is better defined, 
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it was performed first by assuming that the ª• values from all observables were a priori 
equivalent so that, for the calculation of the average ª• values, equal (but arbitrary) 
errors were assigned to each measured ª• value. Then for each value of f the average a. 
was calculated considering the correlations between the variables determined in the way 
described above. The errors of these average values were determined by rescaling the 
initial errors used such that the x2 per degree of freedom was 1 far each f individually. 
In doing this the correlations were taken into account. This procedure gives larger errors 
for the f-values where the spread of the curves of Fig. (3a) is larger. Note that the 
uncertainty of the ª• values from the individual observables computed in this way were 
in the range 0.006 to 0.018 for Method 1 and 0.006 to 0.013 for Method 2. The former 
value in both cases refers to small scales around f ~ 0.005, the latter to f = l. Thus the 
errors found were much larger than the experimental errors or the hadronization errors 
of the ª• values of the different observables. 

The averageª• values as a function off deterrnined from the points shown in Fig. (3a) 
for thrust, C-parameter, heavy jet mass, jet mass difference, energy-energy correlation 
and its asymmetry and the differential jet rates using a hadronization correction obtained 
with the PS modelare shown in Fig. (4a). By comparing these ª• values with those from 
the individual observables in Fig. (3a) one can gauge the influence of the correlations 
between the a. values from the different observables. 

Next the average over µ. was períormed. For this averaging the logarithmic scale of 
the figures was chosen, as suggested by the appearance of ln µ.2 in Eqs. lland 12. Taking 
the weighted average of the ª• values for the different scales gives < a,(Ml) >= 0.115 
indicated by the dashed horizontal line in Fig. ( 4a). The unweighted average was 0.002 
higher. Omitting one variable at a time from the averaging procedure leads to maximal 
changes of Aa, = +0.005 in case of AEEC and Aa. = -0.001 for T. Combining this 
average value with the average experimental and hadronization errors from Tab. (2a), 
Method 1 gives: 

Method 1: < a,(Mz) > = 0.115 ± 0.002(ezp.) ± 0.002(hadr.) (15) 

Evaluating average values of a,(Mz) from the ª• values of the eight observables as func­
tion of f by the same method as described above but this time with hadronization correc­
tions being performed using ME models leads to the result shown in Fig. (4b). The same 
weighted average is < a,(M,) >= 0.111±0.005, indicated by the dashed horizontal line 
in Fig. ·(4b). The unweighted average is higher by Aa, = 0.001. Omitting one variable 
at a time from the averaging procedure leads to a maximal change of Aa, = +0.004 in 
case of AEEC. The largest negative change is smaller than 0.001. The value 

Method 2: < a,(Mz) > = 0.111±0.002(ezp.) ± 0.003(hadr.) (16) 

is quoted as the result of the analysis where hadronization corrections are evaluated using 
the ME model. Here a larger systematic error c. ue to the hadronization correction was 
assumed as for Method l. 

For completeness, in Fig. ( 4c) the scale dependence of the simple average ª• from the 
PS and ME analyses is shown. 

6.3 Estímate of the Scale Error 

Finally the so called "sea.le" error has to be added to the resulta (15) and (16). This is 
the most difficult one to estimate since it is connected to the fact that calculations have 
only been períormed up to O( a!). In fact, if all higher order corrections were known, the 
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curves oí Figs. {3a) and {3b) would be llat and all the values oí a,(Mz) derived from 
the different variables would coincide within the experimental and hadronization errors. 
Thus the last error to be considered is due to the ignorance oí higher order QCD terms, 
and should be indicated as "higher order" correction error. In all previous analyses, 
when considering one variable at a time, the qualification "scale error" was used for it 
because it appeared asan unavoidable dependence oí a,(Mz) on the unknown scale µ. 
For simplicity the same name is kept even in the present context oí a more elaborate 
consistent multivariable analysis. 

The most natural estímate oí the error on the average value oí a, is the average over 
f of the errors shown in Figs. { 4a) and ( 4b ): the average error ±0.006 can therefore be 
interpreted as the scale error. This range is fully compatible with the variation of the 
average value oí a,(Mz) in the f-range 0.002 to 1, a criterion often used in the past to 
obtain the scale error. 

Other estimates oí the same error follow from the maximum range oí a, values found 
by using two different approache11: 

• Guided by the criteria oí "mínima! sensitivity (MS)" [31,32), the mínima oí the 
curves which appear at different scales in Fig. (3a) give a value oí a, in the range 
0.108 ~ a,(Mz) ~ 0.119 for Method 1 and from Fig. {3b) in the range 0.106 ~ 
a,(Mz) ~ 0.117 for Method 2. The criterion oí "fastest apparent convergence 
(FAC)" [33] gives very similar ranges from Mf /E!., MJ /E!. and AEEC. 

• For each oí the event shape distributions (except oblateness in case oí Method 1) a 
scale factor f can be found inside the range 0.002 ~ f ~ 1 so that the analysis is 
consistent with a value oí a,(Mz) between 0.112 and 0.119 for Method 1 and a,(Mz) 
between 0.113 and 0.117 for Method 2. This estimate is based on the observation 
that each observable has its own "optimízed" scale so that the common band defines 
different f-intervals for the various observables. 

The corresponding two ranges oí a, for each method partially overlap. The overall 
uncertainty range from the above criteria is 0.108 + 0.119 for Method 1 and 0.106 + 0.117 
for Method 2. The average difference is ±0.006 with respect to the corresponding average 
value, in agreement with the first estimate. 

Another estimate oí the scale error can be made by computing the variation oí a, 
when second order corrections are added to first order ones. The second order correction 
for the average a, is -0.33. For a simple exponential series this value implies third order 
corrections oí the order oí 0.005 .. 

With respect to the central ·value oí a,(Mz), it is worth remarking that the MS or 
FAC criteria prefer a, values close to the mínima oí the curves in Figs. (3a) and (3b ). 
As the scale dependences oí the individual observables differ, the average a, determíned 
above is necessarily biased towards values which are too large. 

Finally it can be noted that the two methods used to apply the hadronization cor­
rections provided central values which disagree by 0.004 only. This is an independent 
justification oí the magnitude oí the scale error because hlgher order effects were cor­
rected differently in the two analyses. 

In conclusion a scale error ~ª• = ±0.006 can be assigned to both methods so that 
Eqs. {15) and {16) become 

Method 1: a,(Mz) = 0 .. 115 ± 0.002(ezp.) ± 0.002(hadr.) ± 0.006(acale) {17) 

Method 2: a,(Mz) = 0.111±0.002{ezp.) ± 0.003{hadr.) ± 0.006(acale). (18) 

.. 
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6.4 Discussion of the Results 

The a.vera.ge value 

a,(Mz) = 0.113 ± 0.002(ezp.) ± 0.003(hadr.) ± 0.006(scale) (19) 

is quoted as the result of a coherent analysis of the event sha.pe distributions where 
ha.droniza.tion corrections were performed using PS and ME models. With reference to 
Fig. ( 4) it has to be rema.rked tha.t the central values of ª• a.re obta.ined for a sea.le 
f i'::l 0.05 (i.e. for µ. = 20Ge V), which can be considered as a rea.sonable sea.le. 

The error& quoted in Eqs. (17) and (18) do not conta.in the possible dependence of 
the correction fa.ctors given in Eqs.(13) and (14) on /. In fa.et in a.ll ca.ses the correction 
to the pa.rton level has been ca.lcula.ted with a sma.ll value of f, since both in the PS and 
ME modele this factor has to be sma.ll in order to obta.in a good description of the da.ta 
( Q2 = 0.002 ·a in ME, Q2 i'::l p~ of the gluon in PS). The dependence of the resulte on this 
a.ssumption wa.s studied by fitting ª• in the ME Monte Ca.rlo directly to the da.ta for four 
different values off (0.002, 0.01, 0.1 and 1, respectively). The resulting f dependence of 
ª• wa.s similar, even after optirnizing the fra.gmenta.tion pa.ra.meters for ea.ch val u e of f. 
The a.bsolute values of ª• obta.ined with this method were compatible with the results of 
Method 2. 

7 Measurement of a 8 from the hadronic 
and leptonic cross sections 

The QCD dependence o{ the ha.dronic width of the Z-boson has been ca.lculated to 
3rd order in ª• [5,34]: 

(20) 

vq - 1 - 4lql sin2 Bw 

The term conta.ining the ma.ss of the b-qua.rk, mb, is given a.hove in lst order. Negleding 
it changes the mea.sured value of ª• only by 0.003. Ta.king into a.ccount lea.ding log 
corrections to the b-qua.rk ma.ss dependent pa.rt [35]lowers ª• by less than 0.001. The top 
ma.ss (m1) dependent correction in 2nd order origina.tes from Z-propa.ga.tor corrections to 
the axial coupling of the b. Changing m1 from 130 to 180 Ge V changes the mea.surement 
o{ ª• by a.bout 0.002. The 3rd order correction of this type is only pa.rtia.lly known. 
Neglecting the complete 3rd term lowers the mea.sured value of ª• by 0.001. 

As the ha.dronic width is strongly a.ffected by loop corrections depending on the un­
known ma.sses of the top qua.rk and the Higgs boson it cannot be used direcUy to de­
termine the strong coupling constant. Those corrections however la.rgely cancel if the 
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ratio of the hadronic to the leptonic partial width is used instead. If the standard model 
of electroweak interactions with three massless neutrino species is assumed additional 
information can be obtained from the relation: 

r~m•••) = r¡m•••l (r~d(a.)+3+3(~YsM)) (21) 

In order to take all correlations correctly into account the hadronic and leptonic cross 
sections measured by DELPHI [36]were refitted using the program ZFITTER of Bardin 
et al. [37]with free parameters Mz, r,, a., and rz in case of the model independent fit. 
The QCD correction was done outside ZFITTER. The top quark mass was fixed in the 
interval m, = 139±32(stat)±20(mn)GeV [38]. The Higgs mass was varied between 50 
and 1000 GeV taking the correla.tion with the top quark ma.ss into account. The resulte 
of the fits are: 

a, - 0.110 ± 0.044(ezp.) ± 0.004(m.,mn) 

a, - 0.094±0.035(ezp.)±0.004(m.,mn) 

rhad 
from T,• 
from SM fit. 

Although the errors are large it is interesting to observe the good agreement of the a. 
determined from the event shapes and the a, determined using the hadronic width of the 
Z since in the latter case the theoretical uncertainties and the scale dependence are small 
and no fragmentation correction is necessary. 

8 Conclusions 
Differential distributions of eight hadronic shape variables ( thrust, oblateness, C­

parameter, heavy jet masa and jet masa difference, energy-energy correlation and its 
asymmetry and differential jet ratee) corrected for initial eta.te photon radiation and de­
tector effects have been measured at ../á = Mz by the DELPHI collaboration. The data 
were compared to the predictions of various QCD-based modela. In order to test quanti­
tatively the consistency of the resulta calculated with QCD to order a!, an analysis was 
performed for each of the distributions after evaluating the hadronization effects with two 
methods. In both cases the renormalization scale µ. was allowed to vary between lesa than 
mb and Mz. When the hadronization corrections were calculated by using partan shower 
modele, the analysis gave a,(Mz) = 0.115 ± 0.002(ezp.) ± 0.002(hadr.) ± 0.006(scale). 
Here the first error contains the statistical error and the systematic experimental un­
certain ty, the second representa the systematic uncertainty of the hadronization correc­
tions using partan shower modela, and the third indica.tes the spread of a, values due 
to missing higher order corrections in the theoretical calculations as far as it could be 
estimated in the framework of the present O( a!) analysis. The corresponding result ob­
tained when hadronization corrections were evaluated by using the matrix element model 
is a,(Mz) = 0.111 ± 0.002(ezp.) ± 0.003(hadr.) ± 0.006{acale). In both analyses the 
correlations between the ª• values from the different observables were taken into account 
when evaluating the average ª• values. 

In conclusion the value 

a,(Mz) = 0.113 ± 0.007 

is the final result obtained from the analysis of eight event shape distributions. An 
additional measurement of a, from hadronic and leptonic cross sections yielded results 
in agreement with this value but with much larger errors. 

-

• 
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The result is in good agreement with a recent analysis [39]of deep inelastic structure 
functions [40] whlch lead to a,(Mz) = 0.109~g:~ and with previous LEP resulta (1-4]. 
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Table Captions 

Table 1: Experimental differential distributions oí the thrust T (la), the oblateness O 
(lb), the C-parameter C(lc), the heavy masa Mf /E!. (ld), the difference oíthe heavy 
and light mass MJ /E!, (le), the energy-energy correlation EEC as a function oí the 
correlation angle X (lf) and the differential 2-jet rate D, as a function oí Ycut (lg). 
The first error represents the statistical uncertainty and the second error represents the 
experimental systematic uncertainty. 

Table 2: Values oí a.(Mz) from a fit at three different sea.les µ.2 /M'#; for the distributions 
thrust T, oblateness O, C-parameter C, heavy mass Mf /E!,, difference oí the heavy and 
light mass MJ /E!,, energy-energy correlation EEC and its asymmetry AEEC and the 
differential 2-jet rate D,. In Table (2a) the hadronization corrections are obtained with 
a parton shower Monte Cario. In Table (2b) the hadronization corrections are done with 
a matrix element Monte Cario. 

Table 3: Correlation coefficients as used for the PS analysis ( above the diagonal) and the 
ME analysis (below the diagonal). The statistical error oí the coefficients is oí the order 
10%. 

Figure Captions 

Figure 1: Experimental differential distributions oí the thrust T (la), the oblateness O 
(lb), the C-parameter C (le), the heavy mass Mf /E!, (ld), the difference oí the heavy 
and light mass MJ /E!. (le), thE: energy-energy correlation EEC (lf) and its asymmetry 
AEEC (lg) and the differential 2-jet rate D1 (lh) in comparison to the predictions oí the 
JETSET 7.2 (PS) and (ME) model, the HERWIG 5.1 model, the NLLJET 2.0 model 
and the ARIADNE 3.1 model. Co=ents on the tuning oí the hadronic event generators 
are given in section 4. The errors shown are statistical onlly. The detector corrections 
applied to the data are shown in the curves below the data. 

Figure 2: Experimental bare parton distributions oí the thrust T (2a), the oblateness O 
(2b), the C-parameter C(2c), the heavy mass Mf /E!. (2d), the difference oí the heavy 
and light mass Mf /E!, (2e), the energy-energy correlation EEC (2í) and its asymmetry 
AEEC (2g) and the differential 2·-jet rate D1 (2h). The errora shown contain ali randomly 
distributed errors added in quadrature. The curves are fits to the data as described in the 
text. The sea.le parameter is set to f = 0.25. The hadronization corrections as calculated 
with the JETSET 7.2 PS model applied to the data are shown in the curves below the 
parton distributions. 

Figure 3: Values oí a.(Mz) at different scales oí µ. 2 /M'#; for the distributions thrust T, 
oblateness O, C-parameter C, heavy mass Mf /E!,, difference oí the heavy and light ma.ss 
MJ JE!,, energy-energy correlation EEC and its asymmetry AEEC and the differential 
2-jet rate D1 • The errors show sorne typical statistical and experimental systematic errors 
added in quadrature. The hadronization corrections are done with the JETSET 7.2 PS 

• 



model in (3a). The hadronization corrections are done with the JETSET 7.2 ME model 
in (3b ). 

Figure 4: Averaged values of a,(Mz) at different scales of µ.2 /M} for hadronization 
corrections done with the ,JETSET 7.2 PS model (4a) and with the JETSET 7.2 ME 
model (4b). The errorbands shown indicate the disagreement between the a, values 
obtained f'rom the difFerent observables due to missing higher order corrections in the 
theoretical calculations. 



[ T 1 l/<rtot du/dT 

0.62S 0.02S ± o.oos ± 0.003 

0.67S 0.13S ± 0.009 ± 0.008 
0.72S 0.31S ± O.OlS ± 0.013 

0.770 O.S29 ± 0.017 ± 0.016 

0.810 0.918 ± 0.029 ± 0.018 

0.84S 1.394 ± 0.041 ± 0.028 

0.87S 2.091 ±O.OSI± 0.063 
0.900 3.204 ± 0.079 ± 0.130 

0.920 4.S4 ± 0.09 ± 0.18 
0.940 6.84 ± 0.11 ±0.27 

0.9SS 10.02 ± 0.19 ±0.40 

0.96S 13.87± 0.22 ±O.SS 
0.97S 16.46 ± 0.23 ± 1.lS 
0.98S 10.08 ± 0.16 ±0.71 
0.99S 1.22± o.os ±0.12 

Table la: Thrust distribution 

[O 1 l/u1o1 du/dO 

0.01 9.09 ± 0.13 ±0.4S 

0.03 11.17 ± 0.14 ±0.23 

o.os 7.13±0.11 ±0.14 

0.07 4.69 ± 0.09 ±0.09 

0.09 3.603 ± 0.079 ±0.072 

0.12 2.S21±0.047 ±O.OSO 

0.16 1.S9S ± 0.037 ±0.032 

0.20 1.042 ± 0.029 ± 0.021 

0.2S 0.684 ± 0.020 ±0.014 • 
0.31 0.368 ± 0.014 ± 0.011 

o.~8 0.1642 ± 0.007S ± 0.0066 

0.46 0.039S ± 0.0033 ± 0.0019 

Tablle 1 b: Oblateness distribution 
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-
1 O \ 1/ tr1al tJ.q/ dC 

0.03 0.36 ± 0.01 ±0.02 
0.07 2.02± 0.04 ±0.04 

0.09 3.33±0.06 ±0.06 
0.11 3.76±0.07 ±0.12 

0.13 3.79±0.07 ±0.12 

0.15 3.42 ± 0.07 ±0.11 
0.17 2.98±0.06 ±0.10 

0.20 2.52±0.04 ±0.10 

0.24 1.92 ± 0.04 ±0.08 
0.28 1.60± 0.03 ±0.05 

0.32 1.38 ± 0.03 ±0.03 

0.36 1.14± 0.03 ±0.02 

0.41 0.94±0.02 ±0.02 

0.47 0.75 ± 0.02 ±0.02 

0.53 0.61±0.02 ±0.02 

0.59 0.52±0.02 ±0.02 

0.66 0.40 ± 0.01 ±0.02 

0.74 0.31±0.01 ±0.03 

0.82 0.17±0.07 ±0.03 

0.93 0.098 ± 0.004 ± 0.04 

Table le: C-parameter distribution 
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j Ml/ E;;. I 1/"'"' dtr/d(Ml/ E;;.) 
0.005 2.86±0.06 ±0.06 
0.(]115 18.59±0.20 ±0.40 
0.025 20.08 ± 0.25 ±0.40 
0.035 13.29±0.20 ±0.26 
0.045 9.08±0.16 ±0.18 

0.055 6.59 ± 0.14 ±0.13 
0.065 5.11±0.12 ±0.10 
0.075 4.13 ± 0.11 ±0.08 
0.090 3.04±0.07 ±0.06 

0.110 2.07 ± 0.06 ±0.04 
0.130 1.47 ± 0.05 ±0.03 
0.150 1.06±0.04 ±0.03 

0.170 0.71 ±0.03 ±0.02 
0.190 0.52 ±0.03 ±0.02 
0.215 0.37±0.02 ±0.01 
0.245 0.20±0.01 ±0.01 

0.275 0.096 ± 0.008 ±0.01 

0.305 0.040 ± 0.005 ±0.008 
0.340 0.0058 ± 0.001 ±0.0023 

0.380 0.0015 ± 0.0007 ± 0.0012 

Table ld: Heavy jet mass distribution 
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0.005 34.06± 0.30 ±0.70 
0.015 20.88± 0.24 ±0.42 

0.025 11.32 ± 0.17 ±0.22 
0.035 7.45 ± 0.14 ±0.18 
0.045 4.97±0.11 ±0.10 

0.055 4.06 ±o.u ±0.09 

0.065 3.03±0.09 ±0.07 

0.075 2.41±0.08 ±0.06 
0.090 1.71 ±o.os ±0.04 

0.110 1.28 ± 0.04 ±0.04 

0.130 0.90±0.04 ±0.03 
0.150 0.64± 0.03 ±0.02 

0.170 0.43 ± 0.02 ±0.02 

0.190 0.31±0.02 ±0.02 

0.215 0.20 ± 0.01 ±0.02 

0.245 0.12± 0.01 ±0.01 

0.275 0.045 ± 0.005 ±0.012 

0.305 0.018 ± 0.003 ±0.007 

0.340 0.0021±0.0005±0.0013 

0.380 0.0006 ± 0.0003 ± 0.0005 

Table le: Distribution of difference between square of heavy and light jet mass 
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x[º] EEC(180º - x) EEC(x) 
1.8 o. 7286 ± 0.0069 ± 0.0272 2.1810 ± 0.0043 ± 0.0409 

5.4 1.2404 ± 0.0079 ± 0.0284 1.2809 ± 0.0037 ± 0.0393 

9.0 1.0666 ± 0.0055 ± 0.0165 0.8937 ± 0.0028 ± 0.0271 
12.6 0.8250 ± 0.0022 ± 0.0095 0.6141 ± 0.0024 ± 0.0133 

16.2 0.6312 ± 0.0020 ± 0.0103 0.4395 ± 0.0012 ± 0.014 7 

19.8 0.4873 ± 0.0023 ± 0.0096 0.3280 ± 0.0011 ± 0.0123 

23.4 0.3891 ± 0.0020 ± 0.0067 0.2588 ± 0.0006 ± 0.0101 

27.0 0.3183 ± 0.0030 ± 0.0068 0.2115 ± 0.0009 ± 0.0071 

30.6 0.2682 ± 0.0019 ± 0.0053 0.1794 ± 0.0008 ± 0.0045 

34.2 0.2249 ± 0.0009 ± 0.0036 0.1557 ± 0.0007 ± 0.0027 

37.8 0.1972 ± 0.0014 ± 0.0032 0.1394 ± 0.0009 ± 0.0025 

41.4 0.1729 ± 0.0013 ± 0.0026 0.1267 ± 0.0008 ± 0.0025 

45.0 0.1543 ± 0.0012 ± 0.0024 0.1163 ± 0.0006 ± 0.0020 

48.6 0.1411±0.0011±0.0025 0.1082 ± 0.0005 ± 0.0021 

52.2 0.1273 ± 0.0009 ± 0.0021 0.1017 ± 0.0005 ± 0.0020 

55.8 0.1173 ± 0.0011±0.0020 0.0956 ± 0.0006 ± 0.0018 

59.4 0.1102 ± 0.0012 ± 0.0020 0.0910 ± 0.0004 ± 0.0018 

63.0 0.1030 ± 0.0011±0.0018 0.0889 ± 0.0007 ± 0.0018 

66.6 0.0971 ± 0.0008 ± 0.0018 0.0857 ± 0.0005 ± 0.0016 

70.2 0.0921 ± 0.0009 ± 0.0017 0.0823 ± 0.0005 ± 0.0015 

73.8 0.0877 ± 0.0008 ± 0.0017 0.0810 ± 0.0007 ± 0.0015 

77.4 0.0857 ± 0.0010 ± 0.0017 0.0792 ± 0.0007 ± 0.0014 

81.0 0.0824 ± 0.0008 ± 0.0016 0.0789 ± 0.0009 ± 0.0014 

84.6 0.0817 ± 0.0007 ± 0.0016 0.0788 ± 0.0007 ± 0.0014 

88.2 0.0808 ± 0.0012 ± 0.0015 0.0795 ± 0.0009 ± 0.0015 

Table lf: EEC distribution 
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-_, 

0.00 - 0.01 24.84 ± 0.26 ± 0.60 

0.01 - 0.02 17.97 ± 0.24 ± 0.36 

0.02 - 0.03 11.87 ± 0.21±0.24 

0.03 - 0.04 8.36 ± 0.18 ± 0.18 

0.04 - 0.05 6.25 ± 0.15 ± 0.15 

0.05 - 0.06 4.97 ± 0.14 ± 0.12 

0.06 - 0.08 3.75 ± 0.11±0.09 

0.08 - 0.10 2.63 ± 0.08 ± 0.06 

0.10 - 0.12 l. 72 ± 0.06 ± 0.04 

0.12 - 0.14 1.34 ± 0.05 ± 0.03 

0.14 - 0.16 1.02 ± 0.04 ± 0.03 

0.16 - 0.18 0.74 ± 0.04 ± 0.03 

0.18 - 0.20 0.63 ± 0.03 ± 0.04 

0.20 - 0.22 0.46 ± 0.03 ± 0.04 

0.22 - 0.25 0.31±0.02±0.04 

0.25 - 0.28 0.18 ± 0.01 ± 0.03 

0.28 - 0.31 0.07 ± 0.01 ± 0.02 

0.31 - 0.32 0.03 ± 0.01±0.02 

Table lg: Differential 2-jet rate distribution 
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Variable 
Fit Range Scale f as(Mz) stat. exp. hadr. x2/NDF 
NDF 

._-

T 0.250 0.135 ± 0.001 ± 0.001 ± 0.001 1.2 
0.7-0.9 0.050 0.125 ± 0.001±0.001 ± 0.001 1.1 
19 0.002 0.112 ± 0.001±0.001 ± 0.001 1.1 

o 0.250 0.145 ± 0.003 ± 0.003 ± 0.004 2.3 
0.1-0.3 0.050 0.134 ± 0.002 ± 0.001 ± 0.001 40. 

9 0.002 

e 0.250 0.133 ± 0.001 ± 0.002 ± 0.001 1.3 
0.32-0.68 0.050 0.124 ± 0.001±0.001 ± 0.001 1.3 
16 0.002 0.111 ± 0.001±0.001 ± 0.001 1.2 

M~/E;;, 0.250 0.129 ± 0.002 ± 0.001 ± 0.004 0.6 
0.05-0.20 0.050 0.123 ± 0.002 ± 0.001 ± 0.003 0.6 
14 0.002 0.121 ± 0.002 ± 0.001 ± 0.003 0.3 

MJJE;;, 0.250 0.120 ± 0.001±0.002 ± 0.004 1.6 
0.06-0.20 0.050 0.119 ± 0.001 ± 0.002 ± 0.004 1.5 
13 0.002 0.115 ± 0.001±0.001 ± 0.001 29. 

EEC 0.250 0.123 ± 0.001±0.001 ± 0.001 2.8 

-O. 72-0. 72 0.050 0.117 ± 0.001 ± 0.001 ± 0.001 2.6 

35 0.002 0.111 ± 0.001 ± 0.001 ± 0.001 7.5 

AEEC 0.250 0.110 ± 0.001 ± 0.003 ± 0.005 1.5 

0.12-1.0 0.050 0.108 ± 0.001 ± 0.003 ± 0.004 1.9 

21 0.002 0.111 ± 0.001±0.001 ± 0.002 14. 

D2 0.250 0.123 ± 0.001±0.001 ± 0.001 0.7 

0.05-0.15 0.050 0.117 ± 0.001±0.001 ± 0.001 0.6 

9 0.002 0.112 ± 0.001±0.001 ± 0.001 0.5 

Table 2a: PS fit resulta and errors 
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Variable 

·.- Fit Range Sc&!e f as(Mz) stat. exp. x2/NDF 
NDF 

·-. T 0.250 0.129 ± 0.001 ± 0.001 1.5 
0.7-0.9 0.050 0.121 ± 0.001±0.001 1.4 
19 0.002 0.111 ± 0.001±0.001 1.6 

o 0.250 0.111 ± 0.002 ± 0.001 0.2 
0.1-0.3 0.050 0.107 ± 0.002 ± 0.001 0.2 
9 0.002 0.109 ± 0.002 ± 0.001 0.7 

e 0.250 0.127 ± 0.001±0.002 1.7 
0.34-0.70 0.050 0.120 ± 0.001±0.001 1.4 
16 0.002 0.112 ± 0.001 ± 0.001 1.0 

M~/E;;, 0.250 0.127 ± 0.001±0.001 1.9 
0.08-0.20 0.050 0.120 ± 0.001±0.001 1.8 

10 0.002 0.115 ± 0.001±0.001 1.5 

MJ/E;;, 0.250 0.122 ± 0.001±0.002 1.7 
0.06-0.20 0.050 0.118 ± 0.001 ± 0.002 1.6 

13 0.002 0.126 ± 0.001±0.003 1.7 

EEC 0.250 0.120 ± 0.001 ± 0.001 1.5 
-0.72-0.72 0.050 0.114 ± 0.001±0.001 0.6 

35 0.002 0.107 ± 0.001 ± 0.001 2.6 

AEEC 0.250 0.110 ± 0.001 ± 0.002 1.0 

0.12-1.0 0.050 0.107 ± 0.001 ± 0.002 0.9 

21 0.002 0.114 ± 0.001 ± 0.002 3.5 

D2 0.250 0.117 ± 0.001 ± 0.001 1.0 

0.05-0.15 0.050 0.111 ± 0.001±0.001 0.7 

9 0.002 0.106 ± 0.001±0.001 0.5 
·-

Table 2b: ME fit results and errors 
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PS 

T e Mf JE!, Mf JE!, EEC AEEC D, 
T 1 0.54 0.55 0.59 0.77 0.56 0.32 T 
e 0.69 1 0.77 0.61 0.66 0.33 0.45 e 

Mf JE!, 0.73 0.58 1 0.59 0.68 0.33 0.46 Mf JE!, 
M Mf JE:., 0.55 0.47 0.71 1 0.61 0.34 0.44 Md' JE!, p 

E EEC 0.52 0.56 0.51 0.51 1 0.75 0.28 EEC s 
AEEC 0.61 0.44 0.48 0.38 0.68 1 -0.05 AEEC 

D, 0.34 0.52 0.33 0.48 0.36 0.19 1 D, 
o 0.23 0.32 0.21 0.45 0.43 0.11 0.54 

T e Mf JE!, Mf JE!, EEC AEEC D, 
ME 

Table 3: correlation coefficients for the PS analysis ( above diagonal) and the ME 
analysis (below diagonal) 
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