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ABSTRACT: Molecular  nanomagnets  based
on  mononuclear  metal  complexes,  also
known  as  single-ion  magnets  (SIMs),  are
crossing challenging boundaries in Molecular
Magnetism.  From  a  experimental  point  of
view,  this  class  of  magnetic  molecules  has
expanded  from  lanthanoid  complexes  to
transition  metal  complexes  and,  more  re-
cently, to actinoid complexes. From a theo-
retical  point  of  view,  more  and  more  im-
proved models have been developed and we
are now able not only to calculate the elec-
tronic structure of these systems on the ba-
sis of their molecular structure, but even to
unveil the role of vibrations in the magnetic
relaxation processes, at least for lanthanoid
and  transition  metal  SIMs.  This  knowledge
has allowed to optimize the behavior of dys-
prosocenium  based  SIMs  until  obtaining
magnetic  hysteresis  above  liquid-nitrogen
temperature. In this contribution we cross a
new boundary by extending the theoretical
modelling  of  the  vibrationally-induced  spin
relaxation to actinoid SIM complexes and, in
particular, to uranocenium.

Introduction
The possibility of storing binary information

into a single magnetic molecule is a dream
that has revolutionized the field of molecular
magnetism since the early 1990s. The pur-
suit of minimalistic magnets exhibiting mag-

netic hysteresis from purely molecular origin
started with the discovery of slow relaxation
of the magnetization and macroscopic quan-
tum  tunneling  of  the  magnetization  in
[Mn12O12(O2CMe)16(H2O)4]·2MeCO2H⋅4H2O
(Mn12ac),1,2 popularly  known  as  the
drosophila of  the  single-molecule  magnets
(SMMs).3 This class of magnetic entities ex-
hibit  magnetic  bistability  generated  by  an
energy barrier to the magnetization reversal.
Because of their extraordinarily rich physical
behavior,  SMMs  have  been  considered  as
ideal  laboratories  to  study  new  quantum
phenomena,4 such as quantum tunneling of
the magnetization, while they are also poten-
tial candidates for a set of stimulating appli-
cations.5,6,7,8 The  main  figure  of  merit  that
evaluates the performance of an SMM is the
blocking temperature (Tb), which can be de-
scribed as the highest temperature at which
these nanomagnets can retain its magnetiza-
tion for a given time interval. The enhance-
ment of Tb has then been the main target for
researchers  aiming  at  obtaining  SMMs  ex-
hibiting magnetic hysteresis at high temper-
ature.  The  first  generation  of  SMMs  was
based on magnetic transition metal clusters,
in  which  an  anisotropic  high-spin  ground
state can be stabilized by superexchange in-
teractions between a number of anisotropic
magnetic  centers.  Despite  the  great  atten-
tion that this kind of nano-objects attracted,
the progress with regard to their energy bar-
rier (Uef) and Tb was pretty modest because
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of  the  intrinsic  limitations  to  increase  the
height of the anisotropy barrier.9 Among this
wide  variety  of  transition  metal  clusters,  the two
record-bearing families are the {MnIII

8MnIV
4}

SMMs,  derived  from  the  original  Mn12ac,
which  present  Uef values  as  large  as  74
K,10,11 and the {MnIII

6}-oximato clusters that
possess practically the same record energy
barrier with [Co4(μ-NPtBu3)4][B(C6F5)4] (where
tBu = tert-butyl), being 86 K for {Mn6}12 and
87 K for {Co4}13. In 2003, a novel framework
to design SMMs was introduced by Ishikawa
and co-workers.14 This resulted in the devel-
opment of even smaller nanomagnets based
on  coordination  compounds  with  a  single
lanthanoid ion as the source of magnetic an-
isotropy,  which arise from the combination
of unquenched spin-orbit and ligand field.15

The first example of this second generation
of  SMMs  relies  on  a  terbium cation  sand-
wiched by two phthalocyaninato anions. This
system represented an important increase of
the  energy  barrier  (Uef =  330  K),  but  its
blocking  temperature  was  merely  1.7  K.
Since then, a vast number of mononuclear
SMMs,  also  known  as  single-ion  magnets
(SIMs), have been reported.16 The discovery
of  single-ion  magnetism  based  on  lan-
thanides  stimulated  the  quest  for  this  be-
havior in other types of magnetic ions in the
periodic table. Still, less effort has been put
so far into this direction compared with the
impressive  expansion  of  the  lanthanoid-
based  family,  and  thus  a  considerable
smaller number of examples exist. As far as
the   transition  metal  based  SIMs  are  con-
cerned, dozens of  examples have been re-
ported,17 and while cobalt and iron are the
most common magnetic ions, examples also
include chromium, manganese, nickel,  cop-
per and rhenium.18 Despite this synthetic ef-
fort, the hysteresis record in standard condi-
tions for transition metal mononuclear SMMs
is still the one of the first reported example,
namely  6.5  K  for  [K(crypt-222)]
[Fe(C(SiMe3)3)2],  which  displays  an  energy
barrier  of  226 cm-1.19 Also,  note that  mag-

netic  hysteresis  with  coercivity  was  mea-
sured for [(SIPr)Co=NAr] (SIPr = 1,3-bis(2,6-
diisopropylphenyl)imidazolin-2-ylidene,  and
Ar =  2,6-dimesitylphenyl) up to 9.5 K using
a fast field sweep rate of 700 Oe·s-1.20 In ac-
tinides, both the number and the variety of
examples are remarkable smaller compared
to the case of transition metals. Practically
all of the studied systems are based on ura-
nium,21,22,23 with only a couple of  examples
based  on  neptunium24 and  plutonium.  The
best reported case is the uranium complex
[U(TpMe2)2]I with hysteresis below 5 K.25Ow-
ing  to  26the  broader  number  of  available
SIMs based on the lanthanoid-based family
and to the accumulation of  knowledge de-
rived from the theoretical studies, improved
design  strategies  have  been  developed  to
improve their properties. A key example that
illustrates this  point is provided by the cy-
clooctatetraenyl  metallocene  complexes  in
linear  coordination.  Thus,  a  wise choice of
the lanthanoid has allowed to maximize the
anisotropy achieving blocking temperatures
as high as 14 K in the Er3+ derivatives.27 This
strategy  has  subsequently  been  improved
using  more  compact  -clouds  and  thus  a
stronger axial magnetic field, which has re-
sulted  in  a  dramatic  ramp-up  of  Tb since
2017,  with  the  chemical  design  of  SIMs
reaching  magnetic  hysteresis  above liquid-
nitrogen  temperatures  (see  Fig.  1).  Up  to
now, the most promising systems have been
double-decker systems based on rigid  aro-
matic rings. This kind of coordination envi-
ronment,  which  depend  on  the  selected
rings, favors an axially-elongated ligand field
that encapsulates a lanthanide ion with an
oblate  f-shell  cloud,  e.g.  Dy3+,  which  mini-
mizes  electrostatic  repulsion.  By  a  careful
tailoring of  the substituents in this  type of
aromatic  ligands,  one  can  envision  further
improvements  beyond  the  current  perfor-
mances of these magnetic entities that are
nowadays  the  high-temperature  frontier  of
SIMs.



Fig 1. Milestones in single-ion magnets of rising values of effective barriers Uef and blocking tem-
peratures Tb.



Modeling the electronic structure in
f-block single-ion magnets 

Despite this encouraging progress, model-
ing the properties of f-block molecular nano-
magnets  from accurate  magneto-structural
correlations is considered a great challenge
that  awakes  a  remarkable  interest  in  the
field. Nowadays,  there are several  comple-
mentary methodologies that have been pro-
gressing in parallel with respect to the ex-
perimental discoveries. There is an upward
trend in molecular magnetism to standardize
on  methods  based  on  the  chemical  struc-
ture, either electrostatic or, more commonly,
ab initio. In contrast, spectroscopists study-
ing the optical transitions of the rare earths
tend  to  rely  on  phenomenological  crystal
field methods, fitting a large range of experi-
mental energy levels. 

The current theoretical and computational
tools  to  estimate  the  energy  barrier  have
been  mainly  focused  on  lanthanoid  SIMs.
These  approaches  are  based  on  previous
theoretical results developed for lanthanide
ions embedded in solid-state matrices or in
highly symmetric inorganic crystal field envi-
ronments. At the same time, the computa-
tional  tools  to  calculate  the  joint  effect  of
spin-orbit coupling and the ligand field -such
as methods based on the Complete Active
Space but including spin-orbit coupling as a
perturbation-  had  been  used  in  molecular
magnetism for  the  study  of  spin  states  in
magnetic  molecules  exhibiting  anisotropy.
Because of the historical importance of tran-
sition  metals  in  molecular  magnetism,  this
originally often meant calculating the effec-
tive Landé g parameter.28 However, as soon
as  transition  metal  SIMs  were  a  reality,
CASSCF-based  methods  were  applied  to
them.29,30 In  contrast,  DFT  methods,  which
had been used with some success to ratio-
nalize the effective barrier in (Mn12ac), have
not been commonly employed in the case of
SIMs,31 so we will  not  focus  on  them here
and instead review the difference between
electrostatic  crystal-field  models,  which
have  been  applied  frequently  in  this  field,
and post  Hartree-Fock  multi-configurational
ab  initio methodologies,  which  have  been
used even more extensively.

Electrostatic  crystal-field  models  aim  to
describe  the  perturbation  of  the  4f-shell



electron cloud of the central ion produced by
a  surrounding  charge  distribution  that
breaks the degeneracy within the ground  J
multiplet. The simplest model of this type is
the Point Charge Electrostatic Model (PCEM),
in which the electrostatic field is parameter-
ized as a sum of Coulomb fields created by
point  charges  (i.e.  the  formal  charges)
placed  at  the  crystallographic  positions,
completely  disregarding  covalency.32 In
molecular  magnetism,  this  basic  but  intu-
itive idea permitted a preliminary attempt to
rationalize  the  most  likely  conditions  that
lanthanoid-based  complexes  need  to  meet
to behave as SIMs, both qualitatively33 and
quantitatively.34,35 Based  on  the  PCEM,  the
MAGELLAN code was developed as an inex-
pensive  tool  for  the  easy axis  direction  of
low-symmetry  dysprosium  SIMs  in  2013.36

Since the middle of last century, a plethora
of  modifications  of  this  early  model  have
been  suggested  in  the  literature.37,38,39,40,41

The idea has been to keep the simplicity of
PCEM to some extent, but providing a more
realistic  set  of  CFPs  as  the  spectroscopic
techniques  allowed  a  better  estimation  of
them. Among those improvements, the Ra-
dial Effective Charge (REC) proposed by our
group has often been used for the inexpen-
sive  modeling  of  molecular  nanomagnets42

and spin  qubits,43 The  essential  change of
the REC model is the substitution of the for-
mal charges of the atoms in the first coordi-
nation sphere by effective charges that are
smaller than the real charges and are placed
at smaller  distances from the metal  to ac-
count for covalency. For  that,  two parame-
ters  per  type  of  donor  atom  are  defined,
namely the effective charge (Zef) and the ra-
dial displacement (Dr). In a fitting procedure,
both REC parameters are varied to achieve
the minimum deviation between calculated
and experimental data. The displacement of
the point charge along the chemical bond di-
rection has remarkable consequences in the
values of the second-, fourth- and sixth-rank
CFPs, correcting the deviations that had his-
torically been encountered when comparing
the PCEM-derived CFPs with phenomenologi-
cal ones.44 

On  the  other  hand,  recent  advances  in
post  Hartree-Fock  multi-configurational  ab
initio methodologies have permitted to de-

velop  a  computational  framework  that  has
widely been used in the theoretical charac-
terization  of  these  magnetic  entities.  The
main difference with regard to  semi-empiri-
cal or phenomenological methods is that ab
initio approaches do not rely on experimen-
tal data to be fitted. This means that their
results  are  derived  from  the  fundamental
constants  introduced  by  the  applied  quan-
tum physical laws. Thus, it  provides a per-
fect scenario to correlate the chemical struc-
ture  with  the  magnetic  and  spectroscopic
properties limited instead by computational
time  consumption.  The  most  broadly  em-
ployed  ab  initio multi-configurational  ap-
proach  is  the  CASSCF/PT2  method  (Com-
plete Active Space Self-Consistent Field and
Perturbation  Theory  up  to  Second  Order),
subsequently complemented with spin-orbit
interaction effects (e.g. RASSI-SO, Restricted
Active Space State Interaction with Spin-Or-
bit coupling).45,46,47 This method has been im-
plemented  in  a  plethora  of  computational
packages such as MOLCAS –the most histori-
cally  used  in  molecular  magnetism–,48,49

Gaussian,50 Orca51 and MOLPRO52.  It allows
the calculation of the full set of CFPs, energy
levels, wave functions, as well as the orien-
tation  of  the  main  magnetic  axes  and the
static magnetic properties. The basics of this
approach has deeply been described in the
literature.  Very  recently,  simplifications  to
CASSCF  via  the  configuration-averaged
Hartree-Fock (CAHF) algorithm with the ob-
jective of achieving similar results that those
of CASSCF while reducing the time-scale of
the calculations have been proposed.53,54 The
CASSCF/RASSI-SO method has played a de-
terminant role  in  the understanding of  the
static  magnetic  properties  of  molecular
nanomagnets and spin qubits. Through the
SINGLE_ANISO program, it has been possible
to compute magnetic anisotropy,55 magnetic
susceptibility, magnetization, energy levels,
magnetic  relaxation  pathways56 and  mag-
netic couplings,57 as well as the full set of 27
CFPs.58 In this approach, CFPs are deduced
by a decomposition of the CF matrix in irre-
ducible  tensor  operators  (ITOs)  and  in  ex-
tended  Stevens  operators  working  in  the
ground  2S+1LJ multiplet.  Simultaneously,  the
projections of the total angular momentum
with  respect  to  the  reference  coordinate
frame are also estimated. The first remark-



able  application  of  ab  initio methods  to  a
mononuclear SMM dates back to 2012, when
CASPT2 calculations  were  able  to  simulate
the  magnetic  anisotropy  changes  of
[Na{Dy(DOTA)(H2O)}]·4H2O, derived by the
rotation of the apical water molecule of the
complex.59,60 Soon,  this  approach  became
very popular –one can find near a hundred
of relevant results from Web of Science con-
cerning mainly the application of CASSCF in
f-element  molecular  magnetism–,  and  its
success in the prediction of magnetic anisot-
ropy, especially in Dy complexes, has been
demonstrated again and again. 

The next frontier in the rationalization and
modeling of  f-block molecular nanomagnets
is  the  application  of  the  above-mentioned
theoretical frameworks to the study of acti-
noid-based SIMs. This kind of systems have
been considered as very promising in molec-
ular  magnetism  because  actinides  can,  in
principle,  combine  the  best  features  of  3d
and 4f nanomagnets, since 5f electrons can
lead to the simultaneous presence of strong
magnetic anisotropy and magnetic superex-
change  coupling  with  other  magnetic  cen-
ters.  Unfortunately,  this  promise  is  largely
hindered  by  the  complexity  that  they
present for their modeling, thus difficulting a
rational  design  of  actinoid-based  SIMs  ex-
hibiting  improved  properties.  Due  to  the
larger crystal field splitting that this type of
complexes do possess, one needs to define
a  “full  model”  Hamiltonian  taking  into  ac-
count  inter-electronic  repulsion,  spin-orbit
coupling and the ligand field potential.61 In
this context, the CONDON package appears
as the leading software code for this model-
ing. The best strategy is to provide an initial
guess of the CFPs using either electrostatic
or  ab  initio methods  and  then  diagonalize
the full Hamiltonian or fit a series of experi-
mental energy levels by varying the calcu-
lated CFPs In any case, one should note that
in  uranium,  perhaps  even  more  than  with
lanthanides,  there is  a large mismatch be-
tween Uef and energy gaps, of one to two or-
ders of magnitude.62 This means that a sim-
ple Orbach process cannot describe the be-
havior properly and has stimulated some au-
thors to assume a Raman process. Meihaus
et al. showed that  the temperature-depen-
dent data of many U3+-SIMs might be fit well

to  a  power  dependence  of  temperature.63

This  serves  as  a  powerful  stimulus  for  a
more detailed modelling of the vibrationally-
induced relaxation in actinides.



Modeling the effect  of  vibrations on
single-ion magnets

One of the most recent crucial advances in
this  context,  from  the  theoretical  point  of
view, has been the incorporation of the ef-
fect of both molecular and lattice vibrations
that couple to the spin states into the com-
putational  methodologies  (see  Fig.  2).  In-
deed,  the  quantitative  improvement  be-
tween the complex known as [Dy(Cpttt)2]+ (Tb

= 60 K)64 and Dy-5* (Tb = 80 K) was justified
as a rational  optimization of  the molecular
structure in terms of vibrations.[cita Layfield
**] Since the hydrogen atoms in the Cp rings
were  involved in the vibrations that contrib-
uted  most  to  the  Orbach relaxation,  these
were substituted by aliphatic groups. This, of
course,  required  a  judicious  design  to  find
the exact steric impediment that allows co-
ordination to the Dy of two substituted Cp
rings while  impeding a  third  ligand to  join
the coordination sphere. In this case, achiev-
ing  this  compromise  while  eliminating  any
hydrogen atom directly connected to the Cp
rings meant overcoming the synthetic com-
plication  of  combining  two  different  rings,
one with bulky isopropyl groups and another
with  the  smaller  methyl  groups.  Moreover,
the theoretical  analysis  of  Layfield and co-
workers  indicates  that  two  out-of-plane  vi-
brations of the Cp* ligand with frequencies
in the range of the calculated gap to the first
excited state (about 650 cm-1) might be re-
sponsible for relaxation in Dy-5*, thereby in-
dicating  the  direction  for  further  improve-
ments: choosing substituents to bring these

modes out of resonance with the excitation
gap. 

As in the case of the modeling of the lig-
and field, the modeling of the coupling be-
tween vibrations and spin energy levels also
started with transition metals.65 A contribu-
tion  by  some of  us  introduced  one of  the
germinal ideas on which current models rely
on,66 already  in  2015:  Based  on  the  case
study  of  the  square  planar  complex
[Cu(mnt)2]2–  (mnt2– = 1,2-dicyanoethylene-
1,2-dithiolate), this was a systematic proce-
dure  to estimate the coupling between the
electron spin energy levels and each individ-
ual molecular vibrational mode. This model
relies  on  the  ability  to  calculate,  for  any
given  geometry,  the  parameter  B in  the
Hamiltonian that governs spin energy levels,
such  as  the  effective  Landé  g factor,  the
Zero  Field  Splitting  E or  the  set  of  CFPs

{B2
0 …B6

6 } . By preparing molecular geome-

tries  along  the  distortion  coordinate  Qk of
each  vibrational  mode  k,  by  re-calculating
this parameter  B for  each of  these coordi-
nate  sets,  and  by  assuming  a  vibrational
harmonic  model,  a  Taylor  expansion  up  to
second order in mode coordinates leads to a
simple expression for the coupling of B with
each mode k as a function of the vibrational
frequency  of  the  mode,  its  reduced  mass,
and the second derivative of  B with respect
to Qk evaluated at the relaxed geometry. It is
important to note that this early model did
not yet calculate relaxation times but merely
matrix elements for the future master equa-
tions.



Fig 2. Milestones in the theoretical modeling of vibration-mediated spin relaxation in molecular 
nanomagnets.

In  2017,  a  more  sophisticated  work  was
developed by Lunghi and co-workers, based
on  the  trigonal  complex  [(tpaPh)Fe]−

(tpa=tris(pyrrolyl-R-methyl)amine).67 This
contribution introduced a series of new key
concepts into this research line, allowing to
apply a correction to the Arrhenius plots and
to explain why for high barrier cases the ef-
fective barrier can be much lower. Working
under  the  Born–Markov  approximation,  the
authors integrate out the phonons’ compo-
nent of  the density matrix  and reduce the
problem to  a  purely  electronic  one  in  the
presence of a phonon bath. The spin dynam-
ics are then studied through the first-order-
reduced spin density operator as described
by  the  diagonal  elements  of  the  Redfield
master equation, where phonon dissipation
is  explicitly  introduced  by  modeling  their
spectral shape. Indeed, this model considers
the phonon linewidth that, after a thresh-
old temperature, scales linearly with temper-
ature.  Importantly,  this  linewidth  serves to
explain the role of  anharmonic phonons to
achieve  the  resonance  condition  and  ulti-
mately the transfer  of  energy from an ex-
cited spin state towards the phonon thermal
bath. Since the authors in this contribution
solve  the  master  equation,  an  estimate  of

the  full  relaxation  time  is  calculated  as  a
function of temperature. This work was ac-
companied by related advances by the same
authors, which demonstrate the importance
of local vibrational modes in magnetic relax-
ation,68 and  correlate  their  harmonic  fre-
quencies  with  experiments  from THz spec-
troscopy.69 Late progress on this line includes
further first-principle spin dynamics by ana-
lyzing the role of coordination geometry and
ligand field strength.70 In the case of vanadyl
complexes,  the  relaxation  mechanism  is
dominated, depending on whether the mag-
netic field is low or high, by the modulation
of hyperfine coupling or of the Zeeman ef-
fect  by  the  intra-molecular  components  of
the acoustic phonons.71

After the ground was set by studies in tran-
sition metal complexes, the modeling of the
coupling between vibrations and spin energy
levels  in  lanthanide  ions  was  finally  kick-
started by the two recent records in  high-
temperature  magnetic  hysteresis,  both
based  on  the  chemical  family  of  the  dys-
prosocenium  sandwich.[Goodwin-Nature-
2017],[F.-S. Guo, B. M. Day, Y. C. Chen, M.-L.
Tong,  A.  Mansikkamäki,  R.  A.  Layfield,  Sci-
ence, 2018, 362, 1400-1403] In both cases,
the spin–phonon coupling was  determined



by  performing  an  extensive  series  of
CASSCF-SO calculations  for   molecular  ge-
ometries  distorted  along  each  vibrational
mode. The variation of the CFPs was subse-
quently estimated from crystal field decom-
position of the electronic structure for each
of  the  distorted  structures.  One major  ap-
proximation common to both works, namely
to  ignore  long-wavelength  phonons  and to
focus  only  on  gas-phase  local  vibrations,
may suppose an important limitation. A re-
cent  theoretical  work  provided  preliminary
insight into this open problem by finding –for
a  different  lanthanide  complex-  that  long-
wavelength  phonons  and low-frequency vi-
brations  (below  10  cm-1)  do  not  modulate
significantly  the  spin  energy  levels  in  the
solid state. 

Crucially, Goodwin and co-workers (**ref**)
went  a  step  further  and  re-defined  vibra-
tionally-induced  Orbach  and  second-order
Raman transition  rates  between two given
electronic states. By assuming the Born-Op-
penheimer approximation and a harmonic vi-
brational  perturbation  to  the  equilibrium
electronic structure, the new expressions de-
pend on a finite set of non-interacting har-
monic vibrations as provided by first-princi-
ples  geometry  relaxations,  instead  of  the
common  vibrational  energy  continuum de-
rived  from  the  use  of  the  Debye  model.
These  expressions  allow  building  the  so-
called master matrix, whose diagonalization
results in a series of characteristic relaxation
rates  that  describe  the  several  relaxation
channels of the system. In particular, when
the Orbach transition rates are employed, all
but one are fast relaxation rates correspond-
ing to processes at either side of the barrier,
and the remaining slow relaxation rate cor-
responds to the Orbach relaxation over the
barrier.

 The uranocenium family is the latest un-
explored  frontier  in  this  challenging  effort,
since  it  combines  the  difficulties  for  the
modeling of  the  electronic  structure  in  ac-
tinide coordination compounds, as detailed
in the previous section, with a scarcity in ex-
perimental  results.  However,  at  the  same
time,  this  family  may  could  extend  the
promise  of  the  hysteresis  records  experi-
mentally  found  for  dysprosocenium  com-
plexes under a rational design.

The  uranocenium  case:  Spin-vibra-
tional  coupling  and  calculated  mag-
netic relaxation dynamics

In order to explore the spin-vibrational cou-
pling  in  a  foreseeable  actinoid-based  SIM
with a large energy barrier we are going to
focus  on  the  uranocenium complex.  Since
metallocenium-based  complexes  hold  the
latest  records  in  blocking  temperature  Tb,
[ref  **]  we  probed  the  (hypothetical)  ura-
nium analogue of  [Dy(Cpttt)2]+ (Tb = 60 K),
[ref**] namely, [U(Cpttt)2]+, see Fig. 3. Here-
after, we must again bear in mind both the
main  current  motivation  and  the  ultimate
goal of the corresponding first-principles cal-
culations. First, the low operating tempera-
tures of molecular nanomagnets still hamper
their implementation in devices working at
more  practical  temperatures.  Second,  the
pursuit of high-temperature molecular mag-
nets involves taking care about new relax-
ation mechanisms that start to dominate de-
magnetization at high enough temperatures.
Indeed,  as  temperature  is  raised,  the  in-
creasing energy stored in the phonon bath
can  now  promote  the  nanomagnet  relax-
ation, by which the spin makes use of this
thermal energy and crosses a potential bar-
rier  to  be  finally  reversed.  This  particular
process is possible because of the so-called
spin-vibration coupling. Thus, any attempt to
rationalize and predict new molecular mag-
nets operating at high temperatures needs
to necessarily understand the interaction be-
tween spins and vibrations. In particular, the
current  theoretical  efforts  are  essentially
aimed at identifying those molecular vibra-
tions  responsible  for  the  nanomagnet  de-
magnetization. Subsequently, the molecular
ligands can be re-designed in order to sup-
press the relevant atomic movements that
significantly couple to the spin and promote
its relaxation. As explained above, this is the
strategy  that  was  succesfully  applied  in
[Dy(Cpttt)2]+ to increase its blocking tempera-
ture from 60 K to 80 K in the latest reported
dysprosocenium complex.[ref**]



Fig.  3.  Relaxed  geometry  of  [U(Cpttt)2]+,
where  hydrogen  atoms  have  been  omitted
for clarity.

When  studying  vibration-mediated  relax-
ation in nanomagnets,  the general scheme
currently employed from the theoretical side
consists in the following simple picture: an
equilibrium electronic structure, in the form
of a potential barrier where the spin is ini-
tially located at one side, perturbed by a set
of harmonic molecular vibrations whose cou-
pling reverse the spin after crossing the bar-
rier. To determine the equilibrium electronic
structure, one first has to relax the molecu-
lar  geometry.  This  means to reach a  mini-
mum in  the  potential  energy surface  as  a
function of the atom coordinates. At this re-
laxed geometry, the CFPs are estimated and
their  implementation  in  the  crystal  field
Hamiltonian  determines  the  equilibrium
electronic  structure.  The  estimation  of  the
equilibrium  CFPs  can  be  accomplished  by
means  of  a  standard  CASSCF  calculation.
[ref] Since this is not possible in our case as
we  lack  an  experimental  geometry  of
[U(Cpttt)2]+, we use the equilibrium electronic
structure of [Dy(Cpttt)2]+ as a starting point
and project it  onto [U(Cpttt)2]+.[arxiv**] This
projection  leads  to  equilibrium  electronic
structure as shown in Fig. 4.

Fig.  4.  Lowest  2J+1 electron spin  states  of
the ground J = 9/2 multiplet of U3+ evaluated
at the relaxed geometry of [U(Cpttt)2]+, along
with the Jz expectation values.

Once  the  molecular  geometry  has  been
fully relaxed, the next step is the calculation
of  its  vibrational  spectrum.  This  step  pro-
vides the set of molecular vibrations in the
form of the following information: harmonic
frequenciesj,  reduced masses  mj and dis-
placement  vectors.  For  each  vibrational
mode, these vectors determine the direction
along which each atom vibrates around its
relaxed  position.  The  vibrational  perturba-
tion on the equilibrium electronic structure is
introduced by calculating the change in each
equilibrium crystal field parameter produced
by the action of each vibrational mode. In a
previous work we calculated this change up
to second order in mode coordinate  QJ and
as a function of  temperature T.[jpcl**] This

change Δ ( A k
q ⟨ rk ⟩ ) j(T ) , in terms of Stevens

notation, depends on the j vibrational mode
and on the crystal field parameter k,q as dis-
played in Eq. (1): 

       
(1)

The variable  ⟨n j ⟩=1 /(exp(h ν j

K BT )−1)  is

the so-called boson number. It accounts for

the thermal dependence of  Δ ( A k
q ⟨ rk ⟩ ) j(T )

and describes the average number of avail-
able  vibration  quanta at  a  given  tempera-



ture in the mode  j. Another important vari-
able  in  Eq.  (1)  is  the  second derivative of

A k
q ⟨ rk ⟩  respect to  QJ evaluated at the re-

laxed geometry. Its determination is straight-
forward and can be found elsewhere.[jpcl**]
Crucially for our interest,  the spin-vibration
coupling  matrix  elements  ⟨ i|Ĥ|f ⟩ ,  which
compose the transition rates   and connect
two given states ¿ i ⟩  and ¿ f ⟩   in Fig. 4,
depend proportionally on Eq. (1) through the
perturbing Hamiltonians Ĥ j   in Eq. (2):

Ĥ j= ∑
k=2,4,6

∑
q=−k

k

∆ ( A k
q ⟨r k ⟩) j (T )ηk Ôk

q     (2)

This perturbing Hamiltonian, which is  dif-
ferent for each mode j, is written in terms of
the extended Stevens operators  Ôk

q  and
the Stevens coefficients. Since our selected
f-block metal  is  U3+,  we employ the coeffi-
cients  corresponding to the isoelectronic  f3

metal ion NdIII. 

At this point, we can already state the key
role of Eq. (1) in relation to magnetic relax-
ation.  Indeed,  the  evaluation  of  this  relax-
ation depends on solving a master equation,
which determines the time evolution of the
spin population through the several states in
Fig. 4. A commonly employed equation is the
so-called Pauli master equation, which is the
one we can use to model  the vibration-in-
duced relaxation in [U(Cpttt)2]+.72 This equa-
tion depends on the abovementioned transi-
tion rates, which consist in a summation of
independent  contributions  each  one  ac-
counting  for  a  different  vibrational  mode.
The key point is that each one of these con-
tributions is proportional to the correspond-
ing  matrix  element  ⟨ i|Ĥ|f ⟩ .  Thus,  since

Ĥ j  is also proportional to Eq. (2), in order
to suppress the transition rates and, conse-
quently, the magnetic relaxation we need to
unavoidably  look  for  strategies  aimed  to

cancel  each  Δ ( A k
q ⟨ rk ⟩ ) j(T ) .  From Eq.  (2),

one  can  already  realize  that  a  proper  in-
crease both in the harmonic frequency j and
in the reduced mass mj will lead to a reduc-

tion in  Δ ( A k
q ⟨ rk ⟩ ) j(T ) . In addition, a com-

plementary  and beneficial  effect  is  that  of
those modes that give a quasi-linear evolu-

tion in  A k
q ⟨ rk ⟩  with  QJ around the relaxed

geometry, since these modes will produce a
rather  negligible  second  derivative  in  Eq.
(2). [jpcl**]

The Pauli master equation is a linear differ-
ential  equation.  Thus,  to  solve  it  one  only
needs  to  diagonalize  its  coefficient  matrix
known as master matrix. These coefficients
are nothing but the several transition rates
that connect each pair of spin states in Fig.
4.  The  diagonalization  of  this  matrix  pro-
vides  the  different  relaxation  rates  corre-
sponding  to  the  different  spin  relaxation
channels as mentioned above. One of these
rates is in fact strictly zero, and represents
the situation of thermal equilibrium. This sit-
uation is  attained at  infinite time,  and the
spin population of each state is distributed
according to the Boltzmann law. All but one
of  the  other  channels  corresponds  to  spin
motions on either side of the potential bar-
rier, and are characterized by fast relaxation
rates. The remaining channel corresponds to
the process by which the spin crosses the
barrier until its reversal. Like the picture of a
chemical reaction, this process is character-
ized by a slow relaxation rate and represents
the rate-determining step in the nanomag-
net relaxation. Thus, this slow rate -1 deter-
mines the timescale of the nanomagnet de-
magnetization at the working temperature T.
In  Fig.  5  we  show  our  calculated  thermal
evolution  of  the  relaxation  time   for
[U(Cpttt)2]+ by employing the Orbach transi-
tion rates in the master equation. Here we
focus on the Orbach process as it commonly
dominates magnetic relaxation in the tem-
perature  range  where  the  molecular  mag-
netism community is now turning its atten-
tion. In fact, we repeated this calculation but
by employing the second-order Raman tran-
sitions rates and found that this mechanism
is far from dominating relaxation in the ex-
plored  temperature  range  such  as  in
[Dy(Cpttt)2]+.  



Fig. 5. Temperature dependence of relaxation time . The fitting
in  the  range  30-50  K  where  the  Orbach  process  dominates
relaxation corresponds to an Arrhenius-like law.

The  relaxation  time  in  the  temperature
range where the Orbach process dominates
(above some few tens of  Kelvin) is  experi-
mentally  modeled by an Arrhenius-like law

τ=τ0 exp ⁡(U eff T
−1) . Thus, the thermal evo-

lution of   follows a linear trend when plot-
ting ln() vs T-1. In this process, the spin does
not necessarily reach the top of the barrier
before crossing. Instead, it tunnels the bar-
rier at an effective height given by Uef. The
Orbach prefactor τ0

−1  represents the num-
ber of attempts per unit time to tunnel the
barrier. From Fig. 5, the fitting produces the
following estimations: Uef = 203 cm-1 and 0

= 2.7·10-8 s. As one can observe in Fig.  4,
the  effective  barrier  Uef would  be  located
around 40 cm-1 above the first excited dou-
blet in [U(Cpttt)2]+, and lies among the stan-
dard values found for a large set of recent
molecular magnets.[ref**] The estimated Or-
bach prefactor is  also found inside the ex-
perimentally-observed  common  range  10-5-
10-10 s.73 

A  complementary  information  that  can
also  be  extracted  from the  master  matrix
when  using  the  Orbach  transition  rates  is
the relaxation pathway followed by the spin,
see Fig. 6. Of course, this should be applied
only  at  those  temperatures  where  the  Or-
bach  process  is  the  dominating  relaxation
mechanism. First, one needs to place all the
spin population at a given state in Fig. 4 as
an initial condition to solve the master equa-
tion. Since our current interest is the use of
a molecular magnet as a classical memory

storage device, the initial spin population is
all placed at one component of the ground
doublet, which acts as the memory bit. In an
experiment,  this  corresponds  to  magnetize
the sample in the magnetic anisotropy direc-
tion and then to turn the magnetic field off.
Below 25 K, we found that only the ground
and first excited doublets are populated and
the  spin  tunnels  the  barrier  through  their
components. Nevertheless, here we must re-
call  again that we are only considering Or-
bach-driven  magnetic  relaxation.  At  low
temperatures, alternative relaxation mecha-
nisms can be at play and dominate, such as
the case of the direct process where the spin
tunnels the barrier through the ground dou-
blet components without populating any ex-
cited  doublet.  Above  25  K,  the  Orbach
process starts to dominate. This is  the so-
called thermally-activated regime where the
number of available phonons is high enough
to  promote  the  spin  to  excited  states.  As
temperature is raised, both the first and sec-
ond  excited  doublets  become  populated,
and  an  increasing  spin  population  tunnels
the barrier through their components. 

Fig.  6.  Orbach-mediated  relaxation  pathways  at  different
temperatures. All spin population is initially located at the <Jz> =
-3.99.  The  percentages,  which  represent  the  fraction  of  the
departing spin populations, are normalized to the incoming spin
population of each state.



Final discussion and conclusions

In  the  above  we  have  calculated  the  elec-
tronic  structure  and the  spin-vibrational  cou-
pling  in  an  uranocenium  complex  namely
[U(Cpttt)2]+.  Here  these  results  will  be  com-
pared with those observed in  the  lanthanoid
analogues  as  well  as  in  the  uranium-based
SIMs. 

As  far  as  the  electronic  structure  is  con-
cerned, an important feature of the equilibrium
electronic structure is the composition of the

spin states in terms of the  |MJ>  labels corre-
sponding  to  the  ground  J multiplet.  In
[U(Cpttt)2]+, the ground doublet is composed in
a 82% of |±9/2>, being the  |MJ> mixing even
more noticeable in the excited doublets,  see
SI. This extensive mixing has also been calcu-
lated in the previously reported uranium-based
nanomagnets,74,75 and facilitates magnetic re-
laxation.  Furthermore,  as  pointed  out  above
(see Figure 6),  in [U(Cpttt)2]+ the spin tunnels
the  barrier  just  a  bit  above the  first  excited
doublet. These features are in sharp contrast
with  those  exhibited  by  the  dysprosocenium
magnets [Dy(Cpttt)2]+ and Dy-5*, where (i) the
low-lying spin states are much purer although
the ligand coordination is not strictly axial, and
(ii) the barrier tunneling is produced close to
the  most  excited  doublets.  Thus,  according
with this electronic structure, the SMM perfor-
mance in [U(Cpttt)2]+ is expected to be worse
than for the dysprosocenium magnets.  Still, to
confirm this conclusion we must also check the
timescale of the relaxation pathway. Indeed, a
large  enough  relaxation  time  would  at  least
make  barrier  tunneling  through  the  lowest
doublets  take  longer.  We  note  that  the  esti-
mated  relaxation  times  in  [U(Cpttt)2]+ are
clearly much shorter than those reported for
[Dy(Cpttt)2]+ and Dy-5*.  These estimations al-
low us to predict that the experimental detec-
tion  limit  (:  10-6 s)  in  [U(Cpttt)2]+ would  be
reached at 50 K. Compared with the previously
reported uranium-based nanomagnets, this up-
per bound is around one order of magnitude
larger. 

Inside the thermally-activated regime, where
the Orbach process dominates relaxation,  an
effective barrier of Uef = 292 K is estimated for
[U(Cpttt)2]+, which is clearly below those deter-
mined for [Dy(Cpttt)2]+ (Uef = 1760 K) and Dy-
5* (Uef = 2217 K). On the contrary, the calcu-
lated  Orbach  prefactor  0 =  2.7·10-8 s  in
[U(Cpttt)2]+ is  at  least  three  orders  of  magni-
tude  larger  than  those  experimentally  found

for [Dy(Cpttt)2]+ (0 = 2.0·10-11 s) and Dy-5* (0

= 4.2·10-12 s). Thus, the attempt rate to cross
the  barrier  would  be  much  slower  in
[U(Cpttt)2]+. The comparison of [U(Cpttt)2]+ with
the  previously  reported  uranium  molecular
magnets reveals two important points: On one
hand, our calculated Orbach prefactor is found
among the smallest ones. On the other hand,
Uef in  [U(Cpttt)2]+ is  estimated in  the  several
hundreds of  Kelvin,  while this figure of merit
has  been  commonly  found  in  the  range  of
dozens  of  Kelvin  for  uranium-based  SIMs.
(**Ref U16, U17) In conclusion, while it is clear
that [U(Cpttt)2]+ is  far from outperforming the
lanthanoid analogues [Dy(Cpttt)2]+ and Dy-5* in
terms of magnetic bistabilty, this nanomagnet
may represent a significant advance with re-
spect to the uranium-based nanomagnets.

Finally, inspection of the Orbach-based mas-
ter matrix provides a last and useful informa-
tion for the molecular design of novel uranium-
based nanomagnets.  Indeed,  once the  most-
likely relaxation pathway has been identified,
the  Orbach transition  rates  that  connect  the
states present in this pathway can be checked.
As explained above, these rates depend on the
contributions  from  the  different  vibrational
modes  whose  energy  drives  the  spin  across
these states. In these rates, we will focus on
those modes with the highest relative weight.
Thus, after a visual inspection of them, it will
be possible to propose structural modifications
in the ligands aimed to suppress the action of
these particular vibrations, with the hope of in-
creasing the magnet performance. Among our
calculated  vibrational  modes  in  [U(Cpttt)2]+,
there exist six of them which have the highest
relative weight in the relevant transition rates,
see SI. One of these vibrations (16th) was also
identified in [Dy(Cpttt)2]+ (64th and 67th). This is
a rocking-like deformation where the hydrogen
atoms  bounded  to  the  coordinating  rings
moves towards and away from the metal ion
(see **figura animada en SI**). The movement
of these hydrogen atoms was eliminated once
they were replaced by bulkier substituents in
Dy-5*.  Intriguingly,  this  modification  suc-
ceeded as both the blocking temperature and
the effective barrier  were  increased by 20 K
and around 300 cm-1, respectively. There exist
two  more  vibrational  modes  (18th and  21th)
with clearly characteristic movements among
those that dominate the relaxation pathway in
[U(Cpttt)2]+. These are breathing-like vibrations
where the rigid Cpttt rings approach and move
away from each other (see **figura animada



en SI**). Importantly, they are also present in
Dy-5* (66th,  67th,  68th) and could be hindered
by stapling the two coordinating rings such as
in some bis-phthalocyanines. Other noticeable
movements  among  the  remaining  important
vibrational modes of [U(Cpttt)2]+ involve methyl
rotations  in  the  terc-butyl  substituents.  Ini-
tially, one could partially block these rotations
by employing the heavier fluorinated analogs –
CF3. In general, since the frequencies of these
six vibrations are close to match the gaps be-
tween the ground, first excited, and second ex-
cited doublets, the magnet performance could
be  improved  by  any  structural  modification
that  brought  these  vibrational  modes  out  of
resonance. All in all, everything suggests that
there still exists further structural modification
to explore in bis-metallocenium-based ligands,
which seem to open more avenues in the pur-
suit of new highly-performing molecular mag-
nets based on f-block elements. 
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