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novel physical phenomena. Implementa-
tion of 2D vdW magnets in real technolo-
gies, however, requires the description 
of their magnetic properties through an 
archetypal spin model such as Ising or 
Heisenberg. This gives a predictive indi-
cator to what kind of behavior is expected 
if such a magnet could be probed experi-
mentally. For instance, Ising is incom-
patible with the appearance of magnons 
or spin-waves since just two spin states  
(e.g., ±z) are taken into account.[12] If atomic 
spins Si  = μssi, where μs is the magnetic 
moment, need to precess to a different 
spatial orientation the Heisenberg model 
would give unrestricted values of Si on 
the unit sphere surface |si| = 1 in order to 
minimize the exchange interaction energy. 
As dimensionality determines the sta-
bilization of spin ordering differently to 
the bulk phase, previously demonstrated 

for many low-dimensional nanostructures,[13–15] higher-order 
exchange interactions beyond the Heisenberg or Ising models 
would be expected to play a key role in the magnetic proper-
ties of the magnetic layers. Of particular interest is CrI3 where 
magnetization has been firstly measured using magneto-
optical Kerr effect setup[2] at the limit of monolayer. Although 
CrI3 has been treated as an Ising ferromagnet due to its large 

Higher-order exchange interactions and quantum effects are widely known 
to play an important role in describing the properties of low-dimensional 
magnetic compounds. Here, the recently discovered 2D van der Waals (vdW) 
CrI3 is identified as a quantum non-Heisenberg material with properties far 
beyond an Ising magnet as initially assumed. It is found that biquadratic 
exchange interactions are essential to quantitatively describe the magnetism 
of CrI3 but quantum rescaling corrections are required to reproduce its 
thermal properties. The quantum nature of the heat bath represented by 
discrete electron–spin and phonon–spin scattering processes induces 
the formation of spin fluctuations in the low-temperature regime. These 
fluctuations induce the formation of metastable magnetic domains evolving 
into a single macroscopic magnetization or even a monodomain over surface 
areas of a few micrometers. Such domains display hybrid characteristics of 
Néel and Bloch types with a narrow domain wall width in the range of 3–5 
nm. Similar behavior is expected for the majority of 2D vdW magnets where 
higher-order exchange interactions are appreciable.

The rediscovery of magnetism in layered van der Waals (vdW) 
systems[1] has sparked an increasing interest in the investiga-
tion of spin interactions at the ultimate limit of few atom 
thick materials.[2–11] With the advent of new techniques of iso-
lation, manipulation, measurements, and theoretical predic-
tions, vdW magnets have become a playground for achieving 
the limit of magnetism in atomically thin crystals and unveil 
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anisotropy, recent findings reporting the appearance of topo-
logical spin-excitations,[16] temperature dependent magnons,[17] 
and angle-dependent ferromagnetic resonance[18] indicate that 
the magnetic properties of CrI3 are far beyond Ising.

Here, we show that these puzzling features can be naturally 
reconciled with the inclusion of biquadratic (BQ) interactions 
in an extended Heisenberg framework including additional 
quantum rescaling corrections. Our starting point is the fol-
lowing spin Hamiltonian:
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where iS  is the localized magnetic moment unit vector on Cr 
atomic sites i which are coupled by pair-wise exchange interac-
tions. Jij and λij are the isotropic and anisotropic bilinear (BL) 
exchanges, respectively, and Di is the onsite magnetic anisot-
ropy. We used up to third-nearest neighbors on both Jij and 
λij. The fourth term represents a biquadratic (BQ) exchange 
which occurs due to the hopping of more than one electron 
between two adjacent sites.[13,19] Its strength is given by the con-
stant Kij, which is the simplest and most natural form of non-
Heisenberg coupling. We can determine Kij by calculating the 
energetic variation of the spins iS  at each Cr site at different 
rotation angle θ including spin–orbit coupling[20–22] (Figure 1a). 
See Sections S1–S4, Supporting Information for details, and 
comparison with other models, such as Kitaev.[23,24] It is note-
worthy that λij and Kij in monolayer CrI3 have close magnitudes 
but are slightly smaller than Jij (Table S1, Supporting Infor-
mation). Indeed, in materials where the exchange is for some 
reason weak due to different processes, such as competition 
between ferromagnetic and antiferromagnetic exchange,[25] BQ 
exchange has a particularly strong influence as observed for 
several different compounds.[14,26–29] This seems to be the case 
for most of the vdW magnets as recently demonstrated.[19] We 
can apply similar analysis to bulk CrI3 which shows the same 
magnitude of BQ exchange for the intralayer interactions but 
smaller for the interlayer counterparts (Table S1, Supporting 
Information). These results indicate that higher-order exchange 
processes involving two or more electrons are important in CrI3 
magnets despite of the dimensionality. Nevertheless, we focus 
on the effect of BQ exchange on the magnetic features of CrI3 
not considering higher order interactions, that is, three-site 
spin interactions.[30]

To simulate the temperature and dynamic properties of CrI3 
at a macroscopic level, we have implemented the BQ exchange 
interactions shown in Equation (1) within the Monte Carlo 
Metropolis algorithm[31] also taking into account contributions 
from the next-nearest neighbors. See Section S5, Supporting 
Information for details. In this Monte Carlo model we assume 
a classical spin vector iS  on each atomic site i of fixed length μs 
whose direction can vary freely in 3D space. The quantization 
vector for the spin is a local quantity which naturally includes the 
effects of local thermal spin fluctuations and magnon processes. 
This clearly separates classical and quantum contributions to 
the magnetic behavior of CrI3. To analyse whether the Ising 
or the non-Heisenberg model (Equation (1)) provides the best 
description of the magnetic properties of bulk and monolayer 
CrI3, we undertake a quantitative comparison between both 

models with the measurement of the magnetization M versus 
temperature T using first-principles parameters as input. We 
use the magneto-optical Kerr effect (MOKE) data extracted 
from ref.  [2] for monolayer CrI3, and the superconducting 
quantum interference device (SQUID) technique for bulk CrI3  
(Sections S6 and S7, Supporting Information). Figure 1a,b show 
the simulated temperature dependence of the magnetization of 
bulk and monolayer CrI3 relative to the experimental data. It 
is clear that the Ising model grossly overestimates the meas-
ured Curie temperature (TC) for both systems by several tens of 
Kelvins reaching high temperatures. Ising gives TC ≈ 200 K and 
TC ≈ 102 K for bulk and monolayer CrI3, respectively, which is 
also in disagreement with previous experimental studies.[2,32–34] 
This suggests that a single quantization axis where spins are  
allowed to take only two values parallel or anti-parallel to the sur-
face is not accurate enough to represent the magnetic properties 
of CrI3 magnets. Conversely, the non-Heisenberg model gives 
a sound agreement with the measurements resulting in Curie 
temperatures of 44.4 K and 62.2 K for monolayer and bulk CrI3, 
respectively. We have also checked whether other models can give 
a sound description of the magnetic properties of CrI3. Namely, a  
Heisenberg model without the inclusion of BQ interactions,[35] 
a Kitaev model,[23,24] and also the BQ model in Equation (1) 
including non-collinear spin-textures at the level of Dzyaloshin-
skii–Moriya interactions (DMI). See Sections S4 and S8, Sup-
porting Information for details. While DMI do not give any vari-
ation of TC relative to the initial BQ model, both the Heisenberg 
and Kitaev models significantly underestimate the magnitude 
of the critical temperatures by several tens of Kelvin’s relative 
to the measurements ( 17.2C

KitaevT =  K, = −23 37.4C
HeisenbergT  K).  

These results suggested that BL models are insufficient to 
describe the magnetic features of CrI3. Furthermore, the inclu-
sion of BQ exchange has recently been observed in the descrip-
tion[19] of neutron scattering measurements on the magnon  
spectra of CrI3.[16] Even though the gap opening at the Dirac 
point is due to the presence of Dzyaloshinskii–Moriya interac-
tions (DMI), the interplay between BQ exchange and DMI plays 
a substantial role in several features observed in the spin waves 
at different k-points.[36,37] In particular at the magnon disper-
sion at the K−M−K path at the Brillouin zone.[19] These findings 
provide further background on the effect of BQ exchange on 
the magnetic properties of CrI3.

The shape of M(T) obtained from the classical Monte Carlo 
simulations instead of Equation (1) shows a much stronger cur-
vature than displayed by the measured data at low temperatures. 
To better reflect the quantum nature of the heat bath of the CrI3 
systems, we apply quantum rescaling methods[38] to adjust the 
average strength of the thermal spin fluctuations within the non-
Heisenberg model. The method has previously been applied to 
quantitatively describe the temperature dependent magnetiza-
tion of Fe, Co, Ni, and Gd magnets. We extend the approach to 
monolayer and bulk CrI3 (Figure 1c). Physically the temperature 
rescaling represents the quantum nature of the heat bath, con-
sisting of discrete electron–spin and phonon–spin scattering pro-
cesses. At low temperatures the spin directions are dominated 
by exchange interactions preferring ferromagnetic alignment of 
localized Cr spins. In the case of electron–spin scattering, only 
energetic electrons are inelastically scattered causing a local spin 
flip, while low energy electrons are elastically scattered and no 



Figure 1.  Quantum rescaling corrections. a,b) Comparison of measured and calculated temperature dependent magnetization (M/Ms) of bulk and 
monolayer (1L) CrI3, respectively, using Ising and non-Heisenberg models (Equation (1)). In both cases, the Ising model leads to large overestimation 
of the Curie temperature (TC) relative to the experiments. Even with the inclusion of biquadratic exchange into the description of the spin interactions, 
some deviations relative to the experiments are observed at low-temperatures. c) Plot of the effective simulation (spin) temperature against the compa-
rable experimental temperature of the environment for different values of the phenomenological rescaling exponent α. For α = 1, the two temperatures 
are equal and represents the usual situation for a classical Heisenberg magnet. For increasing values of α, the effective spin temperature is reduced 
due to the quantum nature of the heat bath reducing the spin fluctuations. The value of α = 1.70179 extracted from the measured data for bulk CrI3 
is shown for comparative purposes. d) Detailed comparison of the classical non-Heisenberg simulation and the experimental data for bulk CrI3 at a 
magnetic field of Bz = 1.0 T. The linear behavior of the magnetization at low temperatures is a well-known deficiency of a classical model. Applying 
quantum rescaling to include the quantum nature of the heat bath gives a quantitative agreement with the experimental data at the low temperature 
regime. At elevated temperatures, the differences arise due to the presence of an external magnetic field which resulted in values of TC of 69 K from 
simulations and 63 K from experiments. e) Magnetization as a function of the reduced temperature (T/TC) for monolayer CrI3 comparing classical and 
quantum rescaling-corrected simulations with the experimental data. The data is plotted normalized to Tc due to the small difference between meas-
ured and calculated Curie temperatures to enable a direct comparison of the top of the magnetization curve. The fitted line to the experimental data 
uses the computed value of β = 0.22 ± 0.004 from the classical simulation and assumed temperature rescaling exponent α = 1.70 fitted from the bulk 
experimental data. f) Comparative simulations of the temperature dependent magnetization for bulk CrI3 in different applied magnetic fields including 
temperature rescaling and normalized to TC. The simulations show a sound agreement with the experimental data at temperatures less than TC, while 
above TC the apparent paramagnetic susceptibility is lower in the simulations due to an absence of quantum effects above the Curie temperature.



spin flip o ccurs. M acroscopically t his s ignificantly re duces th e 
average strength of the thermal spin fluctuations within the sim-
ulation which we approximate by applying a simple temperature 
rescaling of the form

( / )sim exp C
1/T T T= α (2)

where α is a phenomenological rescaling exponent extracted 
from the experimental data (Figure  1c). The fitting assumes a 
simple Curie–Bloch interpolation of the form:

( ) [1 ( / ) ]Cm T T T= − α β (3)

and is seen to fit a wide range of ferromagnetic and antiferro-
magnetic materials including the current material of interest, 
CrI3. Practically our rescaling approach is only applicable 
over an ensemble average of hundreds of spins as individual 
scattering events are not directly simulated within our semi-
classical method, but effectively introduce the quantum nature 
of the heat bath within a classical model. Nevertheless, the 
ability of the classical non-Heisenberg model to quantitatively 
reproduce the temperature dependent properties of bulk CrI3 is 
remarkable. Figure 1d highlights the difference between simu-
lations with and without quantum rescaling corrections for bulk 
CrI3. It is clear that the classical nature of the atomistic spin 
model[39] induced discrepancies with the measured data below 
TC. As the spins are treated classically using a non-Heisenberg 
Hamiltonian, which follows the Boltzmann distribution, the 
curvature of the measured M(T) deviates from the classical 
behavior due to infinitesimal thermal fluctuations of the spins 
at the low temperature regime. These fluctuations of the mag-
netization have a quantum origin that are better represented 
using quantum statistics within the Bose–Einstein distribution.

By fitting Equation (3) to the bulk experimental data with 
βbulk  ≈0.25 initially extracted from the classical simulation we 
obtain excellent agreement between the scaled and measured 
M(T) for T < TC at α = 1.70. For the monolayer data (Figure 1e), 
we follow the same process as for the bulk, computing β1L = 0.22 
from first principles and Monte Carlo calculations. Assuming 
that the Bloch exponent α is independent of dimensionality, we 
find a sound agreement with the measured data for monolayer 
CrI3. The different β values compared to bulk ferromagnets 
indicate the criticality of the magnetization near the Curie tem-
perature, and are not universal properties of Heisenberg and 
Ising systems in contrast with previous studies.[32] The Bloch 
exponent and therefore quantum corrections are sufficient to 
explain the different shapes of M(T) curves without the need 
to resort to fundamentally different models, for example Ising, 
Kitaev, or XY models (Section S4, Supporting Information). We 
also performed quantitative comparison between simulated 
and measured data for M(T) at different magnitudes of the 
magnetic field Bz (Figure 1f). The applied Bz reduces the criti-
cality of the magnetization close to the Curie temperature, and 
the simulations converge towards the experimental data mainly 
for temperatures below TC with negligible differences (less 
than  1%.) Moreover, the field dependence of the magnetization 
above the Curie point is stronger in the experiments compared 
to the simulations since we do not take into account quantum 
rescaling effects above TC. The roughly double amount of Bz 

in the simulations to reproduce the experimental dependence 
beyond the Curie point suggests that quantum effects are still 
important as spin wave excitations or magnons may be pre-
sent as previously observed in other magnetic materials.[40,41] In 
reality an externally applied field affects the microscopic spin 
fluctuations and therefore alters the thermodynamic distribu-
tion of spins, for thin magnets it leads to a larger equilibrium 
magnetization than for the purely classical approach even far 
above TC.[40]

An outstanding question raised by the experiments is why 
a macroscopic magnetization or a monodomain exists in a 2D 
system after zero-field cooling. It is known that magnetic ani-
sotropy overcomes the limit of the Mermin–Wagner theorem 
by symmetry breaking, but one would ordinarily expect that 
magnetic domains are stable in the system, particularly in high-
anisotropy materials such as CrI3. To investigate this we simu-
lated the zero-field and field cooling processes for a large square 
nano-flake of monolayer CrI3  of dimensions 0.4  µm  × 0.4 µm 
using atomistic spin dynamics (see Section S5, Supporting Infor-
mation). The system is thermally equilibrated above the Curie 
temperature and then linearly cooled to 0 K in a simulated time 
of 2 ns for different values of applied external magnetic field, as 
shown in Figure 2 and Movies S1–S3, Supporting Information. 
From the simulations we extract the time evolution of the spins 
and the formation of magnetic domains extracting snapshots of 
the spin configurations during the zero-field cooling process. For 
zero magnetic field shown in Figure 2a–c we find that the mag-
netic domains are metastable (Movie S1, Supporting Informa-
tion) while for a small field of Bz = 10 mT the domains are mostly 
removed during the 2 ns cooling process (Figure 2d–f, Movie S2, 
Supporting Information). For the zero field cooling the domains 
persist until the end of the simulation, but show a continuous 
evolution in time at 0 K showing their metastable nature. As the 
field increases to 50 mT (Movie S3, Supporting Information) the 
domains are flushed out with a homogeneous magnetization 
being observed over the entire simulation area (0.4 µm × 0.4 µm) 
after 2 ns. Our observations suggest that magnetic domains are 
not intrinsically stable in CrI3, which indicates a macroscopic 
magnetization throughout the surface even in zero-magnetic 
field. Domains as large as 0.57 µm have been observed (Movie S1,  
Supporting Information). Moreover, the interplay between 
metastability and large magnetic anisotropy could give the phys-
ical ingredients for the coexistence of different domain wall types 
in CrI3. This effect could be intrinsic to 2D vdW magnets with 
wide implications for device developments and real applications.

Interestingly, the metastability of the domains prevents the 
wall profiles from reaching a truly ground-state configuration. 
A projection of the magnetization M over the domain walls at 
0 K and zero field (Figure 2g) shows that such unstable mag-
netic domains can be of several types (Figure 2h–k). This is par-
ticularly acute near the middle of the sample where quenching 
leads to a frustrated set of domains and the in-plane direction 
of the magnetizations rotates repeatedly. This effect is also 
observed closer to the edge where it is possible to observe a per-
sistent rotation of the in-plane magnetization (Figure 2k) over 
short lengths of the wall but extending over the entire boundary 
of the magnetic domains. For the few domain walls that can 
be stabilized at a specific magnetization direction, we find that 
the majority of the magnetic domain walls in CrI3 (around 97%) 



are Néel-type (Figure  2i) but with some large proportion of a 
new hybrid type (Figure 2h) with characteristics between Bloch 
(Figure  2j) and Néel walls. A minor amount of domains, less 
than 3%, stabilized at Bloch type over the entire system. These 
domains were obtained from different stochastic realizations of 
the zero field cooling simulations.

To determine whether such diverse domain walls have 
additional characteristics in monolayer CrI3, we project 
the total magnetization at the wall over in-plane (Mx, My) 
and out-of-plane (Mz) components (Figure  3a,c,e). While 
Mz through Bloch, hybrid and Néel domains does not change 
appreciably, both Mx and My show different behavior character-
izing a specific kind of domain wall with its specific spin orien-
tations (Figure 3b,d,f). It is noteworthy that the hybrid domains 
have a different chirality for the in-plane moments relative to 
Bloch and Néel with a sizable component along of the y axis as 
the spins transition from one domain to another (Figure  3c,d 

and Figure 2h). We can extract the domain wall width δ by fit-
ting the different components of the magnetization (Mx, My, 
Mz) to a standard equation profile of the form:

π δ= −M r r r( ) tanh( ( )/ )0 (4)

where r0 is the domain wall position at a specific orienta-
tion (x, y, z). All types of wall have a very narrow domain 
wall width of around δ ≈ 3.8 to 4.8 nm (Figure 3a,c,e). Such 
small domain walls are typically only seen in permanent 
magnetic materials due to the exceptionally high magnetic 
anisotropy.[42] For such materials the magnetic domains are 
stabilized in a zero-remanence state after zero-field cooling 
due to the long-ranged dipole–dipole interactions which are 
also taken into account in our calculations (Section S9, Sup-
porting Information). Nevertheless we find that this is not 
the case for monolayer CrI3 which suggests that this material 
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Figure 2.  Theory-predicted magnetic domains in monolayer CrI3. a–f) Magnetic domain configurations obtained during field cooling at 0 mT and 10 mT,  
respectively. The bright and dark areas at T ≤ 16 K correspond to spins pointed along the easy-axis in different spin polarizations (e.g., up or down). 
The purple and mixed colors correspond to different spin orientations either before stabilization of the domains at T ≥ 16 K, or at the domain walls at 
T ≤ 16 K. As the system cools down the magnetic domains coalesce to form a circular shape to minimize the domain wall energy. Domains anti-parallel 
to the field direction are unstable, and eventually reverse leaving a saturated domain state at low temperatures. g) Analysis of the domain walls from
(c) at different parts of the crystals undertaking an in-plane projection of the magnetization M

��
 according to its color orientation at the domain walls.  

h–k) A coexistence of several domain wall types is observed through Néel (h), Bloch (i), hybrid (j), and mixed (k) domain walls. A continuous rotation 
of the spins is observed in the hybrid domains which extends from few tens of Å up to few nanometers.



reunites features from a soft-magnet (e.g., easy movement of 
domain walls, small area hysteresis loop) and a hard-magnet 
(e.g., relative high magnetocrystalline anisotropy, narrow 
domain walls).

The variety of domain-walls observed in CrI3 can be directly 
related to the magnetic stability of the layer.[42] For magnetic 
materials with strong uniaxial anisotropy, the equilibrium state 
is normally reached beyond the field cooling process.[43] Even 
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Figure 3.  Simulated hybrid domain-walls. Plot of the domain wall profiles for metastable domain walls at T = 0 K for two different stochastic realiza-
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(Mz) does not show appreciable modifications over the three domains observed. The calculated domain wall width is in the range of 3.8–4.8 nm. Such 
narrow widths are typically only found in permanent magnets such as L10-FePt nanoparticles or Nd2Fe14B crystals.[42]



though no thermal energy would be available at such limit, 
the spins would still evolve to stabilize the ground-state via 
the minimization of other contributions of the total energy, for 
example, exchange, anisotropy. This process can be observed 
in Figure 4 for the time-evolution of one of the spin dynamics 
of monolayer CrI3 once the system had achieved 0  K within 
2.0 ns at zero field. There is a continuous modification of the 
domain-wall profiles through all components of the magnetiza-
tion (Mx,y,z) over time. The variations on Mz across the mag-
netic domains (Figure 4a,b) tend to be smooth without sudden 
changes differently to those observed along the in-plane compo-
nents (Figure 4c,d). For them, several peaks appeared and van-
ished on a time scale of few tenths of nanoseconds indicating 
the stochastic nature of the spin-fluctuations in the system. 
Indeed, we observed such random fluctuations of Mx,y even 
beyond 20 ns which suggest that the system may be intrinsi-
cally not a local minimum but rather at a flat energy landscape. 
We can extract some qualitative information about the magnetic 
behavior of the domains in CrI3 regarding stability and domain 
size using magnetic force microscopy (MFM) experiments 

(see  Section S10, Supporting Information for details). 
Figures S18 and S19, Supporting Information shows a zero-field 
cooled CrI3 thick flake (0.04 µm) with lateral dimensions of 
approximately 4 µm × 2 µm at 4.2 K where magnetic domains 
of about 2 µm persist to the base temperature (Figure S19a,b, 
Supporting Information). Even though the measurements were 
undertaken at a sample area one order of magnitude larger than 
that utilized in the simulations (e.g. 0.16 µm2), the magnetic 
domains formed in both theory and experiments still keep the 
same scale relative to the domain size created. This indicates 
that mostly a monodomain is created over the entire surface 
as suggested by the theoretical results. Moreover, the topog-
raphy of the domains extracted from frequency shift profiles 
(Figure  S19f–i, Supporting Information) clearly shows sharp 
domain walls (e.g., smaller than 20 nm) but the resolution limi-
tation of the MFM technique (50  nm diameter of an average 
Cr coated MFM tip) prevents the direct comparison with the 
sub-10 nm prediction extracted from theory. Similar limitation 
(≈40–60 nm) was also observed in recent measurements using 
a scanning single-spin magnetometry with a nitrogen-vacancy 
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(NV) center spin in the tip of an atomic force microscope[44] 
and a magnetic circular-dichroism technique.[45] This indicates 
that further development on the experimental side is needed to 
further validate the simulation results. It is worth mentioning 
that even though the time-scale used in the spin dynamics 
spans around 20 ns, it reproduces accurately the domain struc-
ture obtained via MFM over a few hours scan process. The 
images recorded in Figure S19, Supporting Information may 
be considered as the final magnetic state as several electronic 
and spin interactions take place. The early stages which deter-
mined the magnetic ordering can be extracted from the micro-
magnetic simulations as a sound agreement is obtained with 
the recorded MFM images. In addition, atomistic simulations 
undertake in bulk CrI3 (Figure S20, Supporting Information) 
support the picture that magnetic domains are more stable in 
bulk (Figures  S18 and S19, Supporting Information) than in 
monolayer due to the additional interlayer interactions driven 
by vdW forces and spin exchange. Thus, the meta-stability of 
the magnetic domains seems to be more present in the lower 
dimensionality of single sheets.

The magnetism of 2D materials at the limit of one or few 
layers is still at its early stages with rich phenomena yet to be 
explored. The demonstration here of quantum effects in CrI3 
together with its non-Heisenberg character due to higher-order 
exchange interactions should motivate significant future studies 
to understand both the mechanism of the computed enhance-
ment of biquadratic interactions and to confirm that such effect 
may be general to several families of 2D vdW magnets. In addi-
tion, the metastability of the magnetic domains in CrI3 induces 
a homogeneous magnetization or even a single domain over the 
entire surface. This behavior associated with the out-of-plane 
anisotropy and the higher coercivity of CrI3 indicates a potential 
magnetic media for perpendicular recording. It is still unclear 
however which kind of domain motion can be foreseen in such 
thin layered compound, and how the coexistence of different 
domain types can affect device architectures. This suggests new 
routes for magnetic-domain engineering at the atomic limit.

Data Availability

The data that support the findings of this study are available within the 
paper and its Supporting Information.
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