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Abstract—Internet of Things (IoT) devices are very useful to
monitor information in industrial scenarios even in areas which
have difficult or impossible access through traditional wired
connections. Reliable wireless communications can be challenging
in industrial environments, where the communications signal is
often blocked due to the presence of industrial machinery, with
possible intermittent and/or unpredictable blockages. This paper
evaluates the coverage characteristics of a low-cost sustainable
IoT deployment to monitor an industrial facility dedicated to the
design and assembly of automation systems for the food industry.
For this purpose, a measurement campaign has been carried out
at different points of the industrial site using the aforementioned
IoT system. The results show that the system is able to provide
enough coverage around the whole area, with a reduced number
of outages. Substantial differences in terms of received power
and outages are observed when comparing the measurements
in a totally empty area and an area with machinery and
workers. Finally, the received power measurements have been
fitted to a simplified pathloss model, showing a pathloss exponent
value consistent with previously reported values for industrial
environments.

Index Terms—IoT, wireless sensor networks, industry 4.0

I. INTRODUCTION

The development of wireless communications standards
revolutionized all segments of our society. The massive use
of wireless devices with ubiquitous communication, sensoriza-
tion, detection and computing capabilities is making possible
to interconnect millions of physical objects to the Internet.
This set of interconnected devices, known as the Internet
of Things (IoT), constitutes an integral part of the Internet
of the future and receives a lot of attention from both the
academic world and the industry due to its great potential to
offer new services to the society [1]. IoT technologies can
be applied in a broad range of sectors, such as smart homes
and buildings, intelligent transport systems, smart cities, health
care, energy saving and industrial automation [1]. In particular,
its application in the field of industrial automation gave rise
to what some authors call the Fourth Industrial Revolution
[2] or Industry 4.0. It is a new paradigm in which there
is widespread connectivity between machines, objects and
users, sensorization, actuation and control tools that allow a
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group of machines to manufacture products faster and with
greater precision [3]. Undoubtedly, industrial wireless com-
munications create new perspectives of reliable automation by
monitoring areas with difficult or impossible access through
traditional wired connections, and play a key role in providing
information of various kinds in real time.

IoT technologies are part of the Information and Commu-
nication Technologies (ICT), and hence they are fundamental
towards achieving the Sustainable Development Goals (SDGs)
[4] established in 2015 by the United Nations 2030 Agenda.
This Agenda is a framework for addressing major global
challenges directly related to sustainable development. The
Agenda consists of 17 main SDGs with cross-sectoral repre-
sentation of ICTs in all of them and with a very notable impact
on at least 7 of the SDGs, relating for example to fields such
as e-health, innovative collaboration, biodiversity protection,
climate monitoring, sustainable production or infrastructure
innovation. Under the framework of the SDGs, the industrial
community has focused its technological advances from a sus-
tainable point of view. The purpose is to develop technologies
with the lowest possible environmental impact in terms of both
energy consumption and manufacturing resources and materi-
als. In particular, industrial IoT deployments can make a big
impact towards achieving SDG 9, which is focused on building
resilient infrastructure, promoting sustainable industrialization
and fostering innovation, but the developed systems should be
compliant with the sustainability constraints.

The objective of this work is to evaluate the performance
of a low-cost sustainable IoT-based wireless communication
deployment in an industrial environment dedicated to the
design and assembly of automation systems for the food
industry that plans to implement Industry 4.0 technologies.
Wireless technologies integrated in IoT devices are diverse.
First versions of standards were based on short-range and
low-consumption communications (LOWPAN) such as Wi-Fi
(IEEE802.11), Zigbee (IEEE802.15.4), Bluetooth, Ultra Wide
Band (UWB) or Radio Frequency Identification (RFID) [5],
[6]. Later, they evolved towards low power wide area networks
(LPWAN) such as LoRa and Sigfox [7]. In addition, there is
a current trend to integrate these technologies within the um-
brella of cellular communications based on 5G and its future
6G versions [8], for example with the 3GPP standards such as
NB-IoT and LTE-M standards [7], [9], [10]. The most suitable



technology will in practice depend on the environment where
the network is deployed. For instance, in indoor environments
with nodes separated by short distances, it would be preferable
to use technologies such as Wi-Fi or Zigbee.

In order to fully exploit the potential offered by wireless
communications for industrial mobile robotics, automation,
control and monitoring applications, there is a growing need
to provide novel wireless communication schemes and de-
ployments that offer low latency as well as improved per-
formance in terms of reliability, energy efficiency [11], [12]
and sustainability in general. Furthermore, industrial settings
are highly dynamic environments that require the ability to
adapt to changes in operating conditions. This is a challenge
in industrial environments where the communication signal is
often blocked due to the presence of the industrial machinery
itself, such as robots, storage tanks, cranes, trucks, etc., with
intermittent and/or unpredictable blockages. Therefore, it is
important to know how communication technologies behave
in these environments and understand the factors that can
reduce their performance or even interrupt the connectivity.
Actually, modeling the normal activity of a factory may allow
to reinforce connectivity through measures such as increasing
access point density or identifying their optimal placement.

In the industrial site under study, the current infrastructure
for data monitoring is fully wired, based on typical industrial
sensors and actuators with binary inputs/outputs connected
to programmable logic controllers (PLC). This infrastructure
has limitations in terms of the number and nature of sensors
and actuators, since their maximum number is limited by the
connections of each PLC. Besides, classical industrial sensors
only handle binary data, not being able to monitor continuous
magnitudes through analog values. To fully achieve the capa-
bilities of an Industry 4.0 based facility, wireless devices need
to be deployed. These devices should be enabled to handle
both digital and analog sensors and actuators, even on moving
elements, which can be deployed without relying on PLCs.
In this work, the wireless connectivity characteristics will be
evaluated by deploying a low-cost IoT system using Wi-Fi
connection. IoT nodes will collect received signal strength,
which will allow to evaluate the coverage offered by the
system, analyzing the impact of the construction characteristics
and the activity carried out on the site. Note that by coverage,
in this paper we are referring to the operational capacity of
the nodes, taking into account their low cost and limited
connection capabilities with the configuration used. Based on
the current analysis, a definitive system could be designed
tailored to the connectivity needs.

The remainder of the paper is structured as follows. Section
II presents the scenario and the IoT system setup. Section III
describes the procedure followed to obtain the measures, while
section IV presents the evaluation results and characterization
of the wireless connectivity. Finally, conclusions are drawn in
section V.

Fig. 1: Geometry of the analyzed industrial scenario. Positions
of nodes and access point, and dimensions.

II. SCENARIO AND IOT SYSTEM

A. Scenario

The industrial scenario under study is represented in Fig. 1
and consists of a nearly rectangular-shaped area of dimensions
112 m × 45 m at ground level. It corresponds to an industrial
warehouse located in the Mediterranean Coast of Spain. The
area is divided in the direction of the X axis by a line of
metal pillars with HEB profile, equally spaced every 5 meters
that support a roof of height 8 m. This forms 2 different
work zones: the northern zone, which at the time of the
analysis did not present much activity, and the southern zone,
where there were operators working on various mechanical
elements typical of an industrial assembly line. Specifically,
in the southern area, a robotic manipulator was found with
a 3 m long arm, heavy and light roller tracks, connecting
walkways and steel shelves, all of them with various integrated
electro-mechanical elements such as servomotors, sensors and
actuators, that can interfere with wireless communications and
that are sketched in black in Fig. 1. Both areas were analyzed
separately.

B. IoT system and protocol

The IoT system designed to perform the measurements can
be seen in Fig. 2. It is made up of 4 IoT nodes and a control
node, forming a system with a star-type network topology.
The IoT nodes are of NodeMCU type based on the ESP8266
microcontroller, which is in charge of executing the program
that governs the operation of the node. Sensors and actuators
connected to the node give it the ability to interact with the
physical world that surrounds it. Besides the microcontroller,
the nodes integrate a wireless transmitter/receiver and a battery
that allows their autonomous operation even with mobility.
The control node is made up of a Raspberry Pi 3B which,
in addition to controlling communications, implements the
database function. To provide the Wi-Fi signal to be used
by the wireless network, a basic range router (ZTE ZXHN
H218N) has been located at the position of the control node.



Fig. 2: Scheme of the considered IoT system.

The router is configured to operate in the 2.4 GHz band with
automatic channel selection and 20 MHz bandwidth.

The total cost of the system is less than C200 with the
average prices of the current market, so it represents a very
low cost for an IoT system with the characteristics described
in this article. These devices were chosen due to their excellent
value for money, offering an easily, scalable and sustainable
system with the necessary robustness. The only element that
could be improved to enhance the system is the router, which
has been deliberately chosen with very modest specifications.
The specifications of the rest of the devices in the system
can sufficiently satisfy the demands of the applications and
are prepared for even more demanding measurements, for
example, those requiring faster sampling, different types of
sensors, or connection to real-time representation systems.

The Message Queue Telemetry Transport (MQTT) [13]
protocol is used for communication, which was specifically
created for machine-to-machine (M2M) communications. It is
based on messaging between clients and a broker over the
TCP/IP stack. Clients of the MQTT protocol can publish and
subscribe to data published in a certain topic defined in the
broker. The control node acts as a client that is subscribed
to the same topic in order to collect the data published by
the nodes and store it. The packets exchanged within the
MQTT protocol [14] can be of different types according to
their function: “Connect”, “Subscribe”, “Publish”, etc. In our
case, once the connection with the broker is established, the
packets sent with the collected data are of type “Publish”. The
IoT system has been designed with 4 nodes, but it is easily
scalable if more nodes are needed, by authenticating them in
the broker and publishing in the same topic as the rest.

III. MEASUREMENT SETUP

The analysis performed is based on monitoring the Received
Signal Strength Indicator (RSSI) parameter, which, on a ref-
erence scale of 1 mW, provides the power level received by
a device. By studying the variation of the RSSI in different
positions of the industrial site, it is possible to detect the

most critical areas where the sensors could experience a poor
connection or even an outage, and react accordingly. Since the
RSSI measurements provide received power values, these can
be directly used to adjust the propagation model equation by
estimating, for instance, the pathloss exponent [15].

In the considered setup, the mobile nodes are configured to
publish their measured RSSI values every 30 seconds. With
sustainability in mind, to increase battery life and reduce
energy consumption of the nodes, they are placed in a standby
state with ultra-low power consumption during the time when
they are not performing monitoring or data sending tasks.
Thus, a message with the RSSI value is published every 30
seconds in a MQTT broker topic by means of a “Publish”
type packet. The size of the packet used is 34 bytes, divided
into a fixed header with information about the protocol and
type of message (2 bytes), a variable header with additional
control and security information (23 bytes), and a payload
with the data to be sent (9 bytes). Of the 3 quality of service
(QoS) levels allowed by MQTT (0, 1 and 2), we have used
level 2, which guarantees that the message is received only
once whenever there is active communication with the broker,
without loss or duplication. Security has been implemented
by means of user and password authentication, but without
using encryption on the data sent by the nodes, due to the
nature of the data. Although the aim of this setup is to
collect RSSI information from each node, other metrics such
as temperature, humidity, distance, pressure, etc. could be
collected by installing different types of sensors.

The control node and the router were located on the shelf
that provided the most centered position inside the facility.
Their position (labelled as AP) is shown in Fig. 1, which re-
mained static throughout the analysis. Three different measure-
ment campaigns were carried out, each of them considering a
different set of positions:

• Positions A: This set of static positions covers an area
with low activity and few mechanical obstacles, located
in the northern zone of the industrial warehouse. The
specific positions of the measurement sensor nodes are
highlighted in Fig. 1 with orange background triangles
including the node number. Device locations were se-
lected based on the availability of shelves at the usual
work sites to be studied in the zone.

• Positions B: This is a set of static positions covering the
southern area of the industrial warehouse, which in this
case contains more machinery in operation and industrial
workers’ activity. The node positions are marked in Fig. 1
as green background diamonds with the node number
inside. Note that nodes 1 and 2 have been located in
conflict areas with high industrial activity and nodes 3
and 4 in distant areas with machinery located in line of
sight from the router to the sensors in all cases.

• Positions C: In this case, a single node has been used,
which has been moved through 41 different positions.
They were selected by sampling every 2.5 meters a
straight line between the two points marked with the
arrow between blue background circles in Fig. 1. This
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Fig. 3: RSSI results in positions A (North) and B (South).

measurement path was chosen to be quite close to the
machinery while avoiding to interfere the workers’ usual
activity.

Throughout the measurement process, temperature and hu-
midity levels were monitored to ensure that they did not
present significant variations that could affect the communica-
tions signal. These were maintained at an average temperature
of 24 ºC and 35% relative humidity, with a variation of less
than 6% in both cases.

IV. PERFORMANCE ANALYSIS

Using the system described in section III, two time series
of measurements were first taken with the 4 nodes in fixed
positions A and B. Then, a series of measurements with the
nodes in positions C was performed. In each of the latter
41 positions, 20 measurements were taken to average and
compensate the effect of small-scale fading.

Recall that, in all cases, the control node and the router
remained in the same position marked as AP in Fig. 1. In a
first step, RSSI values were analyzed in order to extract mean-
ingful information regarding the coverage in the warehouse.
In a second step, parameters directly influencing the wireless
communication model in the facility were derived, such as the
values of the pathloss exponent and standard deviation of the
shadowing.

A. RSSI results

Fig. 3 shows the RSSI measurements in the four nodes
in positions A and B, superimposed with the results after
averaging, the latter represented in a thicker line. Fig. 3a
presents the results for the first series of measurements,
obtained during approximately one hour with the nodes located
at positions A. It can be seen that, for the four nodes, the
RSSI level remains quite steady over time. This result is

consistent with what was expected, given that the northern area
of the warehouse is nearly diaphanous and without activity by
operators that could hinder the received signal. Fig. 3b shows
the temporal evolution of RSSI values for the second series of
measurements in the southern area of the warehouse (nodes
located at positions B). It can be seen that the RSSI values
exhibit more variability over time and more often low RSSI
values (down to −80 dBm), bringing up the impact of the
reflections on the machinery and operators.

To further characterize the coverage in the warehouse,
the mean values and standard deviations (σ) of the RSSI
measurements were calculated. In addition, an experimental
outage probability (pout) was derived using the measurements
in the sets of positions under study. By definition, pout is the
probability that the received power value falls below a certain
threshold related to the minimum signal to noise ratio (SNR)
required for a desired transmission rate [15]:

pout = Prob(Pr < Pmin). (1)

Since the connectivity drops were observed for RSSI values
below or equal to −80dBm, this value was chosen as threshold
in this work (Pmin = −80dBm).

Table I collects the coverage results for each of the nodes
in positions A and B, where the distance from each node
to the AP has also been indicated. It can be seen from the
standard deviation values, that the measurements at position
B show greater variability, with those at node 2 having a
standard deviation reaching 4.4. These variations are justified
by the presence of moving machinery and personnel in the
signal path from the router, causing shadowing. Regarding
the experimental pout values, only the nodes 2 and 4 in both
sets show a certain pout. In particular, the pout in node 2
of positions B is quite large due to its position surrounded
by mechanical elements shadowing the signal (see Fig. 1).



TABLE I: Coverage analysis in positions A and B.

Positions Node ID di (m) RSSIav (dBm) σ pout

A (North)

1 40.46 -70.87 1.13 0
2 40.77 -72.47 3.04 0.12
3 22.66 -63.68 1.42 0
4 37.47 -67.23 2.85 0.04

B (South)

1 11.28 -69.27 1.46 0
2 11.69 -73.41 4.40 0.42
3 31.09 -65.02 1.63 0
4 50.18 -73.14 2.83 0.09

Fig. 4: RSSI results in positions C.

Regarding node 4, since it is located farther away from the AP
than the other three nodes, its RSSI values were already lower
due to the distance and more susceptible to falling below −80
dBm with shadowing. In practice, a second AP or some multi-
hop communication mechanism should be used to reinforce the
connectivity in the southern area in order to avoid the observed
outages.

B. Wireless communication properties

In this subsection, the aim is to characterize the properties of
the wireless communication in the facility using the last series
of measurements (in positions C). Fig. 4 shows the averaged
RSSI results in positions C, including their correspondence
with the real positions in the industrial warehouse. The RSSI
level increases as the node moves towards increasing values on
the x-axis, that is, as it gets closer to the AP, until it reaches the
part where machinery and personnel hinder the signal. A drop
in the average RSSI level of around 8 dBm can be observed in
such area. Once the node has traversed the central part of the
warehouse, the RSSI level begins to increase again and then
begins the expected decrease with distance as it moves away
from the AP.

Next, the main parameters of the propagation channel model
have been extracted. For the sake of simplicity, we use the

simplified pathloss model given by [15]:

Pr

Pt
(dB) = KdB − 10γ log10

(
di
d0

)
, (2)

where Pt is the transmitted power (dBm), KdB is the constant
path-gain factor in dB units at a reference distance d0, γ
is the pathloss exponent, and di is the distance between the
transmitter and receiver. The shadowing is assumed to follow
a zero-mean log-normal distribution with σ2 variance. This
assumption is consistent with the scenario, since the number of
possible obstacles and blockages is random and large, which
allows for the application of the central limit theorem. The
received power model is then obtained by adding the pathloss
and shadowing contribution.

The ratio Pr/Pt in dB has been represented as a function
of distance in Fig. 5, where measurements made at positions
to the left of the AP (labelled as southwest) have been
plotted separately to those made to the right of the AP
(southeast), since both sides have different types and amounts
of machinery affecting the propagation. The power ratio has
been computed from the difference Pr(dBm) − Pt(dBm),
considering Pr(dBm) = RSSI(dBm) and Pt = 1 mW
(0 dBm). To facilitate the fitting correspondence with Eq.(2),
the x-axis displays the normalized distance log10

(
di

d0

)
with

d0 = 16.48 m. Using the Matlab Curve Fitting Toolbox, the
values have been fitted to a linear polynomial y = ax + b,
with a = −25.53 and b = −62.37 (see Fig. 5). According
to Eq. (2), the a term provides −10γ, whereas the b term
provides directly the value of KdB , which leads to γ = 2.55
and KdB = −62.37 dB. Note that the obtained pathloss ex-
ponent is consistent with previous works where, for industrial
environments, reported γ values are usually between 2 and 3,
for instance, in the obstructed in factories model [16] and the
results of the analysis in [17].

The standard deviation of the measurements was also ob-
tained, resulting in σ = 4.23 dBm. This value provides
the shadowing standard deviation, which is usually added
to the pathloss in the simplified channel model [15]. The
experimental probability of outage is pout = 0.12. It can be
observed that these σ and pout values are higher than those
measured in positions A and B. However, power variations
have still allowed to carry out most of the measurements
throughout the warehouse with few outages, demonstrating the
viability of the proposed low-cost system even without line-
of-sight communication.

V. CONCLUSION

In real-world industrial environments, both the mechanical
elements and the activity carried out by operators often alter
the wireless communications signal due to intermittent and
unpredictable blockages. To guarantee reliable communica-
tions able to support Industry 4.0 applications, it is crucial to
carry out proper coverage studies customized to the facilities,
considering regular activity periods and analyzing different
working areas. This allows to prevent possible communication
problems.
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This paper has described the coverage study carried out with
a low-cost sustainable IoT system with Wi-Fi connectivity
in two different areas of an industrial warehouse located in
the Mediterranean region in Spain. In particular, the received
power in different points of the two areas has been measured
through the Received Signal Strength Indicator (RSSI) pa-
rameter provided by the IoT nodes. The measurement cam-
paign allowed first to estimate experimental outage probability
values, average RSSI values and standard deviations of mea-
surements, which highlighted some positions where wireless
communication should be reinforced, for instance, including
more wireless access points. A set of measurements in the area
with more working activity was also used to fit a simplified
pathloss model, where a pathloss exponent value consistent
with previously reported values in industrial environments was
obtained. As a result, the considered low-cost IoT system has
demonstrated an excellent trade-off between cost/energy effi-
ciency and performance to characterize and provide wireless
communications for industry 4.0 applications. As future work,
it would be interesting to assess the cost and energy efficiency
versus performance of an equivalent IoT system based on
3GPP machine-to-machine (M2M) communication standards.
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