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A B S T R A C T   

Signal processing, for delimitation of the target events and parametrization, is usually required when instru
mented assessment is conducted to determine an individual’s functional status. However, these procedures may 
rule out relevant information obtained by sensors. To prevent this, the use of models based on neural networks 
that automatically extract relevant features from the raw signal may improve the characterization of the func
tional status. Thus, the aim of the study was to determine the classification accuracy of a multi-head convolu
tional layered neural network (CNN) using a simple functional mobility test in people with different conditions. 
The raw data from an inertial sensor embedded in a smartphone worn by 90 volunteers (i.e. 30 volunteers with 
Alzheimer’s disease, 30 with Parkinson’s disease and 30 healthy elderly people) was obtained. The CNN clas
sification accuracy was compared to that of the two parametric classifiers, namely, linear discriminant analysis 
and multilayer perceptron, a neural network-based classifier. 

As a result, the validation process revealed that the CNN classifier correctly assigned 100% of the participants 
to each group. The best accuracy in pathology classification for the two parametric classifiers ranged from 55% to 
88%. 

Therefore, the CNN model provided enhanced classification accuracy as compared to the parametric ap
proaches, even better than the neural network-based classifier. Non parametrization may increase relevant in
formation, thus enhancing pathology impact characterization.   

1. Introduction 

Funtional testing is essential in clinical practice due to its efficacy for 
quantifying the functional status of patients and improving clinical de
cision making. This type of assessment evaluates the patient’s ability to 
perform several tasks or daily life activities [1], such as walking [2], 
maintaining balance [3,4], sitting and getting up from a chair [5,6] or 
performing combinations of tasks [7,8]. 

Eventually, the clinical purposes of functional assessment procedures 
are to establish severity classifications of the disease [9] and determine 
functional status categories [10] or levels of risk [11,12]. These classi
fications allow a better characterization of the patients and therefore a 
more accurate planning of the therapeutic interventions, as well as 

better prevention strategy implementation, when possible. To this end, 
instrumented assessments using sensors have been recently developed, 
to automate the recording and to obtain quantitative data that provide 
more detailed information about task performance [13–17]. In this 
context, our research group has demonstrated the utility of inertial 
systems embedded in Android devices for the determination of the 
functional status of people with neurological diseases, such as Parkin
son’s or Alzheimer’s [18,19]. 

There are many studies that have used the output of instrumented 
assessment to conduct clinical classifications using statistical methods 
such as discriminant analysis (LDA) [20], logistic regression [21], 
random forest [22], extreme learning machines (ELM) [23] or support 
vector machines (SVM) [24–26]. 
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These classification methods require three main steps: feature 
extraction from the sensor data, selection of the clinically relevant fea
tures and implementation of the classification algorithm [27]. 

Several drawbacks have been reported in feature extraction and se
lection. Features are based on expert knowledge on the topic and rele
vant information may be missed when addressing new problems [28]. 
Further, the accuracy of the resulting classification can also be condi
tioned by the selection mechanism of the set of clinically relevant var
iables [22]. Moreover, there may be significant differences in the results 
depending on the algorithms used in feature computation [29]. To 
prevent this, getting as many characteristics as possible from the sensor 
data and then selecting a subset of variables is the norm [30]. However, 
feature selection methods are often subjective and selected parameters 
can be highly correlated [27]. 

To avoid this, the use of artificial neural networks (ANN) may pro
vide a solution due to their ability to solve highly complex problems 
with as little signal manipulation as possible. ANNs can be designed to 
compute almost every type of input data [31] with the particularity that 
the technique itself extracts the characteristics of interest from a training 
process [28,32]. 

Some authors have already shown the potential of using sensor raw 
data as ANN input for clinical applications [12,16,33]. However, only 
one study has compared the accuracy of two classification methods, one 
convolutional layered neural network (CNN) fed with sensor data, and 
the other, a feature-based method [16]. In this study, an accuracy 
greater than 90% in classifying the OFF and ON states in Parkinson s 
disease was obtained. As stated by the authors, these promising results 
encourage research on the design and evaluation of more elaborate CNN 
architectures with the aim of classifying people with different pathol
ogies and conditions, further using embedded sensors in smart watches 
or phones. 

To determine the usefulness for clinical classification of a sensor 
data-driven CNN, which does not require feature extraction, its accuracy 
should be compared with other ANN methods which do require 
parameter extraction, such as the multilayer perceptron (MLP). Further, 
comparison with other linear parametric methods, such as LDA, the 
simplest statistical parametric classifier, should also be recommended to 
compare the accuracy of an ANN-based method with that of a linear 
parametric design. 

The main goal of this study was to determine the classification ac
curacy of a multi-modal convolutional layered neural network (CNN) 
designed to process the raw sensor data obtained from a functional 
mobility test. To this end, a sample composed of people with Alz
heimer’s disease, Parkinson’s disease and healthy elderly people was 
used. As a secondary goal, the accuracy of this technique was compared 
with that obtained by statistical techniques that require prior definition 
and selection of computed parameters such as LDA and a simple version 
of a Multilayer perceptron (MLP) classifier. 

2. Material and methods 

2.1. Participants 

The sample of this study included three groups of participants, pre
viously recruited for other studies conducted by our group [18,19]. The 
inclusion and exclusion criteria were:.  

- Thirty people diagnosed with Parkinson’s disease (PD) according to 
the United Kingdom Bank Criteria [34]. The inclusion criteria were: 
diagnosis of mild to moderate PD (Hoehn & Yahr stage 2 and 3 [35]); 
optimized and stable pharmacological therapy for at least 1 month 
before enrolment and no cognitive impairment, as assessed by the 
Folstein Mini Mental State Exam (score ≥ 24) [36]. All participants 
were assessed during “on” state, one hour after taking medication.  

- Thirty people diagnosed with Alzheimer (AD) using the revised 
NINCDS-ADRDA criteria [37]. The inclusion criterion was: classified 

as stages 1 and 2, according to the Clinical Dementia Rating (CDR) 
[38].  

- Thirty age-matched controls without any associated mental or 
musculoskeletal pathology. 

Volunteers of the three groups were excluded if they presented other 
neurological or orthopedic impairments limiting independent walking 
and sitting down or getting up from a chair and severe uncorrected vi
sual or auditory disorders. People in the PD group having received Deep 
Brain Stimulation or Duodopa treatment were excluded. 

All participants accepted and signed an informed consent form for 
enrollment in the study. For the sample of people with Alzheimer, 
written informed consent was obtained from their caregivers. The pro
tocol fulfilled the principles of the World Medical Association’s Decla
ration of Helsinki. Since this work is based on two previous studies 
[18,19], all the procedures included were previously approved by the 
Ethical Committee of the University of Valencia (Nr. 
1517239006520). 

2.2. Data acquisition 

The functional test was performed using the Fallskip® system 
(Biomechanical Institute of Valencia, Valencia, Spain). Fallskip® is an 
Android-based recording system running on a smartphone. The system 
was attached to the participant’s lower back at L4-L5 level by fastening a 
Velcro strap. The system records the signals from the embedded Inertial 
Measurement Unit (IMU) (High Performance 6-Axis MEMS Motion
TrackingTM composed of 3-axis gyroscope; 3-axis accelerometer) at 100 
Hz. 

The assessment required the measurement and registering of the 
weight, height, gender and previous year’s history of falls of each 
participant. These variables were used for subsequent analyses. 

The measurement protocol has been previously validated [18,19,39] 
and consisted in a mobility test with 5 phases performed sequentially in 
a single recording (Supplementary material 1).  

- Phase 1. Standing still, the arms alongside the body for 30 s.  
- Phase 2. Walking straight ahead as fast and as safely as possible 

towards a chair 3 m away.  
- Phase 3. Turning around, sitting down in a chair.  
- Phase 4. Standing up from the chair.  
- Phase 5. Walking back as fast and as safely as possible to the starting 

point. 

2.3. Data processing 

All the data processing was performed by means of custom specific 
offline Python (3.x) scripts. The sensor raw data were processed ac
cording to Nishiguchi et al. [40] and Zijlstra et al. [41]. First, we per
formed a linear interpolation to get a constant sampling rate for all 
signals. A low-pass Butterworth filter (fourth-order zero-lag at 20 Hz) 
was then applied. The data recorded by the smartphone sensors were 
processed to generate the inputs to all the classification models. For the 
subsequent analysis, different data processing was performed for the 
parametric methods and for the CNN as illustrated in Fig. 1. 

2.3.1. Data processing for parametric classification Models, LDA and MLP 
Functional test segmentation and parametrization was performed 

following the procedures described in Serra-Añó et al. [18,19]. 

2.3.1.1. Functional test segmentation. Each functional test recording was 
manually split up into the 5 phases described above by the same 
researcher. The beginning and the end of each phase was selected by 
clicking on a graph where accelerometers, gyroscopes and magnetom
eter data vectors were plotted. 

J.F. Pedrero-Sánchez et al.                                                                                                                                                                                                                    



Biomedical Signal Processing and Control 75 (2022) 103617

3

2.3.1.2. Parametrization. The variables calculated per phase and for the 
whole functional test have been previously validated [40–43] and were 
the following:.  

- Phase 1, balance: range of the Medial-lateral displacement (MLDisp) 
of the center of mass (COM); range of Anterior-posterior displacement 
(APDisp) of the COM.  

- Phase 2 & 5, gait: range of the Vertical displacement (Vrange) of the 
COM; range of the Medial-lateral displacement (MLrange) of the COM.  

- Phase 3 & 4, turn-to-sit-to-stand: Turn-to-sit power (PTurnSit); Sit- 
to-stand power (PStand) [44]; range of jerk to sit (JerkSit); range of jerk 
to stand (JerkStand) [45].  

- Complete assessment: Reaction time (Reaction Time); Total time 
(Total Time). 

2.3.2. Data processing for CNN 

2.3.2.1. Signal normalization. Three signals were obtained from the 
accelerometer and three from the gyroscope, one for each axis (X, Y, Z). 
Each signal was normalized by the maximum range obtained in each 
sensor to provide homogeneous data inputs between 0 and 1 Eq. (1). 

xnorm =
x − xmin

xmax − xmin
(1)  

2.3.2.2. Data augmentation. In order to increase the number of obser
vations for CNN model training, artificial data was added to the pool 
through data augmentation techniques [46]. Data augmentation con
sisted of 90 and 180-degree signal rotation. Therefore, the total data was 
increased from 4 k observations per group to 12 k. 

2.3.2.3. Sliding window. After the normalization of the signals and data 
augmentation, the data was reshaped as a hypermatrix. The hypermatrix 
consisted of windows having 64 samples of the six signals from the IMU 
with a 50% overlap following the window size and overlap recom
mendations for human activities according to Banos et al. [47] and 
Dehghani et al. [48]. Therefore, the size of the hypermatrix was Nx64x6, 
N being the number of windows. 

2.4. Design of the classification models 

The three classification models were designed to deal with two types 

Fig. 1. Data processing flow chart for parametric (left) and non-parametric (right) classification models from the acquisition data to classification result. Parametric 
classification models directly classify persons and non-parametric classification models classify raw signal windows (not persons). 
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of input data as group predictors: i. Participants’ data; and ii. Functional 
test data. The combination of these two types of data may contribute to 
increase the sensitivity of the classification, since some participant data 
(e.g., height, weight) are related with the magnitude of the biome
chanical measures (e.g., balance, stand and sit) [41,44,49]. With the aim 
of avoiding bias in the classification models, a 1-way ANOVA with the 
between-subjects factor ‘group’ was used to search for differences in the 
participants data among groups. The type I error was set at 5% (p ≤
0.05). Variables significantly different among groups were discarded for 
model design. 

All the statistical analyses were performed using RStudio software 
with R version 4.0.3. Keras API and Tensor Flow 2.0 in Python 3.7.x 
were used for MLP and CNN development. 

2.4.1. Parametric classification models 
Two parametric classification models were implemented, a lineal 

discriminant analysis (LDA) and a multilayer perceptron (MLP). 

2.4.1.1. LDA classification model. In the LDA model, the participant’s 
group was selected as the dependent variable while the participant data 
and the test parameters were introduced as independent variables. LDA 
was computed with Bayed approximation using the MASS package [50] 
with “moment” method for standard estimators of the mean and 
variance. 

2.4.1.2. MLP classification model. A basic sequential model was 
designed using the participant’s data and the test parameters as pre
dictors and the group as the model output. The design consisted of an 
input layer of 12 neurons (one for each parameter), one dense hidden 
layer of 50 neurons with ReLU activation function and an output layer of 
three neurons. The output layer used a softmax function for the acti
vation, transforming the sum of the predicted values from all the neu
rons in the output layer to 1. The compiler was defined as a categorical 
cross-entropy loss measure with Adam optimizer for a better efficiency. 
Finally, the evaluation metric accuracy was specified and an iterative 
design process was run, obtaining the best results for a configuration 
with a batch size of 32 for 200 training epochs. 

2.4.2. Non-parametric classification models 
The non-parametric model developed was a classification model 

based on convolutional neural networks (CNN) which used the 

participants’ data and the raw data collected form the IMUs (i.e., 3D 
accelerometer and 3D gyroscope) as input data. The model was designed 
as two independent input data flow branches which were later concat
enated to compute the group classification. The structure of the CNN 
model is shown in Fig. 2. 

The participant data branch structure was designed as two dense 
layers with 500 and 100 neurons respectively followed by a transformer 
layer to perform the concatenation of two input data branches. The raw 
sensor signal branch structure was a two 1D convolutional layers with 
ReLU activation function, 64 filters each one and a kernel size of 3; 
followed by two layers that slow down the learning (dropout = 0.5 and 
max pooling = 2 layer). Finally, a transformer layer to perform the data 
concatenation (flatten layer) was used. For the top model, which auto
matically groups the features extracted from each branch (both flatten 
layers output), we used a structure of an MLP classification model with a 
dense layer with 100 neurons and an output layer with softmax acti
vation function. To compile the model, we used the categorical cross- 
entropy, as our loss measure, and the Adam optimizer. Ultimately, we 
specified the evaluation metric “accuracy” and, to fit the model, an 
iterative design process was performed, obtaining the best results for a 
configuration with a batch size of 32 for 500 training epochs. 

2.5. Data analysis 

Classical statistical methods were used to obtain the mean as a 
central measure of trend and the standard deviation (SD) as a measure of 
dispersion. A 1-way ANOVA with the between-subjects factor ‘group’ 
was used to search for differences in the functional test variables. The 
type I error was set at 5% (p ≤ 0.05). 

Participants were randomly allocated to a training set, comprising 
70% of participants and a validation set with the remaining 30% of 
participants (Fig. 3) to test the accuracy of the classification models and 
to compare them. 

2.5.1. Development of the classification models 
The classification models were designed with the training set. The 

calculation of the LDA resulted in two discriminant functions. The 
epochs were determined iteratively and the MLP model was obtained 
after training for 200 epochs, while the CNN was trained for 500 epochs. 
In both cases, the accuracy and loss evolution plots over the training 
epochs were obtained. 

Fig. 2. Structure of convolutional neuronal network (CNN) multi-branch classification model. Left branch: input 64 samples sliding window of sensor (accelerometer 
XYZ and gyroscope XYZ). Right branch: input participant data. 
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2.5.2. Validation of the classification models 
The validation was conducted with the validation set. The accuracy 

of each classification model was assessed using a confusion matrix and 
the geometric mean (G-mean), that provides a robust metric of the 
quality of the classifier [51]. 

For the LDA and the MLP, the classifier provides a single classifica
tion per user, while the CNN provides a classification per window. The 
latter obtained an Nx3 array per participant with the probability of 
belonging to each of the 3 groups in the N windows in which the input 
data was split up. To get the group classification, the mean probability of 
each group across the N windows was computed, getting a 1x3 array per 
participant. Each participant was assigned to the group whose resulting 
probability was higher in the averaged windows. The confusion matrix 
for the CNN was obtained with this latter classification. 

The comparison of the LDA and the MLP allowed to establish the 
differences in accuracy classification between a simple linear method 
and an ANN-based method. 

The comparison of the two ANN-based methods (MLP and CNN) 
allowed to explore the potential differences of using a selection of pa
rameters or the sensor raw data as the classification model input. 

3. Results 

3.1. Participants 

Significant differences were found in the mean (SD) age of the par
ticipants (AG: 77.0 (8.63) years, PG: 67.3 (9.01) years and CG: 73.1 
(11.80) years). There were also significant differences in height (AG: 
1.55 (0.08) m, PG: 1.69 (0.07) m and CG: 1.71 (0.07) m). Further, sig
nificant differences in the sex distribution among groups were found (χ2 

= 14.28; p < 0.05). Weight did not significantly differ (p > 0.05) be
tween groups (AG: 72.4 (11.71) kg, PG: 75.7 (12.65) kg and CG: 72.5 
(14.81) kg). Age, height and sex were not included as data input in the 
development of the classification models. 

3.2. Descriptive analysis 

Table 1 shows the descriptive values of the biomechanical 

parameters obtained in the assessment. As shown, there were significant 
differences between the groups in all variables except MLrange and 
JerkStand. 

3.3. Development of the classification models 

The coefficients of the variables included in the two discriminant 
functions resulting from the LDA analysis are presented in Supplemen
tary material 2. 

The accuracy evolution curves during the training of the MLP and 
CNN classification models are shown in Fig. 4. It is noted that the MLP 

Fig. 3. Flow chart of data analysis with the mobility tests. Division of the total sample (90 participants) into two datasets: training set (70%) and validation set 
(30%). These sets were used to design and validate all classifiers: linear discriminant (LDA), multilayer perceptron (MLP) and convolutional layered neural 
network (CNN). 

Table 1 
Comparison of biomechanical parameters between control, Alzheimer and 
Parkinson’s disease groups.   

CG (n = 30) AG (n = 30) PG (n = 30) ANOVA 
Mean (SD) Mean (SD) Mean (SD) F 

value 
p-value 

MLDisp (mm) 3.76 (1.55) 7.86 (3.95) 13.82 
(10.60)  

17.7  <0.001* 

APDisp (mm) 14.14 
(3.82) 

23.96 
(11.00) 

28.37 
(13.06)  

15.6  <0.001* 

Vrange (mm) 30.45 
(8.39) 

20.15 
(6.27) 

27.96 
(9.95)  

12.4  <0.001* 

MLrange 
(mm) 

56.72 
(14.19) 

63.54 
(16.83) 

56.72 
(22.10)  

1.4  0.244 

PTurnSit (W) 132.99 
(25.24) 

52.00 
(21.55) 

77.11 
(28.46)  

80.9  <0.001* 

PStand (W) 315.74 
(66.10) 

146.05 
(54.65) 

214.13 
(88.66)  

43.1  <0.001* 

JerkSit (m/s3) 21.88 
(7.16) 

16.28 
(6.37) 

19.84 
(10.13)  

3.7  0.028* 

JerkStand (m/ 
s3) 

25.25 
(8.21) 

20.96 
(6.87) 

27.32 
(15.99)  

2.5  0.088 

Reaction Time 
(s) 

0.95 (0.42) 1.79 (0.82) 1.29 (0.38)  16.0  <0.001* 

Total Time (s) 11.78 
(2.09) 

20.56 
(4.78) 

15.30 
(3.91)  

41.4  <0.001* 

CG: control group; AG: Alzheimer group; PG: Parkinson Group; Data are 
expressed as mean (SD), * significant differences between groups (p < 0.05). 
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accuracy stabilizes at around 85%, after 150 epochs. In the CNN clas
sifier, an accuracy higher than 95% is already reached at epoch 250. 

3.4. Validation of the classification models 

The accuracy of the classification models was evaluated with a 
validation sample of 27 participants (i.e., 9 in each group). Comparison 
of the accuracy of three models (i.e., LDA, MLP and CNN) is shown in 
Fig. 5. 

LDA and MLP obtained almost the same accuracy results for the 
group of Alzheimer participants; both techniques correctly classified 
77% and 80% of the participants, respectively. When Parkinson volun
teers were analyzed, 55% of the participants were correctly classified 
using LDA and 80% with MLP. The control participants were correctly 
classified 100% using LDA and 88% with MLP. In contrast, the CNN 
model performed an accurate classification of all the 27 participants of 
the validation sample. The G-mean obtained are 0.83, 0.91 and 1.00 for 

the LDA, MLP and CNN classifiers respectively. 

4. Discussion 

This study presents the results for the classification accuracy of two 
neurological pathologies and their age-matched healthy counterparts 
with an analysis technique based on the use of convolutional neural 
networks (CNN), when performing a functional mobility test, in com
parison with other traditional classification techniques. 

It is noted that the CNN-based classification technique used allows 
classifying 100% of the subjects in Alzheimer’s disease groups, Parkin
son’s disease groups and healthy controls, without also requiring the 
planning of any functional signal landmark selection or parametrization 
process. The designed technique outperforms the classification accuracy 
of MLP and LDA. 

There are previous studies in which the assessment of functional 
mobility capacity has been used to classify pathologies or conditions 

Fig. 4. Multilayer perceptron (MLP) (left) and Convolutional Neural Network (CNN) (right) training accuracy history models using the 63 training participants (70% 
of the total sample; 21 participants in each group). For a better visualization of the plot, the CNN training results were sub-sampled (1:3). 

Fig. 5. Confusion matrices of the Linear Discriminant Analysis (LDA) (left), Multilayer perceptron (MLP) (center) and Convolutional Neural Network (CNN) (right) 
models using the 27 validation participants (30% of the total sample; 9 participants in each group). In parentheses, the number of observations classified in 
each group. 
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based on its efficacy in terms of planning the therapeutic approach. 
Indeed, Fritz et al. [1] compared motor performance in people with 
dementia, Parkinson’s and Alzheimer’s disease. An extensive protocol 
was followed including instrumented gait analysis (GAITRite), balance 
and dual-task assessment (Tinetti Mobility Test, Berg Balance Scale, 
Timed Up and Go and figure of 8 walk test) and hand dexterity (9 Hole 
Peg Test). In contrast to our results, they neither found differences be
tween the AG and the PG in gait, nor in balance and dual-task assess
ment, but they did however report differences in hand dexterity. Since 
their sample size was similar, the fact that they failed to correctly clas
sify the included pathologies was probably due to them mainly using 
non-sensored measurements. 

This may be supported by the results of Satyabrata Aich et al. [22] 
who successfully classified people in the AG and the PG using spatio
temporal gait data collected through wearable devices and 3D Motion 
Analysis System. In this study, a comparison between several parametric 
classifiers (i.e., LDA NaiveBayes, Random Forest and Support Vector 
Machine (SVM)) was conducted. Due to the complexity of managing a 
high number of parameters, the authors applied non-lineal reduction 
algorithms. The best combination of parameters achieved 92.59% ac
curacy using the SVM classification. The higher accuracy of this classi
fication model compared to the two parametric approaches presented in 
our manuscript may be related to the more sophisticated lab assessment 
performed, including 3D kinematics. 

In this regard, some studies concluded that parametric analyses 
require not only a high number of parameters to define functional status, 
but also complex user instrumentation [17], several body sensors being 
needed. This combination of increased number of sensors and parame
ters has been claimed as necessary so as not miss relevant information on 
the functional status, which may jeopardize the power of classification 
for different stages of Parkinson disease. However, these complex set
tings pose a challenge for health care personnel in the clinical context 
[52,53]. 

The results reported in this manuscript support the idea that using 
simple instrumentation devices, such as a smartphone, in combination 
with neural networks, may be a real alternative to complex lab assess
ments. Direct processing of sensor raw data instead of parametrization 
has shown to be more effective and would minimize the risk of skipping 
clinically relevant information. This approach was already proposed by 
Pedrosa et al. [33], who achieved a slightly better classification of 
idiopathic Parkinson’s syndrome using the sensor raw data recorded on 
a Timed Up and Go test, when compared against a parametric model. 
Other authors have also demonstrated the potential of neural networks 
to process sensor raw data from mobility tests, particularly for use to 
classify older adults as fallers or non-fallers [16] or to predict mobility 
test scores [12]. The multi-modal CNN developed in this manuscript 
combined patient data with the raw data obtained from the sensor used 
during the execution of a functional mobility test. These techniques 
learn and automatically extract the features of interest depending on the 
study goal and therefore no parametrization is required [28]. The clas
sification model presented provided a correct classification of healthy 
people, people with Alzheimer’s disease and people with Parkinson’s 
disease in 100% of the cases, and a G-mean of 1. 

The accuracy of the proposed model was higher than that of the LDA 
and MLP (G-mean: 0.83 and 0.91) classifiers used in this study, the 
classification accuracy for healthy people being 100% and 88% 
respectively, failing to distinguish the remaining 12% from the mobility 
profile of people with Parkinson’s disease. These results cannot be 
directly compared against previous studies since, to the best of our 
knowledge, this is the first study using these techniques to classify 
among these populations. Following a similar approach, previous 
studies have already demonstrated the higher accuracy of CNN 
compared to parametric-based models. Roshdibenam et al. developed a 
support vector machine classification model [16] while Pedrosa et al. 
used k-Nearest Neighbors [33], in both cases obtaining lower results 
than the alternative based on neural networks and IMU raw data. 

A simple model of MLP was included in the study to observe the 
effect of the backpropagation algorithm on the final classification, spe
cifically in the process of assigning internal neuron weight during the 
training process. When the linear model (i.e., LDA) and MLP were 
compared, the latter showed a higher classification accuracy. In the case 
of people with Alzheimer’s disease, the LDA classifier correctly classified 
77%, failing to distinguish the remaining 23% from people with Par
kinson’s disease. The MLP classifier slightly increased the classification 
accuracy of people with Alzheimer’s disease to 88%, mixing 12% with 
people with Parkinson’s disease. Finally, in the case of people with 
Parkinson’s, the LDA classifier achieved 55% accuracy failing to 
distinguish the remaining 45% from people with Alzheimer’s, while the 
MLP classifier increased its accuracy to 88% confounding the remainder 
with people with Alzheimer’s. The accuracy found in LDA and MLP are 
consistent with the findings on classification in previous studies. For 
instance, Lafuente et al. [54] achieved 85% accuracy distinguishing 
between healthy subjects and patients with knee arthrosis using MLP 
and 75% accuracy using the quadratic Bayesian classifier. 

Therefore, results obtained in this study showed that even though an 
ANN-based parametric approximation provides a high-accuracy classi
fication capability, the use of CNN with raw signal management could be 
considered the technique of choice because of its higher accuracy. 
However, results should be cautiously interpreted due to the small 
sample size. Further, it should be considered that our study included 
balanced groups, so the accuracy of the proposed methods has not been 
tested with unbalanced samples. In case of having unbalanced samples, 
a previous step to synthetically balance the sample ought to be per
formed [51,55,56]. In addition, other methods, such as SVM, ELM [57] 
or multilayer ELM should be tested in the future as these may also 
provide good results. 

Another consideration is that most of the anthropometric variables 
showed significant differences between groups (i.e. height, age and sex) 
and had to be excluded from the model. Combination of several 
anthropometric data with raw data in the model could further increase 
classification model power [31]. 

The present study has demonstrated the potential of CNNs to analyze 
raw information collected by sensors, with savings in the parameteri
zation process and better extraction of relevant features. Future studies 
could evaluate the potential for classification of the various stages of the 
neurological diseases considered, in order to increase the clinical 
application of this classification technique. On the other hand, the pa
rameters resulting from a functional test can be very useful for the 
clinical interpretation of the results. That is why future studies should 
focus on exploiting the advantages of CNNs to develop applications of 
effective utility in daily clinical practice to improve existing procedures. 

5. Conclusion 

The use of CNN provides a high-accuracy classification model that 
correctly classifies people suffering from Alzheimer and Parkinson dis
eases and their healthy counterparts. This CNN-based technique is more 
accurate than a lineal model (i.e., LDA), and even more accurate than 
other parametric NNW-based techniques. These results demonstrated 
that the use of techniques managing raw data, without parametrization, 
prevents unexpected loss of information. Further, these classifications 
models have been based on the information of a single sensor easily 
placed on the pelvis region of the participants. Not needing signal pro
cessing and the easy instrumentation required makes its use in the 
clinical context feasible. 
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