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       Abstract 

       Strong Coulomb repulsion between the two charges in a square planar mixed-valence cell in 

quantum cellular automata (QCA) allows to encode the binary information in the two energetically 

beneficial diagonal distributions of the electronic density. In this article we pose a question: to what 

extent is this condition obligatory for the design of the molecular cell? To answer this question, we 

examine the ability to use square-planar cell composed of one-electron mixed valence dimers to function 

in QCA in a general case when the intracell Coulomb interaction U is not supposed to be extremely 

strong, which means that it is comparable with the characteristic electron transfer energy (violated strong 

U limit). Using the two-mode vibronic model treated within the semiclassical (adiabatic) and quantum-

mechanical approaches we demonstrate that strong vibronic coupling is able to create a considerable 

barrier between the two diagonal-type charge configurations thus ensuring bistability and polarizability 

of the cells even if the Coulomb barrier is not sufficient. The cases of weak and moderate Coulomb 

repulsion and strong vibronic coupling are exemplified by consideration of the cation-radicals of the two 

polycyclic derivatives of norbornadiene [C12H12]+ and [C17H16]+  with the terminal C=C chromophores 

playing the role of redox sites. By using the detailed ab initio data  we reveal the main characteristics of  

the bidimeric cells composed of  these molecules and illustrate the pronounced  effect of the vibronic 

recovery clearly manifesting itself in the shape of the cell-cell response function. Revealing of such 

"vibronic recovery" of strong localization when the strong U limit is violated suggests a way to a 

significant expansion of the class of molecular systems suitable as QCA cells. 
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1.Introduction 

The idea of molecular quantum cellular automat (MQCA) [1-8] represents continuation and further 

development of the initial idea to use quantum dots as building blocks of quantum cellular automata 

(QCA). It suggests to use organic mixed-valence (MV) molecules and transition metal MV clusters for 

the creation of QCA cells [9-14].  Basically, the QCA cell consists of four redox centers forming a square 

and two excess electrons or holes enabling to encode binary information in stable charge configurations. 

The Coulomb repulsion between the two charges favors two bistable diagonal-type charge 

configurations allowing to encode logic “0” and “1”. The binary information is transmitted from cell to 

cell via the intercell Coulomb interaction. The presence of the electron transfer between the redox centers 

in MV molecules usually occurring through the bridging ligands makes it possible to produce switching 

between the diagonal charge configurations.  

MQCA have distinct advantages over QCA based on quantum dots such as much higher functional 

device density and also much higher speed of QCA operations. The latter is due to the fact that electron 

transfer in MV clusters typically occurs at a picosecond timescale [15]. Implementation of QCA 

approach at a molecular scale has stimulated much efforts in chemistry and molecular electronics, 

including synthesis and experimental characterization of suitable MV molecular candidates [16-27] as 

well as theoretical studies of different aspects of their functioning including ab initio quantum chemical 

calculations [3-6, 28-31], elaboration of parametric theoretical models [32-43], and the analysis of power 

dissipation accompanying the switching process [44]. 

Up to now in most studies dealing with theoretical modelling of four-dot two-electron square cells 

the Coulomb repulsion between the electrons has been assumed to be a dominating electronic interaction 

within the cell in the sense that Coulomb energy gap U separating energetically favorable charge 

configurations (electronic pair occupies diagonal positions) from the excited configurations (sides of the 

square occupied by two electrons) considerably exceeds the electron transfer energy t, that is the 

inequality U>>t is implied. Just in this case an appreciable Coulomb barrier separating two distinct 

diagonal-type charge configurations appears enabling to encode binary information. Under this 

condition the cell proves to be sensitive (polarizable) to the action of the field induced by the neighboring 

polarized driver-cell which is the necessary prerequisite for the efficient transmission of the information 

between the cells forming MQCA devices. In other words, it seems quite reasonable to assume that  a 

strong Coulomb repulsion (abbreviated here as “strong U limit”) is required to ensure bi-stability and 

polarizability of the cell and hence the proper functioning of MQCA. 

In spite of the above arguments about requirement of the strong U for the cell functionality, recently 

we have demonstrated that this statement is only of limited validity because it ignores the interaction of 

MV cells with the molecular vibrations i.e. vibronic coupling. Meantime, the vibronic coupling is an 

inherent part of the problem of mixed-valency [45-64], and particularly this interaction has been shown     
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to produce strong impact on MQCA functioning [32-41, 43]. Indeed, at strong vibronic coupling, the 

electronic mobility proves to be strongly reduced thus facilitating polarization of the cell caused by the 

intercell Coulomb interaction. By analyzing the properties of square- planar cell represented by 

tetrameric MV transition metal cluster of d1- d1-d0-d0-type with the aid of the model including the 

vibronic interaction we have recently demonstrated that at strong vibronic coupling such cell can 

function properly even if strong U limit is violated [43]. This result has been explained by similarity of 

the effects produced by Coulomb and vibronic interactions on the localization-delocalization behavior 

of the electronic pair. Indeed, both these interactions tend to suppress the electron delocalization ensuring 

thus bi-stability and high polarizability of the cell.  

In this article we extend the study of the vibronic effects in the cells with violated strong U limit to 

another kind of four-dot two-electron square cell, which represents the A-B-C-D square composed of 

two identical molecular dimeric half-cells A-B and D-C (Fig. 1). Each such half-cell is represented by a 

MV dimer with one excess electron hopping over two diamagnetic sites (e. g. d1-d0-dimer in the case of 

transition metal cluster or similar organic MV dimers). Such bi-dimeric cell can be regarded as 

alternative of the square cell based on MV tetramer d1- d1-d0-d0 whose ability to act as MQCA cell under 

violation of strong U limit has been analyzed in [43].  One can expect that strong vibronic coupling 

would be able to restore the functionality of the bi-dimeric cell broken down by the violation of the 

strong U limit as in the case of tetrameric cell. A specific feature of the bi-dimeric cells is the existence 

of two kinds of their mutual dispositions for which the two neighboring cells are arranged “head-to-tail” 

and “side-by-side”. This difference will be examined below. While composing different QCA devices 

from such cells both these connection types are unavoidable present and this is obviously an obstacle to 

create functioning device in which all pairs of cells should be fully equivalent from the point of view of 

the intercell Coulomb interaction. Due to such specific feature of the bi-dimeric cells the main findings 

related to the role of vibronic coupling in the tetrameric cells [43] do not admit direct extension to the 

case of bi-dimeric cells, and so the vibronic problem of bi-dimeric cells requires special consideration. 

Here we report the analysis of the vibronic effects in isolated and interacting square-planar bi-dimeric 

QCA cells in which the strong U limit is violated with the special emphasis on the mentioned 

inequivalence between head-to-tail and side-by-side types of cells connections. 
 

2. The model 

The main interactions involved in the model of QCA based on the bi-dimeric two-electron square 

cells are the following: 1) one-electron transfer of the excess electron which occurs within each dimeric 

subunit. A selected transfer process within the dimer A-B from the occupied site A to the empty site B is 

shown in Fig.1 As the result the electronic configuration (A, C) in which the two electrons occupy a 

diagonal position in the cell is transformed into the electronic configuration (B, C) with electrons 
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occupying the side of the square. The electron transfer parameter t describing such process has the same 

sense that the electron hopping integral in the Hubbard model. 2) the intracell Coulomb repulsion 

between the two excess electrons. There are two different intracell Coulomb energies corresponding to 

far spaced (along the diagonals) or closely spaced (along the sides) positions within the cell. The side-

type electronic configurations are higher in Coulomb energy that the diagonal-type ones, the 

 

 

Fig. 1. Illustration for the basic electronic interactions in a bi-dimeric square cell consisting of two 

one-electron mixed valence dimers A-B и D-C. Each one-electron hopping process described 

by the transfer parameter t changes the Coulomb energy of the electronic pair. The excited 

charge configurations (electronic distributions) with closely spaced electrons are separated 

from ground diagonal configurations by the Coulomb energy gap U. The site occupied by 

excess electron is shown in red, and the empty site in white. 

 

corresponding Coulomb energy gap is denoted as U (Fig. 1). One can see that each one-electron transfer 

event changes the Coulomb energy of the cell by U.  Thus, for example, the A→B electron transfer 

process transforms the ground diagonal-type configuration (A, C) into the excited side-type 

configuration (B, C) as shown in Fig. 1. 3) vibronic interaction that will be introduced later on. 

Because the electron transfer between the one-electron dimeric half-cells is forbidden according to 

the very sense of the bi-dimeric cell, there are only four allowed distributions of the electronic pair within 

the bi-dimeric cell A-B-C-D, namely, the diagonal-type distributions (A,C) and (B,D) in which the 

electrons occupy the far-spaced positions, and the distributions (A,D) and (B,C) with two closely spaced 

electrons belonging to different dimeric half-cells. This distinguishes the bi-dimeric cell from the 

tetrameric cell, in which there are six possible electronic distributions [43]. 
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The binary information in QCA devices is transmitted from cell to cell through the intercell Coulomb 

repulsion. Such transmission is usually described as a response of a definite cell A-B-C-D termed 

“working cell” to the electrostatic field induced by the neighboring polarized “driver-cell” A-B-C-D, 

which acts as electric quadrupole composed of four alternating charges 𝜌𝐴′𝑒 = 𝜌𝐶 ′𝑒 = 𝜌𝑒 and 

( )1
B D

e e e   = = −  arranged on the corners of a square as shown in Fig. 2 (geometrically and 

electronically the driver-cell is assumed to be identical to the working one) and 
i   are the population 

(electronic density) of the site i . The driver-cell is assumed to admit controllable polarization in such a 

way that the electronic density  can be varied from 0 (empty site) to 1 (center with fully localized 

excess electron). This can be described by the expression 
 

2 1A C B D
dc

A C B D

P
    
   
   + − −

= = −
   + + +

, (2) 

 

which defines driver cell polarization and represents normalized excess of the electronic density on one 

diagonal as compared with that on another diagonal of the cell. Expressing the electronic density in the 

driver-cell as ( )1 2
dc

P = +  one obtains the charges of the sites of the driver cells as follows: 

( )1 2
A C dc

q q P e = = + ,  ( )1 2
B D dc

q q P e = = − . These charges interact with the excess electrons of the 

working cell through the Coulomb forces. The intercell Coulomb energy depends on the distribution of 

the two electrons in the working cell, we denote such energy as 
iku  for the distribution (i, k) in which 

the two electrons occupy the sites i and k. Moreover, an essential feature distinguishing bi-dimeric cells 

from the tetrameric ones is the fact that in case of bi-dimeric cells the intercell Coulomb energies 𝑢𝑖𝑘 

depend not only on the charge configuration (i, k) in the working cell but also on the mutual arrangement 

of two interacting cells. Indeed, bi-dimeric cells can be arranged in two different ways. namely, dimers 

i-k and i-k can lie either on the same straight line (“head-to-tail” arrangement of cells) or on the parallel 

lines (“side-by-side” arrangement of cells) and these two types of arrangements are inequivalent from 

the point of view of the intercell Coulomb interaction. Figure 2 shows all possible distributions of four 

charges in the pair of interacting cells for two types of mutual arrangements of cells and four charge 

configurations (i, k) of the working cell. 

Then by using the schemes shown in Fig. 2 one can find the expressions for the intercell Coulomb 

energies uik at different mutual arrangements of the cells. These expressions are listed in Table 1. In 

these expressions b  is the length of side of the square cell, c is the distance between the working and 

driver cells (Fig. 2) and  is the relative permittivity that is assumed to be the same for intra- and intercell 

Coulomb interactions. Note that for head-to-tail arrangement of cells these expressions coincide with 

the earlier reported corresponding expressions found for the case of tetrameric cells [43]. It is also seen 
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from Table 1, that the energies uik found for the end-to-end and side-by-side arrangements prove to be 

equal provided that (i, k) = (A, C) or (B, D) (diagonal-type electronic configurations), while these 

energies are essentially different if (i, k) = (A, D) or (B, C). 

It is quite clear that while constructing various QCA devices (inverters, fanouts, majority logic gates) 

from such cells, both mutual arrangements of cells are inevitably present within the same device. On the 

other hand, to ensure proper functionality of the device all pairs of cells must be equivalent in terms of 

their functional characteristics (e.g. cell-cell response functions). Therefore, an important task is to 

elucidate the conditions under which the indicated differences in Coulomb energies for different types 

of mutual arrangement of cells do not lead to a difference in functional characteristics for different pairs 

of cells. In the subsequent analysis of the properties of bi-dimeric cells we will pay attention to this 

problem. 

Let us define the electronic Hamiltonian of the bi-dimeric working cell subjected to the action of the 

Coulomb field created by the driver-cell. It is convenient to present the Hamiltonian for a definite type 

of arrangement (ta) of the two cells in the following matrix form  
 

                                 

  0

 0ˆ  
 0

 0

AC AD BC BD

ta

AC

ta

ta AD

EL ta

BC

ta

BD

u t t

t U u t
H

t U u t

t t u

   

 
 

+ =  +
  
 

, (3) 

 

where ta = “head-to-tail” or “side-by-side”. This 44 – matrix is defined in the basis comprising four 

states ( )ik
S , each corresponding to one of the electronic configurations (i, k) and the total spin S, which 

takes the values 0 and 1 for the two-electron cell. As distinguished from the tetrameric cell for which the 

Hamiltonian matrices for S=0 and 1 are different [43], these matrices for a bi-dimeric cell are spin 

independent due to the absence of the magnetic interactions between the electrons of the dimeric half-

cells.  Therefore the symbol S is omitted in the notation of the basis states and in the notation of the 

Hamiltonian matrix ˆ ta

EL
H . 

      Regarding the Hamiltonian, Eq. (3), the following comment should be done (this comment is inspired 

by  the comment of the Reviewer of  JCP to the authors). Usually, a MV cell has a net charge (for 

example, cation-radical systems, Section 5).  The working cell feels this total charge even if the driver 

cell is unpolarized. This charge  is usually neutralized  by the charge of the counter-ion or the charge 

from substrate. The emerging problem of the neutralizing charge  has been discussed in Ref. [24]  

devoted  to the synthesis of a neutral mixed-valence diferrocenyl carborane for molecular QCA 
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applications.  In this respect  one should mention Re. [65] in which an electrostatic model has been 

suggested that allowed  to reveal the character of perturbation induced by the counterion on  the metal 

sites and to  the barrier for switching. 

         The Hamiltonian, Eq. (3), includes only the field of the extra  electrons of the driver (and excludes 

net charge) acting on the working cell that actually arises from the  electric  quadrupole-quadrupole 

interactions (interactions of mobile electrons). Since  the neutralizing  charge can be modeled in different 

particular ways we will  keep a more unified model consideration in which the monopole charges are 

excluded (the action of the neutralizing charge will be considered elsewhere as applied to the real 

systems). Nevertheless, the monopole charges are dominating when we consider the difference between 

side-by-side and head-to-tail geometries subjected to the field of the driver. This circumstance becomes 

decisive when comparing the functional characteristics such as cell-cell response function evaluated for 

these two  configurations. That is why while  representing precise quantum-mechanical calculations of 

the cell-cell response function, only the case side-by-side arrangement of bi-dimeric square cells is 

considered. 

The vibronic coupling  is considered in the framework of the Piepho, Krausz, and Schatz (PKS) 

vibronic model [45]. One can define four symmetry-adapted PKS vibrations of a bi-dimeric square cell 

with the following vibrational coordinates: 

( ) ( )

( ) ( )

1 2

1 2

1 2

3 4

1 1
,        ,        

2 2
1 1

,        .
2 2

A A B C D A A C B D

B A D B C B A B C D

q q q q q q q q q q q q

q q q q q q q q q q q q

 = + + +  = + − −

 = + − −  = + − −
 (4) 

These coordinates are the linear combinations of the coordinates , ,A B Cq q q  and 𝑞𝐷describing the 

breathing vibrations of the ligand surroundings of the metal sites A, D, C and D. All breathing vibrations 

are characterized by the only frequency 𝜔 that is assumed (according to PKS model) to be independent 

on whether the site is occupied by the excess electron or it is empty. This means that all symmetry 

adapted cell vibrations are also characterized by the same frequency  . The linear combinations in Eq. 

(7) are the same as in the case of a true tetrameric square cell [43] but they are labeled by the irreducible 

representation of the C2v point group of the bi-dimeric cell. 
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head-to-tail configurations 

 
(a) 

 
 

                        (b) 

 
 

(c) 
 

 

(d) 

side-by-side configurations 

 
 

(e) 
 

 

(f) 

 
 

(g) 

 
 

(h) 

 

Fig. 2.  Four possible distributions of the charges in two interacting cells arranged in the head-to-tail (a, 

b, c, d) and the side-by-side (e, f, g, h) ways. The charge configurations in the working cell are the 

following:  ( , )А С  (a, e).  ( , )B D  (b, f),  ( , )A D  (c, g) and  ( , )B C  (d, h). Here А-В-С-D is the working 

cell, and А-В-С-D  is the driver-cell. 
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Table 1. Dependences of the intercell Coulomb energies on the electron density   in the driver-cell, 

and the intracell and intercell distances b and c evaluated for different electronic distributions 

in the bi-dimeric working cell and two possible mutual arrangements (head-to-tail and side-

by-side) of the cells. 
 

Configuration 
 

Energies of intracell Coulomb interactions 
head to ta l

C

i

Au
− −  𝑒2𝜀 [ 2𝜌 𝑏 + 𝑐 + 2(1 − 𝜌) √(𝑏 + 𝑐)2 + 𝑏2 + 1 − 𝜌2𝑏 + 𝑐 + 1 − 𝜌𝑐 + 𝜌 √(2𝑏 + 𝑐)2 + 𝑏2 + 𝜌 √𝑏2 + 𝑐2] 

side by side

ACu
− −  

head to ta l

D

i

Bu
− −  𝑒2𝜀 [2(1 − 𝜌) 𝑏 + 𝑐 + 2𝜌 √(𝑏 + 𝑐)2 + 𝑏2 + 𝜌 2𝑏 + 𝑐 + 𝜌𝑐 + 1 − 𝜌 √(2𝑏 + 𝑐)2 + 𝑏2 + 1 − 𝜌 √𝑏2 + 𝑐2] 

side by side

BDu
− −  

head to ta l

D

i

Au
− −  

𝑒2𝜀 [ 1𝑏 + 𝑐 + 12𝑏 + 𝑐 +  1√(𝑏 + 𝑐)2 + 𝑏2 + 1√(2𝑏 + 𝑐)2 + 𝑏2] 

side by side

ADu
− −  

𝑒2𝜀 [ 1𝑏 + 𝑐 + 𝜌2𝑏 + 𝑐 + 1 − 𝜌𝑐 +  1√(𝑏 + 𝑐)2 + 𝑏2 + 1 − 𝜌√(2𝑏 + 𝑐)2 + 𝑏2 + 𝜌√𝑏2 + 𝑐2] 

head to ta l

C

i

Bu
− −  

𝑒2𝜀 [ 1𝑏 + 𝑐 + 1𝑐 +  1√(𝑏 + 𝑐)2 + 𝑏2 + 1√𝑐2 + 𝑏2] 

side by side

BCu
− −  

𝑒2𝜀  [ 1𝑏 + 𝑐 + 1 − 𝜌2𝑏 + 𝑐 + 𝜌𝑐 +  1√(𝑏 + 𝑐)2 + 𝑏2 + 𝜌√(2𝑏 + 𝑐)2 + 𝑏2 + 1 − 𝜌√𝑏2 + 𝑐2] 

 

Figure 3a shows the high-symmetric (reference) molecular structure, that corresponds to the fully 

delocalized electronic pair when each metal site can be formally regarded as comprising half of electron 

charge. The assignments of the molecular vibrations to the irreducible representations of the C2v point 

group correspond to molecular coordinate frame shown in Fig. 3a. The images of symmetry adopted 

PKS vibrations of a bi-dimeric cell are shown in Figs. 3b-3d. The full-symmetric vibration with the 

coordinate q1 represents simultaneous compression or expansion of the coordination spheres of the four 

metal sites, while the vibrations described by the coordinates q2, q3 and q4 represent compression of some 

two coordination spheres accompanied by expansion of other two ones. Thus, the coordinate q2 describes 

the diagonal-type vibration (Fig. 3c) when two coordination spheres belonging to one diagonal are 

expanded while the spheres lying on another diagonal are contracted, while the coordinates q3 and q4 

relate to the side-type vibrations for which the coordination spheres belonging to one side of the square 

cell are expended while the spheres belonging to opposite side are contracted. (Figs. 3d, 3e). 
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(a) 

 

 

(b) 

 

(c) 

 

(d) 
 

(e) 

Fig. 3. Images of the symmetry adapted vibrational PKS coordinates of a bi-dimeric cell belonging to 

the C2v point group: coordinate frame and reference configuration (a); full-symmetric 

coordinate  𝑞1 > 0 (b); coordinate of 𝐴2 symmetry, 𝑞2 > 0  (c); coordinate of 𝐵1 symmetry, 𝑞3 > 0  (d);  coordinate of 𝐵2 symmetry, 𝑞4 > 0  (e).   Large and small blue balls schematically 

show the expanded and compressed ligand surroundings of the metal sites, while medium balls 

indicate reference vibrational configuration. Only positive displacements are shown. 
 

In the study of tetrameric two-electron square cell with violated strong U limit, one faces a complex 

vibronic problem [43] dealing with three active vibrations described by the coordinates q2, q3 and q4 .  

The-full-symmetric mode with coordinate q1 proves to be independent of the distributions of the 

electronic pair and so it can be ruled out from the consideration by the proper choice of the reference 

structure. In the case of a bi-dimeric square cell the simplest way to derive the vibrationally-dependent 

part of the Hamiltonian of the bi-dimeric working cell is to extract the corresponding 44 block of the 

66-matrix deduced for the tetrameric cell (Eq. (8) in [43]). This block is that defined in the basis of 

four electronic configurations allowed in the case of bi-dimeric cell. Keeping the notations adopted in 

[43] we arrive at the following vibrationally-dependent Hamiltonian matrix for the bi-dimeric cell: 

2

2 2
32 2

2 3 42 2
32 3

2

                                                                    

   0 0 0

 0   0 0ˆ ˆ  ,
 0  0 02

 0  0 0

AC AD BC BD

q

q

q
H q q I

qq q

q

   

 

 
     = + − − +   −    

− 

 (5) 
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The first term in Eq. (5) is the Hamiltonian of the free harmonic oscillations and the second term 

describes the vibronic coupling, where 4̂I  is the 44 - unit matrix and   is the vibronic coupling 

parameter. 

It is seen that unlike the case of tetrameric cell for which three-mode vibronic problem arises, only 

two vibrations are active in the case of bi-dimeric cell, namely, the vibration with the coordinate q2 

occurring with participation of the diagonals А-C and B-D (Fig. 3c) and the vibration with the coordinate 

q3 involving the sides А-D and B-C of the cell (Fig. 3d), while the vibrations with the coordinate q4 is 

irrelevant because it is associated with the excluded electronic configurations in which the dimeric 

subunits are occupied by two electrons. We thus arrive at the two-mode vibronic problem that is 

described by the full Hamiltonian: 

ˆ ˆ ˆta

ta EL qH H H= + . (6) 

The forthcoming analysis of the properties of bi-dimeric cells is based on the solution of this two-

mode problem performed both in the framework of semiclassical adiabatic approach and with the aid of 

more exact quantum-mechanical vibronic approach. Particularly, by calculating the wave-function of 

the ground vibronic state (ground eigenvalue of the Hamiltonian, Eq. (6)) we will evaluate and analyze 

the low-temperature polarization of the working cell, that is defined by the expression 

,A C B D
wc

A C B D

P
   
   

+ − −
=

+ + +
  (7) 

which looks quite similarly to the expression, Eq. (2), defining the polarization of the driver-cell, but 

unlike that expression, Eq. (7) includes site-populations 
i related to the working cell (unprimed values). 

The populations 
i  does depend on the polarization of the driver-cell, thus giving rise to the dependence 

( )wc dc
P P  known as “cell-cell response function” that is a key characteristic of QCA [11]. 

 

3. Results and discussion within semiclassical adiabatic approach 

In all subsequent sample calculations, we use the following values for the transfer parameter, the 

intracell and intercell distances and the relative permittivity: t =200 cm−1, b=8Å, c=24Å,  = 10. We will 

also use the value ℏ𝜔 = 300 cm−1 for the vibrational quantum, while the vibronic coupling parameter 

  will be varied in a series of sample calculations. 

Let us consider first the case of vanishing vibronic coupling ( 0 = ), which corresponds to the pure 

electronic model with the Hamiltonian, Eq. (3). By diagonalizing the energy matrix in Eq. (3) with the 

above introduced t, b, c and  values, we obtain the low-temperature (at T=0 K) pure electronic cell-cell 

response functions shown in Fig. 4. One can see that for both head-to-tail and side-by-side arrangements 

the cell-cell response proves to be rather weak, which means that even at fully polarized driver-cell the 

working cell remains almost unpolarized and the cell-cell response function is practically linear. It is     
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also seen that the cell-cell response proves to be slightly strengthen for side-by-side arrangement of cells. 

Such weak linear response is evidently due to the fact at chosen set of parameters the Coulomb repulsion 

is not strong and therefore the shape of the cell-cell response function is far from having required strongly 

non-linear shape. Indeed, one obtains U  425 cm−1 with the chosen values of b and  , and so the 

inequality t << U is not fulfilled provided that t =200 cm−1. 

 

Fig. 4. Purely electronic cell-cell response functions evaluated for side-by-side (blue line) and head-

to-tail (red line) arrangements of working and driver cells. 
 

 

Now let us analyze the effect of the vibronic coupling on the properties of the cell. First, we will 

analyze the properties of the working cell subjected by the action of unpolarized ( 0)dcP = driver-cell. 

The latter can be regarded as composed of four equal charges e/2 located at the metal centers. As 

distinguished from the strong U limit when the electrostatic field created by unpolarized driver-cell does 

not influence the electronic distributions in the working cell, in more general case when the strong U 

limit is violated such field does produce considerable effect on the electronic density distribution because 

of inequivalence of different side-type distributions with respect to the applied field. 

First, we will focus on the lower adiabatic potential surface of the working cell on the strength of the 

vibronic coupling. The adiabatic potentials represent the eigenvalues of the Hamiltonian, Eq. (6), 

evaluated in the framework of adiabatic semiclassical approximation which assumes that the kinetic 

energy of vibrations is neglected. The shapes of the lower adiabatic potential surface evaluated at 

different values of the vibronic coupling parameter for the two arrangements of cells are shown in Figs. 

5 and 6. For a relatively strong vibronic coupling (Figs. 5a and 6a) the adiabatic potential surface has 

four minima. Two of them are the global equivalent minima, which correspond to the predominant 

localization of the electronic pair on a certain diagonal of the cell, while the other two are excited minima 

in which the adiabatic wave functions describe the predominant localization of electrons on the sides A-

D and B-C. Note that for side-by-side arrangement the excited minima are energetically equivalent (Fig. 

5a), while for head-to-tail arrangement the excited minimum corresponding to the localization of 

electrons on the distant side A-D is deeper than the excited minimum in which the electrons are 
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predominantly localized on the closely spaced B-C side. As a result, in the case of a head-to-tail 

arrangement of cells, the contribution of the (A, D) electronic distribution to the adiabatic wave function 

at the global minimum turns out to be significant, which leads to a decrease in the contribution of the 

diagonal electronic distributions. As the vibronic coupling decreases, the two global minima approach 

each other and the barrier between them diminishes. Simultaneously, in the case of side-by-side 

arrangement the two equivalent excited minima become shallower and at some strength of the vibronic 

coupling they disappear and the adiabatic potential surface having four minima is transformed into the 

double-well surface (Fig. 5b).  

In the case of head-to-tail arrangement, the disappearance of the excited minima upon decreasing of 

the strength of the vibronic coupling occurs in two steps. First, the decrease of   leads to disappearance 

of the highest excited minimum corresponding to the localization of the electronic pair on the closely 

spaced B-C side (Fig. 6b). Then, at lower value of   the deeper excited minimum in which electronic 

pair is localized on the distant side A-D disappears as well and the adiabatic potential surface acquires a 

double-well shape (Fig. 6c). Finally, at further decrease of the vibronic coupling the two minima are 

getting more and more shallow and approach each other and at some critical value of   (that depends 

on the type of arrangement) the two minima merge and the adiabatic potential surface is transformed 

into the single-well one (Figs. 5c and 6d). The adiabatic wave-function in this only minimum coincides 

with the wave-function obtained in the framework of pure electronic approach and describes the 

electronic pair predominantly delocalized over two diagonal positions, but this wave-function also 

contains a significant contribution of side-type configurations due to the fact that the considered situation 

is far from the strong U limit. 

Additional insight into the evolution of the global minima with changing of the vibronic coupling 

parameter is provided by Fig. 7, which shows the comparison of the coordinates of the minima evaluated 

as functions of the vibronic coupling parameter for the working cell subjected by the Coulomb field of 

unpolarized driver-cell for two kinds of possible arrangements of the cells. It is seen from Fig. 7a that  

 
 

 
(a) 
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(c) 

 
Fig. 5. Lower sheet of the adiabatic surface of bi-dimeric working cell subjected to the Coulomb field 

of unpolarized driver-cell ( 0)dcP = evaluated for side-by-side arrangement of interacting cells. 

with the following values of the vibronic coupling parameter: 1700 cm (a), −=

1400 cm (b), −=  1200 cm (c). −=  

 

 
(a)  

(b) 

 
(c) 

 
(d) 

 

Fig. 6. Lower sheet of the adiabatic surface of bi-dimeric working cell subjected to the Coulomb field 

of unpolarized driver-cell ( 0)dcP = evaluated for head-to-tail arrangement of interacting cells 

with the following values of the vibronic coupling parameter: 1700 cm (a), −=

1500 cm (b), −=  1350 cm (c), −= 1200 cm (d). −=  
 

 

for side-by-side arrangement of cells the transformation of the adiabatic potential surface having the 

only minimum to the surface having two equivalent ground minima occurs at lower value of   than in 

the case of head-to-tail arrangement. This is evidently due to the fact that head-to-tail arrangement     
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promotes stronger contribution of the side-type electronic configuration (namely, of that in which 

electronic pair occupies the remote side A-D in the working cell). Also, as a result of the asymmetry of 

the two side-type configurations induced by the intercell Coulomb interaction in the case of head-to-tail 

arrangement the coordinate 3
min

q  in this case undergoes slight shift from zero at moderate vibronic 

coupling (Fig. 7b), while for side-by-side arrangement 3 0min
q =  independently of the strength of the 

vibronic coupling because in the latter case both side-type configurations are energetically equivalent. 

Note that aforenamed difference between the coordinates of the minima disappears in the limit of strong 

vibronic coupling. This can be explained by the fact that in this limit only diagonal-type electronic 

distributions contribute sizably to the wave-functions in the global minima, which are fully indifferent 

to the type of cells arrangement. 
 

 

    (a) 
 

     (b) 

 Fig. 7. Dependences of the coordinates 2
min

q  (a) and 3
min

q (b) of the ground minima of the lower 

adiabatic potential surface of the working cell subjected by the Coulomb field of unpolarized 

driver-cell ( 0)dcP = on the value of the vibronic coupling parameter evaluated for side-by-side 

(blue lines) and head-to-tail (red lines) arrangements of the interacting cells. 
 

Figure 8 shows the populations of different pairs of metal centers by the two excess electrons 

calculated in the global minima of the lower adiabatic potential surface of the working cell subjected to 

the Coulomb field of unpolarized driver-cell as functions of the vibronic coupling for two kinds of cells 

arrangement.  

For weak vibronic interaction (left part of Fig. 8) when the adiabatic potential has the only minimum 

the electronic pair populations in this minimum are practically independent of  and close to the 

populations calculated with the aid of pure electronic model. In this case the electronic pair is mainly 

delocalized over two diagonals of the cell (𝜌𝐴𝐶 = 𝜌𝐵𝐷 ≈ 0.37 for side-by-side arrangement and 𝜌𝐴𝐶 =𝜌𝐵𝐷 ≈ 0.35 for head-to-tail arrangement) and with less extent occupy the side positions (𝜌𝐴𝐷 = 𝜌𝐵𝐶 ≈0.13 for side-by-side arrangement and 𝜌𝐴𝐷 ≈ 0.23, 𝜌𝐵𝐶 ≈ 0.07 for head-to-tail arrangement). As 

distinguished from side-by-side arrangement for which both side-type populations are equal, in the case     
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I:1
0.1

06
3/5

.00
96

18
2



Accepted to J. Chem. Phys. 10.1063/5.0096182

16 
 

of head-to-tail arrangement the side A-D is populated to much higher extent than the side B-C due to the 

inequivalence of these two sides with respect to intercell interaction. It is seen that the total side-type 

population 
d AD BC  = +  proves to be higher for side-by-side arrangement and consequently the 

overall diagonal-type population 
s AC BD  = +  is diminished in this case as compared with that 

occurring for head-to-tail arrangement. This is just the reason why for side-by-side arrangement of cells 

the transformation of the single-well surface to the double-well one occurs at lower value of   than for 

head-to-tail arrangement. 

For  lying above the critical value corresponding to the transition from the single-well surface to the 

double-well surface, the electronic densities in the two ground minima depend on   in such a way that 

the increase of   tends to localize the electronic pair on a certain diagonal of the cell (for the minimum 

considered in Fig. 8 this is the diagonal A-C), while the populations of other diagonal and of the two 

sides of the cell go to zero (right side of Fig. 8). Although the slopes of the ( )ij
   curves are bigger for 

side-by-side arrangement than for head-to-tail one this difference is getting less pronounced with the 

increase of . Finally, in the limit of strong vibronic coupling, the electronic pair tends to be fully 

localized on the diagonal A-C (𝜌𝐴𝐶 ≈ 1) for both types of arrangements. Note that at strong vibronic 

coupling the difference between the electronic density distributions for two of arrangements becomes 

insignificant. Physically this means that for such strong vibronic coupling the role plays only the 

diagonal-type distributions which are insensitive to the type of arrangement. In other words, at strong 

vibronic coupling, we arrive at the situation that is typical for strong U limit, for which only the diagonal 

configurations are involved into the game and hence the type of arrangement does not play any role. One 

can thus conclude that even if the Coulomb repulsion does not reach the strong U limit, a strong enough 

vibronic coupling can produce the same effect of localization as the intracell Coulomb repulsion and 

consequently can create an appreciable barrier, which separates two distinct charge configurations 

encoding binary information thus ensuring bi-stability of the cell.  
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Fig. 8. Electronic pair occupancies in the global minimum of the lower adiabatic potential surface 

evaluated for working cell subjected to the action of unpolarized driver-cell as functions of the 

vibronic coupling parameter. The dependences calculated for side-by-side and head-to-tail 

arrangements of the interacting cells are shown by blue and red lines, respectively. For the 

range of   for which the potential surface is of double-well shape, only the pair populations 

in one minimum are presented, while the populations in another minimum can be found by 

interchanging 𝜌𝐴𝐶 ⇄ 𝜌𝐵𝐷. 
 

It is also notable that in each deep global minimum in the case of strong vibronic interaction the 

working cell proves to be fully polarized even provided that the driver-cell is unpolarized. This is 

“broken symmetry polarization” rather than the genuine polarization of the cell because in two global 

minima the cell acquires different polarizations (𝑃𝑤𝑐 = −1 and +1) and so the average polarization is 

zero. Nevertheless, such broken symmetry polarization can be easily transformed into the genuine 

polarization of the working cell under the action of the polarized driver-cell. Indeed, the quadrupole 

electrostatic field of the driver cell breaks down the equivalence of the two global minima stabilizing a 

selected minimum and destabilizing another one, and so the working cell acquires a definite polarization 

that is already “prepared” by the vibronic interaction. This is illustrated in Fig. 9 presenting the effect of 

the electrostatic field of the driver-cell on the populations of different pairs of metal centers by the two 

excess electrons evaluated in the global minimum of the lower potential surface of the working cell at 

different values of the vibronic coupling parameter. Indeed, at relatively strong vibronic coupling the 

population 
AC  discontinuously changes from 𝜌𝐴𝐶 ≈ 0 to 𝜌𝐴𝐶 ≈ 1 (curves 5 in Figs. 9a, 9b), while the 

polarization 
BD  changes from 𝜌𝐵𝐷 ≈ 1 to 𝜌𝐵𝐷 ≈ 0 (curves 5 in Figs. 9c, 9d) upon changing polarization 

dcP  from negative to positive values. This is because at 𝑃𝑑𝑐 < 0 the global minimum is that in which  
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(c) (d) 

  

(e) (f) 
 

  
(g) (h) 

Fig. 9. Electronic pair occupancies in the global minimum of the lower adiabatic potential surface of 

the working cell evaluated as functions of the polarization of driver-cell for the following five 

values of the vibronic coupling parameter: curves  1 −  = 500 cm−1, 2−  = 250 cm−1, 3 −  

= 230 cm−1, 4 −  = 220 cm−1, 5 −  = 200 cm−1. The dependences calculated for side-by-side 

((a), (c), (e), (g)) and head-to-tail ((b), (d), (f), (h)) arrangements of the interacting cells are 

shown by blue (left side) and red (right side) lines, respectively. 
 

electronic pair is almost fully localized on the diagonal B-D, while at 0dcP   another minimum is 

stabilized in which the pair is localized on the diagonal A-C. At the same time for such strong vibronic 

coupling the populations of the side positions remain close to zero and almost insensitive to the field of 

the driver cell (curves 5 in Figs. 9e, 9g,9h). The only exclusion is the population of the A-D side in the 

case of head-to-tail arrangement, which remains still significant at  = 500 cm−1 (curve 5 in Fig. 9f) due 

to strong separation of this side from the driver-cell. At stronger vibronic interaction the latter population 

becomes vanishing as well (the case is not shown in Fig. 9). Inspection of the dependences calculated 
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with at  = 500 cm−1 allows us to conclude that at strong vibronic coupling the difference between the 

two types of arrangements tends to disappear. This means that at strong vibronic coupling the cell 

behaves in the same way as under the condition of strong U limit, i. e. it demonstrates bi-stability and 

high polarizability. 

The weaker is the vibronic interaction the lower is the discontinuous change of the populations of the 

diagonal positions occurring when polarization 
dcP  passes through zero changing from negative to 

positive values (compare the curves 1 and 2 in Figs. 9a-9d). This is because at weaker vibronic coupling 

the minima are shallower and the extent of the population of the diagonal positions in the minima is 

lower. Also, the contributions of the side populations go up with the decrease in the strength of the 

vibronic coupling (compare the curves 1 and 2 in Figs. 9e-9h) and the difference between the 

dependences evaluated for two types of arrangement become more pronounced. 

The stepwise character of the dependences disappears at weaker vibronic coupling at which a single-

well potential surface arises instead of double-well one provided that the driver-cell is unpolarized. In 

this single minimum the electronic pair is predominantly delocalized over two diagonal positions, but 

also the adiabatic wave-function in the minimum contains considerable side-type admixture. In this case 

upon polarization of the driver cell the single minimum is shifted and undergoes additional stabilization, 

while the populations of the diagonal positions show gradual dependence on 
dcP  (curves 4 and 5 in Figs. 

9a, 9c and curves 3, 4, 5 in Figs. 9b and 9d). In this range of the vibronic coupling the difference between 

two arrangements is most pronounced because for side-by-side arrangement the double-well surface is 

transformed to the single-well one at smaller  - value than for head-to-tail arrangement (Figs. 7 and 8). 

This explains why, for example, at  = 230 cm−1 the diagonal populations show discontinuous change 

for side-by-side arrangement (curves 3 in Figs. 9a and 9c) and gradual change for head-to-tail one 

(curves 3 in Figs. 9b and 9d). Finally, at weak enough vibronic coupling all dependences become weak 

and practically linear (see, for example curves 5) indicating thus that in this case the field of the driver-

cell enables to efficiently polarize the working cell. This is evidently due to the fact that at such weak 

vibronic interaction the violation of the strong U limit becomes critical thus hindering the efficient 

functioning of such cells in QCA devices. It is to be underlined that the model employed in this section 

does not take into account the monopole charges of the driver and neutralizing charge as has been already 

mentioned. Application of the model to the real objects requires adaptation of the model to take into 

account action of these charges. 

4. Quantum -mechanical results  

In principle, using the calculated dependences of the electronic pair occupancies in the global 

minimum on the polarization of the driver-cell shown in Fig. 9 one can evaluate the low-temperature 

semiclassical cell-cell response functions ( )wc dc
P P . Nevertheless, providing qualitatively satisfactory     
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description of the polarization properties of QCA cells, such semiclassical consideration does not allow 

to perform correct quantitative evaluation of such properties for arbitrary ranges of parameters due to 

the fact that adiabatic approximation works well only provided that the barrier separating the adiabatic 

potential minima is very high and so the quantum tunneling of the excess electrons through this barrier 

is suppressed [37]. In contrast, in the case of moderate vibronic coupling when the barrier between the 

two minima is less pronounced, the quantum tunneling becomes rather significant. In the latter case the 

adiabatic approximation fails to correctly describe the polarization properties. Such shortcomings of the 

semiclassical description turn out to be especially significant when the minima are so shallow that the 

ground vibronic level lies above the barrier. It is important to note that the shape of the cell-cell response 

function in its central non-linear part (just responsible for switching of the cell) is of the primary 

importance for the proper action of a QCA gate and therefore the degree of accuracy of the evaluation 

in this area is decisive in assessing the applicability of the approach for the theoretical modeling. 

Nevertheless, the adiabatic approximation fails just in the description of this critical area (see discussion 

in Ref. [37]).   

That is why we will analyze the ( )wc dc
P P  dependences evaluated in the framework of more precise 

quantum-mechanical (dynamic) vibronic approach, which takes into account the kinetic energy of 

molecular vibrations. To solve the dynamic vibronic problem, we present the full Hamiltonian, Eq. (6), 

in the matrix form using the basis composed of the products 𝜓𝑖𝑘|𝑛2𝑛3⟩, where |𝑛2𝑛3⟩are the wave 

functions of the two-dimensional harmonic oscillator, and 2 3,n n  are the vibrational quantum numbers 

related to the two active types of vibrational modes. 

By diagonalizing such matrix, we obtain a set of vibronic energies 
k of the working cell and the 

corresponding vibronic wave-functions k . The latter are obtained as superpositions 

|𝑘⟩ = ∑ 𝑐𝑘(𝑖, 𝑗, 𝑛2, 𝑛3)𝜓𝑖𝑗|𝑛2𝑛3⟩,                                                                                                  (8)𝑖,𝑗,𝑛2,𝑛3  

 

where the coefficients 𝑐𝑘(𝑖, 𝑗, 𝑛2, 𝑛3) depend on parameters ,U ,t , ℏ𝜔, and also on the driver-cell 

polarization 
dcP . Also, these coefficients do depend on the type of mutual arrangement of working and 

driver cells.  To find a numerical solution of the dynamic problem the infinite vibronic matrix has  to be 

truncated. Since  both  vibrations  in PKS  model have the same frequencies 𝜔 (that is the frequency of 

the “breathing” vibration of the redox site)  we are dealing with the bi-dimensional oscillator  coupled 

to four electronic states so that the total degeneracy of Hilbert space   is   𝐺(𝑁) = 2(𝑁 + 1)(𝑁 + 2), 

where N is the number of the vibrational levels 𝑛 = 𝑛2 + 𝑛3 involved in the basis set.    The truncation 

for N=10   ensures a good convergence and   satisfactory  accuracy in the evaluation of the low-lying 
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vibronic levels involved in the charge reorganization. The accuracy has been additionally controlled for 

each sets of parameters.   

We will focus on the ground vibronic state 1k = that is the only state that plays role in the evaluation 

of the cell-cell response function in the low-temperature limit, i. e. at T=0 K. First, we will evaluate the 

total probabilities of the diagonal-type and side-type two-electron populations in the working cell 

provided that the driver-cell is unpolarized (
dcP .= 0). These probabilities are defined as follows: 𝜌𝑑 = 𝜌𝐴𝐶 + 𝜌𝐵𝐷 = ∑ ∑ (𝑐1(𝑖, 𝑗, 𝑛2, 𝑛3))2𝑛2,𝑛3(𝑖,𝑗) =  (𝐴, 𝐶),(𝐵, 𝐷)  , 

𝜌𝑠 = 𝜌𝐴𝐷 + 𝜌𝐵𝐶 = ∑ ∑ (𝑐1(𝑖, 𝑗, 𝑛2, 𝑛3))2𝑛2,𝑛3(𝑖,𝑗) =  (𝐴, 𝐷),(𝐵, 𝐶)  .                                                              (9) 

In this context a significant difference between the semiclassical and quantum-mechanical vibronic 

states should be emphasized. As distinguished from broken symmetry Born-Oppenheimer states, 

describing predominant localization of the excess electrons on a certain diagonal in the case of the 

double-well adiabatic potential surface at strong or moderate vibronic coupling, each quantum-

mechanical vibronic state contains equal contributions of both diagonal-type states, i. e. in this case one 

deals with true symmetry. Indeed, at strong vibronic coupling this ground state can be regarded in terms 

of quantum tunneling between the two equivalent deep minima. For this reason, within the quantum- 
  

 

 

 

Fig. 10. Total diagonal-type and side-type electronic pair populations in bi-dimeric cell subjected by 

the electrostatic field of unpolarized driver-cell calculated as functions of the vibronic 

coupling parameter with the aid of quantum-mechanical vibronic approach. These 

populations are evaluated for side-by-side arrangement. 
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mechanical approach it is reasonable to analyze the total probabilities 
d  and 

n  rather than the 

particular probabilities (
AC  etc.) provided that the working cell is subjected to the field of unpolarized 

driver-cell, which does not lift the degeneracy of the two global minima. 

Figure 10 shows the dependences of 
d  and 

s  on the vibronic coupling parameter evaluated for  

for side-by-side arrangement of cells. For weak vibronic coupling the populations 
d  and 

s  are almost 

independent of , and they do not satisfy the inequality   
d  >>

s  because of violation of strong U limit 

in the case under consideration. At higher vibronic coupling the populations 
d  and 

s  become strongly 

dependent on , with 
d  being the increasing function of  and 

s  being the decreasing one. Finally, 

at sufficiently strong coupling the probabilities reach the values
d   1 and 

s  0 indicating thus that 

at such strong vibronic coupling the populations coincide with those in the strong U limit. This 

observation is in line with the above conclusion derived from the semiclassical consideration according 

to which the strong vibronic interaction acts as a factor effectively restoring the strong U limit in the 

case when the condition U >> t is not fulfilled. Thus, one can conclude that strong vibronic coupling 

leads to a “recovery” of electronic density distribution peculiar to the strong U limit. 

The above conclusion is confirmed by a series of quantum-mechanical cell-cell response functions 

(Fig. 11) calculated for side-by-side cells arrangement (as motivated in Section  at different values of 

the vibronic coupling parameters. One can see that at strong vibronic coupling even small driver-cell  

 

 

Fig. 11. Series of cell-cell response functions evaluated in the low-temperature limit using quantum-

mechanical vibronic approach for side-by-side arrangement of bi-dimeric square cells with 

different values of the vibronic coupling parameters shown in the plot. 
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polarization leads to the full polarization of the working cell. Such stepwise strongly nonlinear shape of 

cell-cell response function is a characteristic feature of QCA that is peculiar for the strong U limit. This 

evidences that the range of electronic parameters required for suitable functioning of cells should be 

reconsidered in the sense   that   at  strong  vibronic  coupling   an  insufficiently   strong   Coulomb   

repulsion  is  not   an insurmountable obstacle for creating QCA cells. The steepness of the cell-cell 

response function is diminished with decreasing of the vibronic interaction. It is also seen that the 

maximal attainable value of |Pwc| (|Pwc| at |Pdc| = 1) decreases with the decrease of  . Thus, the working 

cell admits full polarization at  =850 cm−1 and 800 cm−1, while at smaller values of   even maximal 

field of the driver-cell is unable to fully polarize the working cell. Finally, further decrease of the 

vibronic coupling leads to a weak and almost linear cell-cell response functions. Indeed, the vibronic 

barrier in this case is too low to produce efficient trapping of the electronic pair and hence the excess 

electrons are hardly polarizable by the field of the driver-cell. 

5. Examples of bi-dimeric square cells with weak and moderate Coulomb repulsion and 

    strong vibronic coupling: analysis  based on ab initio calculations 
 

While in previous sections we have dealt with general theoretical analysis based on the sets of sample 

parameters, in this Section we will attempt to answer the question about estimates related to real systems. 

As building blocks for designing bi-dimeric molecular cell we will employ the polycyclic derivatives of 

norbornadiene C7H8 with two C=C chromophores incorporated in the rigid polycyclic frame whose 

electronic structure has been studied in detail in Ref.  [66] along with the vibronic coupling. In context 

of the present work this choice is determined by at least three circumstances. First, the norbornylogous 

bridge compounds can be oxidized so that their cation-radical forms represent MV dimers with the 

terminal C=C chromophores playing the role of redox sites. Second, the controllable length of the rigid 

polycyclic bridge allows to compare the functional properties of the bi-dimeric cells with different 

rationally varying sets  of the key electronic parameters. Finally, the high-level ab initio results for the 

series of MV norbornylogous compounds have been mapped onto the frame of the parametric model 

[66] involving electron transfer and vibronic coupling, i.e. just of the model of a MV dimer employed 

in the present study. 

 

 

Fig. 12. Two polycyclic derivatives of norbornadiene (II and III in notations of  Ref. [66]) 

considered in this Section. 
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Here we will consider cation-radicals of the two polycyclic derivatives of norbornadiene 

[C12H12]+ and [C17H16]+ which are shown in Fig. 12. These two MV dimers will be regarded as dimeric 

half-cells suitable to compose the square cells comprising two extra charges. Ab initio CASSCF 

calculations shows that the symmetric structure of these MV dimers is unstable so that in optimized 

geometries the positive charges are located mainly at the terminal chromophores. It has been also 

shown [66] that the out-of-phase “breathing” mode (PKS vibration) is associated with the terminal 

C=C bonds and predominantly contributes to the potential barriers separating localized structures. Ab 

initio data show that such barriers are quite significant (4609cm−1 and 6062 cm−1) thus ensuring strong 

localization of the extra charge. From the ab initio data one can also derive the PKS frequencies, 

transfer parameters and the vibronic coupling parameters (see details in Ref. [66]), which are collected  

 

 

  (a) 

 

 (b) 

 

 (c) 

 

 

(d) 

Fig. 13. Ab initio based illustration for the two types of charge localized Coulomb configurations 

(diagonal type and side type) in the bi-dimeric cells composed of the cation-radicals  

[C12H12]+ ((a) and (b)) and [C17H16]+ ((c) and (d)). 
 

 

in Table 2. The electronic structures of the two bi-dimeric cells built from cation-radicals [C12H12]+ 

and [C17H16]+ are illustrated in Fig. 13 with the emphasis on the two Coulomb configurations (diagonal 

type and side type) of the cells. Since the considered cell has  square-planar structure, the distances 
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between the constituent dimers are equal to the distances b between the redox sites (terminal C=C) in 

the dimers. 

Using these data one can estimate the Coulomb parameter U that is in the focus of our 

consideration (Table 2). Examining the parameters collected in Table 2 one can see that both cells 

exhibit rather strong (dimensionless coupling  𝜐 ℏ𝜔 > 3⁄ ) and close in magnitude vibronic interactions, 

while the ratio U t  proves to be twice higher for cell composed of [C17H16]+ molecules due to the fact 

that the electron transfer decreases much faster with the increase of the length of the bridge than the 

intracell Coulomb gap. The obtained ratios U t  shows that for [C12H12]+ based bi-dimeric cell the 

values U and t are comparable (U/t=1.47), while for [C17H16]+  based bi-dimeric cell the ratio U/t=3.1. 

These estimations show that the condition of a strong Coulomb repulsion limit (𝑈 >> 𝑡) is evidently 

violated for both types of cells. 
 

 

Table 2. Parameters of the bi-dimeric square-planar cells composed of polycyclic derivatives of oxidized 

norbornadiene playing the role of half-cells. The parameters t , ℏ𝜔  and 𝜐 for two polycyclic derivatives 

have been calculated with the aid of ab initio CASSCF approach [65], the Coulomb gap U has been 

estimated using distance b between the redox sites. 
 

 

Half-cell 

Parameters 
[C12H12]+ [C17H16]+ 

b, Å 4.736 6.973 

t, cm-1 4869 1573 ℏ𝜔, cm−1 1584 1605 

𝜐, cm−1 5282 4924 

𝜐/ℏ𝜔 3.33 3.07 

U, cm−1 7180 4876 

𝑈/𝑡 1.47 3.10 

 

 

To check to what extent strong vibronic coupling is able to ensure high polarizability of the two 

considered cells we have evaluated the quantum-mechanical cell-cell response functions (see Section     
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4) with the set of parameters given in Table 2 and also by using the values c=3b for the intercell 

distances. Due to cationic character of the complexes, we will analyze here only side-by-side 

arrangement of cells, which is less influenced by the neutralizing charge (Section 2).  One can see (Fig. 

14) that for both considered types of cells the cell-cell responses are strong and nonlinear. We thus 

arrive at the conclusion that the vibronic interaction is efficient in the recovering of the cell 

functionality even under the condition of moderate or even weak Coulomb repulsion. 

               At the same time the saturation values of cell-cell response function calculated for cells 

composed of [C17H16]+ dimers prove to be higher than that obtained for cells built from the [C12H12]+ 

half-cells. Indeed, polarization of the working cells consisting of the [C17H16]+ molecules shows 

discontinuous change at a weak polarization of the driver-cell upon which the working cell becomes 

fully polarized. These cells looks as ideal from the point of view of their functionality in QCA devices, 

while for cells built from the [C12H12]+ molecules the steepness of the abrupt change of polarization of 

the working cell proves to be slightly lower and also saturation value of |Pwc| does not reach 1. 

 

Fig. 14. Cell-cell response functions calculated for side-by-side arrangement of bidimeric 

square cells composed of either two [C12H12]+ or two [C17H16]+ MV molecules with 

the set of parameters listed in Table 2 and c=3b. 
 

In order to prove that even for cells composed of  [C17H16]+ compounds the parametric regime 

is far from the strong U limit we have presented in Fig. 15 the cell-cell response function calculated 

for such cells together with the cell-cell response function evaluated for hypothetical cells having the 

same set of parameters with the exception of the vibronic coupling parameter that is reduced from  its 

real value 4924 cm−1  (solid line) to the value 𝜐 = 3000 cm−1.  This moderate variation  of the 

vibronic coupling leads to a dramatic change in the shape of the cell-cell response function.  It is seen 

that as distinguished from the cell-cell response function found for  cells consisting of [C17H16]+ 

dimers the functions for hypothetical cells describe weak and nearly linear response, which is  
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Fig. 15. Comparison of cell-cell response function calculated for the bidimeric square 

cells composed of two [C17H16]+ MV molecules (solid line) with that calculated 

for hypothetical bi-dimeric square cells possessing the same values of the 

parameters except the vibronic coupling parameter that is reduced from  4924 

cm−1  (solid line) to  = 3000 cm−1 (dashed line). Both functions are evaluated 

assuming side-by side arrangements of cells. 

 

indicative of considerable contributions of side-type charge configurations. One can thus conclude 

that the strong U limit is not reached for the [C17H16]+-based cells and the high polarizability appears 

only due to the strong vibronic coupling occurring in such cells. 

 

6. Concluding remarks 

The above analysis based on the use of both semiclassical and quantum-mechanical vibronic 

approaches has demonstrated that the failure of the strong U limit is not necessary an insurmountable 

obstacle for the use of bi-dimers as efficient cells in QCA devices. We have shown that the occurrence 

of strong interaction between the excess electrons and the molecular PKS-type vibrations suggests a way 

to simultaneously solve the two main tasks related to the proper functioning of molecular cell in QCA, 

namely, to 1) to attain the charge distribution in which the electronic pair is predominantly localized in 

the two diagonal positions, while the sides of the cell remain unpopulated thus ensuring bi-stability and 

high polarizability of the cell, and 2) to make the two types of cells arrangement equivalent from the 

point of view of the response of the working cell to the electrostatic field induced by the driver-cell. 

These abilities of strong vibronic coupling called “vibronic recovering of functionality of quantum 

cellular automata…” in the title of this article are the results of the fact that vibronic coupling acts as 

interaction, which substitutes intracell Coulomb repulsion in creating the barrier between the two 

diagonal charge configurations. This suggests prospects to considerably expand class of possible 

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I:1
0.1

06
3/5

.00
96

18
2



Accepted to J. Chem. Phys. 10.1063/5.0096182

28 
 

candidates for the role of molecular cells suitable for creating QCA devices. The general conclusions 

are illustrated by the ab inito based consideration of the two MV polycyclic derivatives of norbornadiene 

C7H8  ([C12H12]+ and [C17H16]+) with two C=C chromophores incorporated in the rigid polycyclic frame 

for which the vibronic recovery was shown to manifest itself in the shape of the cell-cell response 

function.  
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Figure 2 

    
Th

is 
is 

the
 au

tho
r’s

 pe
er

 re
vie

we
d, 

ac
ce

pte
d m

an
us

cri
pt.

 H
ow

ev
er

, th
e o

nli
ne

 ve
rsi

on
 of

 re
co

rd
 w

ill 
be

 di
ffe

re
nt 

fro
m 

thi
s v

er
sio

n o
nc

e i
t h

as
 be

en
 co

py
ed

ite
d a

nd
 ty

pe
se

t. 
PL

EA
SE

 C
IT

E 
TH

IS
 A

RT
IC

LE
 A

S 
DO

I:1
0.1

06
3/5

.00
96

18
2



Accepted to J. Chem. Phys. 10.1063/5.0096182

 

(a) 

 

 

(b) 

 

(c) 

 

(d) 
 

(e) 

 
 
 
 

Fig.3 
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