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Preface

During the last two decades neutrinos have turned high energy physics upside
down due to their strange nature. The discovery of their oscillations between
leptonic flavour implies that they are massive particles, contrary to the descrip-
tion of the Standard Model of particles physics. This evidences the existence of
some unknown regime of physics beyond it. Tens of experiments have tried to
characterize the oscillation phenomenon, but being neutrinos so complicated to
detect has made this a very challenging task. Indeed, there are still some param-
eters with deep physics consequences that have not been determined precisely
enough, amongst which δCP outstands. It is a phase quantifying how differently
neutrinos and antineutrinos oscillate, and a value of this phase different from
zero could be one of the ingredients to explain the baryon asymmetry present in
our Universe; or, in other words, it could be an explanation for the existence of
the Universe itself.

Current experiments have excluded the zero value with a confidence level up
to 3σ. However, it is widely assumed that even combining the data from all
those experiments, a discovery (5σ) will not be possible. Consequently, a new
generation of experiment was proposed during the last decade, with improved
techniques and sensitivities, so that neutrinos could be studied further. Examples
of this new generation are JUNO, Hyper-Kamiokande and DUNE.

Apart from oscillations, there are other questions regarding neutrinos that
are seeking for an answer. The absolute value of their masses is still unknown,
and their upper bounds are much lower than those of any other fermion of the
Standard Model. We do not know neither what is the hierarchy of their massive
states, nor if they are Majonara particles, which would imply a violation of the
leptonic number conservation. All things considered, and having in mind that
the LHC is slowly turning into a precision test bench for the Standard Model, it
is clear that neutrino physics is the key point of high energy physics in the next
decade.

Or at least, this was my feeling when I was about to start my research career
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in 2017. It was at that time when I joined the experimental neutrino physics
group at IFIC for my Master Thesis. All my work since then has been devoted to
DUNE and its prototypes at CERN. I liked the idea of working in an upcoming
experiment with a very strong prototyping programme, because this would allow
me to work in the different stages of a particle physics experiment: simulation,
design, prototyping, testing, installation, commissioning and data analysis. And
it has been this way.

My Master Thesis was focused on the calibration and installation of the
Static Temperature Gradient Monitor of ProtoDUNE-SP, a gigantic thermome-
ter able to measure the vertical temperature gradient inside the eight meters tall
cryostat, with an unprecedented precision close to the mili-kelvin. Two weeks
after the defence I started my PhD moving to CERN for five months, for the
commissioning of ProtoDUNE-SP. During this first year my work was mainly
focused on the study of the cryogenic instrumentation of the experiment, par-
ticularly the analysis of temperature data. For this work, the collaboration gave
me the opportunity to present the talk ‘Cryogenic Instrumentation at Proto-
DUNE’ in the ICHEP2020 conference. A brief summary of the results obtained
is presented in Chapter 3. As a result of this work, the technology used for
ProtoDUNE was accepted as baseline for DUNE FD1 temperature monitoring
system. Two publications, one about the novel calibration procedure demon-
strating the mili-kelving capabilities of the system, and another one about the
entire ProtoDUNE-SP temperature monitoring system, will be released soon.

In 2019, IFIC’s neutrino group joined the DUNE’s Photon Detection Consor-
tium along with other Spanish institutions. Then I started to work closely with
the engineers of the NEXT neutrino-less double beta-decay experiment at IFIC
to understand silicon photomultipliers and to prepare an experimental set-up to
test them under cryogenic conditions. We were key players in the SiPM down-
selection procedure, in which different sensor models from two different vendors,
HPK and FBK, were tested to choose the one best fitting DUNE’s needs. At
IFIC I was in charge of receiving, testing, analysing and sharing the results with
the other involved institutions. This process took almost a year, from Summer
2020 to Summer 2021. Two scientific papers are currently being prepared to
present the results obtained, and I am a leading author of one of them. The
results obtained at IFIC in this context are presented in detail in Chapter 4.

Continuing with the PDS activities, in 2022 I was awarded a grant to stay
at CERN for seven months and participate in the installation of the PDS of
ProtoDUNE-HD, a second phase of the ProtoDUNE-SP prototype. The activi-
ties developed involved the assembly of the PDS optical modules, the installation
and testing in the APAs and the cold box, the study of the DAPHNE readout,
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and the final installation in the cryostat. My initial contributions became lead-
ing tasks when I was appointed coordinator of the installation. These activities
are briefly commented in the last section of Chapter 4.

Coming back in time a little bit, at the beginning of 2021 I started to work
on the analysis that gives name to this thesis. Working on the PDS made me
discover DUNEs capabilities beyond neutrino oscillations. In particular, proton
decay searches, which constitutes one of the main research topics of giant neu-
trino experiments, as DUNE or HK. Indeed, the PDS is crucial for proton decay,
as will be explained later, and kaons are crucial to investigate this phenomenon
in DUNE. I entirely developed the secondary kaon selection presented here, and
the subsequent analysis of the energy loss per unit length (including the evalu-
ation of the systematic uncertainties). Thanks to this work, the capabilities of
the Single-Phase LArTPC detector technology to identify low energy kaons have
been demonstrated, which is of outmost importance for proton decay searches
in DUNE. A publication is in preparation with the obtained results. A measure-
ment of the secondary kaon production cross-section has been left for a future
exercise. In addition to the analysis carried out, I have closely worked with
my supervisor, Anselmo Cervera, on the adaptation of the HighLAND analysis
framework to ProtoDUNE-SP.

∗ ∗ ∗

Working in DUNE has allowed me to work on the different stages of a parti-
cle physics experiment, and hence, to use a broad set of analysis and hardware
tools. The analysis presented in this dissertation has been mostly developed
with the aforementioned HighLAND framework, which is a high-level analysis
software that covers from data retrieving and reduction to graphic drawing utili-
ties, passing through event selections, corrections and propagation of systematic
uncertainties; with LArSoft, the DUNE simulation and reconstruction software,
and with ROOT. I have also had the opportunity to work with GEANT4 to
modestly participate in the preparation of a numerical simulation of the X-
ARAPUCA device, and to use COMSOL and SOLIDWORKS to develop and
simulate the Temperature Gradient Monitor and its exposure to electric fields.
Focusing on the hardware, I have also worked with the LabView programme to
automatize the different devices I used during the SiPM characterization: the
oscilloscope, the power supplies, the pulse generator, the Keithley picoammeter,
etc. Finally, during the installation of ProtoDUNE-HD, I learnt how to use the
scissor-lift, which I consider to be one of the biggest successes of my PhD due to
my horrible fear of heights.
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∗ ∗ ∗

This dissertation is organized in nine chapters. Chapter 1 presents an overview
of neutrino physics and the proton decay phenomenon, and motivates the ne-
cessity of a new generation of experiments, as DUNE. The DUNE experiment
is reviewed in Chapter 2, while Chapter 3 provides a detailed description of
ProtoDUNE-SP, including the studies related to the cryogenic instrumenta-
tion in which I was involved. The activities regarding DUNE’s Photon De-
tection System, specifically the SiPM down-selection and the installation in
ProtoDUNE-HD, are summarized in Chapter 4. The analysis of stopping kaons
in ProtoDUNE-SP is presented in Chapters 5, 6, 7 and 8. Finally, Chapter 9
concludes.



Summary

Introduction

Neutrinos

Neutrinos are the second most abundant particle in the Universe, yet the less
understood. They are charge-less leptons that only interact via weak interaction
and with a mass so low that they are described as massless by the Standard
Model (SM) of particle physics. Consequently, detecting neutrinos constitutes
a very challenging task since their interaction cross-section is ridiculously low.
There are three families of neutrinos, each of them associated to a charged lepton:
the electron neutrino to the electron, the muon neutrino to the muon, and the
tau neutrino to the tau. Due to lepton number conservation, neutrinos (or
antineutrinos) are generated in pairs with their associated charged anti-lepton
(or lepton). In the same way, when they interact with the matter, they generate
the associated charged lepton in the final state. Identifying this lepton enables
to characterize the neutrino responsible of the reaction.

One of the most interesting facts about neutrinos is their ability to oscillate
between leptonic flavours. Their flavour states do not correspond to their massive
states, which are the ones with a well-defined time evolution. Consequently, a
flavour state originated at t = 0 has a non-zero probability of being detected
as a different flavour after some time has passed. This phenomenon has been
measured using different sources of neutrinos: solar, atmospheric, reactor and
accelerator neutrinos. It can be described by expressing the flavour states as a
linear combination of the massive states

|να〉 =
3∑

k=1

U∗
αk|νk〉, (1)

v



vi

where U is the PMNS matrix, that can be parametrized as

U =

1 0 0

0 c23 s23
0 s23 c23

 c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13

 c12 s12 0

−s12 c12 0

0 0 1

 , (2)

where cij and sij refer to cosine and sine of θij, respectively, and θij is the mixing
angle between flavour states; and δCP is a complex phase known as Charge-Parity
violation phase, which measures how differently neutrinos and antineutrinos os-
cillate. Given an initial flavour α, the probability of detecting a different flavour
β at a time t is described by

Pνα→νβ(L,E) = δαβ − 4
∑

k>j R
[
U∗
αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)
+2
∑

k>j I
[
U∗
αkUβkUαjU

∗
βj

]
sin
(

∆m2
kjL

2E

) , (3)

where L is the distance between the origin of the neutrino and the detector, E is
the energy of the neutrino, ∆mkj is the mass difference between massive neutrino
states k and j, and R and I refer to real and imaginary parts of the matrix
elements enclosed, respectively. With this, neutrino oscillations are described by
three mixing angles (θ12,θ23 and θ31), a CP violation phase (δCP ) and the two
squared mass differences (∆m2

12 and ∆m2
23).

Several points need to be highlighted regarding this phenomenon. First,
neutrinos can only oscillate if they are massive particles, so its discovery has
constituted the first proof of physics beyond the SM, which considers neutrinos
as massless. Furthermore, giving mass to neutrinos is not straightforward from
the theoretical point of view, and it generates the appearance of new concepts
as Majorana particles, sterile neutrinos, the see-saw mechanism, etc. Second,
the oscillation probability depends on the absolute value of the mass squared
difference of the massive states, meaning that we do not have enough information
to infer which is the absolute mass of the neutrinos and what is their ordering
from lighter to heavier. Third, a value of δCP different from zero could provide
an explanation to the baryon asymmetry currently observed in the Universe. In
the very early stages of the Big Bang, equal amounts of matter and antimatter
were created, and in the same way, they should have been annihilated. However,
the Universe we live in today is made exclusively out of matter. Why so? What
happened with the antimatter? This is the so-called baryon asymmetry for which
neutrinos may be an answer if they and their antiparticles oscillate differently
enough.
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Due to their strong physics implications, neutrino oscillations have been thor-
oughly studied during the last twenty years using different neutrino sources,
establishing as a result the three-flavour neutrino paradigm presented above.
Experiments measuring solar neutrinos, as SNO, have characterized θ12 and
∆m2

12. θ23 and ∆m2
23 have been measured by atmospheric neutrino experiments,

as Super-Kamiokande, and by accelerator neutrino experiments, as T2K and
NOνA. Accelerator experiments have also, along with reactor experiments as
Double Chooz or Daya Bay, measured θ13. Finally, the δCP zero value has been
excluded at 3σ level by accelerator experiments. However, it is already known
that even combining all of the available and achievable data from current detec-
tors this would not be enough to reach the 5σ level. The same applies to the
θ23, for which it is unknown if it is below, above or equal to 45◦; and to the
mass ordering. For this reason, a new generation of neutrino experiments with
more advanced technologies and higher sensitivities has been proposed, formed
by Hyper-Kamiokande, JUNO and DUNE.

GUTs and Proton Decay
Aside from oscillations, the fact that neutrinos are massive particles imply that
the SM is incomplete, and that it must exist a higher energy level theory of
which the SM is just a low energy approximation. Great Unification Theories
(GUTs) aim to be such theory, by bringing together all three interactions (elec-
tromagnetic, weak and strong) at sufficiently high energies; in the same way as
it was found that the electromagnetic and weak interactions were unified at the
electroweak scale. These theories predict a wide range of phenomena, but most
of them are out of reach with the current technology since they involve very high
energies. There are some exceptions, as the creation of new particles on-shell in
the LHC, and proton decay.

The decay of the proton is a forbidden process in the SM due to baryon num-
ber conservation1. However, if the unification of forces predicted by GUTs truly
happens, it implies that quarks and leptons are unified too, and consequently
the baryon number is no longer a conserved quantity and the proton decay can
happen. This hypothetical process has two preferred channels: p → e+π0 and
p → K+ν̄, the first one mostly predicted by non-supersymmetric GUTs and the
second one by supersymmetric GUTs.

Although no evidence for this process has been observed so far, upper lim-
its have been set by experiments, which has allowed discarding some of those
models. These measurements have been obtained mainly by Super-Kamiokande,

1Fortunately, we would not be here otherwise.
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which has good sensitivity for channels involving pions in the final states. How-
ever, it does not perform as well in channels with kaons in the final states since
their very low momentum is below the Cerenkov threshold. On the contrary, the
emerging Liquid Argon Time Projection Chamber technology (LArTPC) —that
is going to be used by DUNE— has access to the full proton decay chain for chan-
nels involving kaons, improving the sensitivities achievable by water Cerenkov
detectors.

DUNE
DUNE, which stands for Deep Underground Neutrino Experiment, is an up-
coming long-baseline neutrino experiment located in the United States. In this
kind of experiments a neutrino beam originated in an accelerator is character-
ized by two detectors. The Near Detector (ND) measures the properties of the
unoscillated beam and the Far Detector (FD), located at a distance such that
the oscillation is maximum, measures the oscillated beam. By comparing both
measurements information from the oscillation parameters can be obtained. The
neutrino beam is generated by colliding a proton beam against a target, generat-
ing multiple π±. These are focused into a decay pipe, where they decay mostly
to µ± and νµ/ν̄µ. The resulting µ + νµ beam is made collide again against a
thick target meant to stop muons, forming the final neutrino beam.

Particularly, the measurement of δCP is done by comparing the measured
oscillation probability of νµ and ν̄µ. However, here a not yet considered phe-
nomenon comes into play: neutrino oscillations are not the same in vacuum and
matter. L is usually of the order of hundreds of kilometres, meaning that neu-
trinos travel through the Earth before reaching the Far Detector. The Earth
is made out of matter (electrons, protons and neutrons), so the probability of
neutrinos and antineutrinos to interact along their trip from one detector to an-
other is different. Consequently, this effect needs to be disentangled from the
Charge-Parity violation effect. There are two different approaches to do so:

• Using a ‘short’ baseline so that matter effects are negligible. This requires
to have a low and well-defined energy neutrino beam (below 1 GeV). This
method is used by T2K and will be used by HK.

• Using a ‘very long’ baseline and a high and wide energy neutrino beam
(between 1 and 10 GeV), so that matter effects are so clear they can be
disentangled. This method, which has the advantage to resolve the neu-
trino mass ordering problem, will be used by DUNE.



ix

DUNE’s neutrino beam will be generated in Fermilab, where the Near De-
tector will be located too. Its Far Detector will be located in the Sandford
Underground Research Facility (SURF), 1300 km away from the origin of the
beam and 1.5 km underground. Due to the high and wide energy spectrum of
the beam, neutrinos can undergo every possible process when interacting with
nuclei: quasi-elastic scattering, nuclear resonance and deep inelastic scattering;
meaning that very different topologies and final state particles are expected in
this experimental approach. Neutrino information can only be inferred from the
outcoming products of their reactions, so a detector technology with excellent
tracking and calorimetric capabilities is needed: the LArTPC. DUNE’s Far De-
tector will be formed by four enormous modular LArTPCs, each one of them
enclosed in a monolithic cryostat that will keep the cryogenic liquid at 87 K.

This emerging technology has been tested and validated is the past by dif-
ferent experiments as LArIAT, MicroBooNE and ICARUS, and more recently
by ProtoDUNE-SP. Its outstanding performance and the very low background
provided by the underground location of DUNE allows to expand its physics
programme beyond neutrino oscillations to include multi-messenger astronomy,
proton decay searches and a wide range of beyond SM topics.

Liquid Argon Time Projection Chamber Technology

A Time Projection Chamber (TPC) consists of an “active volume” enclosed by
two parallel planes, the anode and the cathode. These two planes are exposed to
a potential difference, such that an electric field is generated going from the anode
to the cathode. When a neutrino interacts with the medium, charged particle
are generated. These ionize the medium’s atoms between the planes, freeing
electrons that drift towards the anode, where they are collected. This allows for
a two-dimensional (2D) reconstruction in the plane perpendicular to the drift
direction. If the time at which the neutrino interacts with the detector (the t0)
is known, it can be used along with the electron drift velocity, which depends
in the electric field magnitude, to infer the coordinate in the drift direction,
providing the final three-dimensional (3D) reconstruction of the event. Moreover,
the amount of released electrons is proportional to the energy deposited by the
charged particle, allowing for a calorimetry measurement.

This calorimetry measurement is fundamental in DUNE for particle identifi-
cation. DUNE LArTPCs will not be exposed to any magnetic field, so different
particle species can only be distinguished by means of their energy loss profile.
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The mean energy loss is well described by the Bethe-Bloch formula:

〈−dE

dx
〉 = Kz2

Z

A

1

β2

[
ln

(
2mec

2β2γ2Wmax

I2

)
− β2 − δ(βγ)

2

]
, (4)

from which it can be observed that, for particles with the same electric charge
(z), the energy loss depends on their velocity (β). This implies that particles
with the same energy but different mass lose energy differently. What is typically
done in other particle physics experiments is to represent this energy loss as a
function of the momentum of the particle. However, in DUNE’s LArTPCs the
momentum can not be measured, so what is done is to represent the energy loss
of a track as a function of its residual range, which is defined as the distance
from a point of the track to its end point. Thus, different particle species have
different dE

dx
versus residual range profiles, and comparing the measured profile

of a track with the expected profiles of the different particle enables particle
identification. This process is detailed in Section 2.4.1.1.

In the first Far Detector Module, FD1, known as Horizontal Drift, there will
be three anode planes and two cathode planes, all of them disposed vertically,
following the sequence of A-C-A-C-A. Thus, the module will have three different
drift volumes of 3.6 meters wide. An electric potential of -180 kV will be needed
to generate an electric field of 500 V/cm, granting electrons a drift velocity of
∼1.6 mm/µs. An additional field cage will surround the remaining open faces of
the detector, granting homogeneity to the electric field up to a level of 1%. The
anode planes will be formed by the so-called Anode Plane Assembly (APA), a
stainless-steel frame 6.1 m high, 2.3 m wide and 76 mm thick over which four
bronze wire planes are bounded. These wire planes are the ones responsible of
collecting the electrons and providing the information for the tracking. This is
achieved by disposing the first two planes, known as induction planes, at different
rotated angles with respect to the vertical axis; and the third one, known as
collection plane, parallel to the vertical axis. The induction planes generate
bipolar induction signals when charge is passing through, whilst the collection
plane generates unipolar signals when the charge is collected. Coincidences in
the three planes of wires are used to determine the spatial coordinates of the
event. The last wire plane is grounded to protect the other three planes from
electrical problems. 150 APAs will be used in the first FD module.

Liquid argon was selected as target material for several reasons. First, be-
cause being a noble element implies having a very low electronegativity, meaning
that ionization electrons will not be trapped again by surrounding argon atoms.
Second, because it has a relatively heavy nucleus, increasing the interaction prob-
ability of neutrinos. Third, because it is a fantastic scintillator: argon emits more
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than 20000 photons peaked at 127 nm per MeV deposited, and it is transparent
to them. Consequently, detecting this scintillation light (that takes nanosec-
onds to reach the anode planes) allows to determine the t0 for non beam events.
Fourth, and last, because conforming 1% of the atmosphere, it is the cheapest
of all noble elements.

Photon Detection System
As can be deduced from previous lines, apart from the LArTPC, DUNE’s FD has
a complementary light detection system (the Photon Detection System, PDS),
whose objective is twofold: first, to measure the t0 for non-beam events, and
second, to provide a complementary energy reconstruction based on this light
collection.

As indicated earlier, the t0 permits the three-dimensional reconstruction of
the events. When doing neutrino beam physics, this time is given by the beam
trigger, which means that the PDS is not needed for oscillation physics. However,
when doing non-beam physics, only LAr scintillation light can be used to infer
the t0. This is fundamental since many of the non-beam physics (as proton
decay searches) rely on a proper fiducialization of the detector volume, vertex
identification, and charge attenuation corrections (which depends on the drift
coordinate). In addition, the PDS can improve the reconstruction, sensitivity
and resolution of the experiment, since its independent energy measurement
provides a redundancy that can be used to enhance TPC performance and to
better control systematic uncertainties. In other words, in order to make DUNE
a multi-purpose experiment, a proper PDS is needed.

DUNE’s PDS is based in the photon-trapping X-ARAPUCA technology. An
X-ARAPUCA cell consists of a wavelength shifting (WLS) bar, on top of which
a short-pass dichroic filter with a sharp cut-off at 400 nm is placed. The external
surface of this filter has an evaporation of PTP. On the other side of the WLS bar
a reflective foil is located. Finally, several silicon photomultipliers (SiPM)s, which
are read as a single electronic channel, are attached to the WLS material. When
127 nm argon scintillation light reaches the PTP evaporation, it is absorbed and
re-emitted at 350 nm, meaning that it can pass through the dichroic filter and
reach the bar. There, it is shifted again to about 430 nm, and gets trapped inside
by total internal reflection until it is collected by one of the SiPMs, which has its
maximum photon detection efficiency at that wavelength. In case of a photon
escaping the WLS plate, it is reflected back to the bar by the dichroic filter or
the reflective foil, having a second chance to be detected.

The geometry of these cells can be tailored to fit different needs. In the
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case of DUNE’s FD1, the photon-trapping cells (known as SuperCells) have
dimensions of 487 mm × 93 mm × 3.5 mm, they are covered by six 78 mm
× 93 mm dichroic filters and they have attached 48 SiPMs, which conform a
unique electronic channel. Four of these devices are assembled together in a
single mechanical structure of 2092 mm × 118 mm × 23 mm which is inserted
horizontally inside an APA, behind the wire planes. This is the only location
that has ‘optical’ access to the inner volume of the detector (since the wire planes
are transparent) and that has a zero electric potential.

During the last years different R&D lines have been developed to optimize the
X-ARAPUCA design. One of the main tasks was finding the most appropriate
SiPM model considering DUNE physics requirements. Two different manufac-
turers, Hamamatsu Photonics (HPK) and Fondazione Bruno Kessler (FBK),
developed dedicated photo-sensor models that were thoughtfully tested in cryo-
genic conditions in different institutions. This characterization involved absolute
measurements of the gain, the signal-to-noise ratio, the dark current rate (DCR)
and the correlated noise probability (optical cross-talk and after-pulsing); and
tests for cryogenic reliability by exposing the sensors to controlled thermal cycles.
After those tests it was found that, in general, HPK models performed better
than FBK’s, and also that larger cell pitch models presented larger gain and
SNR values without a significant increase of DCR, thus being preferred. Lastly,
it was observed that larger quenching resistance models were likely to have less
correlated noise probability. The contribution of IFIC neutrino group during
this process is detailed in Chapter 4.

The decision of using the X-ARAPUCA technology as baseline for the PDS
was taken after the results obtained in ProtoDUNE-SP, the largest DUNE’s pro-
totype built and operated to date. The final PDS modules that will be used in
DUNE’s FD1 are being tested first in ProtoDUNE-HD, where they have been
successfully installed and will be commissioned in the near future. An overview
of the installation procedure can be found in Section 4.6. ProtoDUNE-HD con-
stitutes the second iteration of ProtoDUNE-SP, and it is meant to be a ‘module
0’ for the FD1.

ProtoDUNE-SP
ProtoDUNE-SP was the first of the DUNE prototypes operated at the CERN
Neutrino Platform. Even though the LArTPC technology had been previously
used by other experiments, it had never been used at a scale as big as DUNE
is planning to. The ProtoDUNE programme was proposed as a set of large
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demonstrators for DUNE technology. The first iteration of ProtoDUNE consisted
of two prototypes, ProtoDUNE-SP and ProtoDUNE-DP, meant to be a test-
bench of the Single-Phase and Dual-Phase technologies, respectively. They were
hosted by two similar cryostats with internal dimensions of 8×8×8 m3. In the
case of the Single-Phase detector, its goals were

• Prototype and validate the production, delivery and installation procedures
of the detector components.

• Validate the detector performance of the SP technology.

• Accumulate sufficiently large test-beam data samples to understand and
calibrate the response of the detector to different particle species and to
perform physics analysis.

• Ensure the long-term operational stability of the detector.

It consisted of two back to back LArTPCs sharing a central cathode made
of heavily resistive materials, in such a way than the electron drift direction was
opposite in each drift volume. The left open faces of the detector were covered
by a field cage made of aluminium bars connected by means of resistive divider
chains that provided the necessary voltage gradient along the drift direction.
Two ground planes were located below and on top of the detector, to prevent the
generation of electric discharges to the cryogenic system or the gas phase. Each
anode plane was formed by three APAs, and each APA hosted 10 optical modules
similar to the X-ARAPUCA aforementioned. The whole TPC hung from the
inner ceiling of the corrugated cryostat. In order to decrease the energy loss of
particles coming from the beam, a beam plug penetrated the cryostat and the
detector up to five centimetres inside the field cage. Due to its disposition, beam
particles only passed through one of the active volumes, being this one known
as beam side and the other as non beam side. Finally, two cosmic ray taggers
were located vertically outside the cryostat so that cosmic rays passing through
the detector parallel to the APAs could be identified. Overall, ProtoDUNE-SP
prototyped the design of all detector components at a scale of 1:1, and the argon
mass at a scale of 1:20.

Apart from the detector, ProtoDUNE-SP had a complex recirculation and
purification system, responsible of reducing the impurities concentration at least
to 100 ppt oxygen equivalent. Three different purification loops were used, one
for the liquid phase and two for the gas phase, that made the argon pass through
different filters and then injected it back by four pipes deployed below the TPC
at a temperature 0.4 K warmer than the average temperature of LAr inside the



xiv

cryostat. These favoured the convective movements of the 0.77 ktons of liquid
argon and avoided stratification of impurities. Moreover, a set of different cryo-
genic instrumentation devices were installed at different locations in the cryostat
to constantly monitor the status and quality of the argon. These included purity
monitors and the temperature monitoring system among others. The study of
these apparatus has allowed to understand that huge cryostats are very sensitive
systems, in which every variable needs to be under control so that physics re-
sults are not compromised. IFIC has been heavily involved in the development
and study of ProtoDUNE-SP cryogenic instrumentation, and some of the most
important findings are presented in Section 3.3.

ProtoDUNE-SP was successfully installed, commissioned and exposed to a
charged particle beam during The Summer and Fall of 2018. Later, it took cosmic
rays data until The Summer of 2020, when its decommissioning started. During
that time, the excellent capabilities of the LArTPC technology were highlighted,
and the feasibility of bringing it to DUNE’s scale demonstrated.

Secondary Kaon Analysis
One of the main DUNE’s physics goals is searching for the hypothetical pro-
ton decay process. LArTPCs are specially good for identifying the proposed
decay modes with kaons in the final states because they have access to the full
decay chain of this process. On the contrary, water Cerenkov detectors can
not detect the kaon since its low momentum is below the Cerenkov threshold.
Among the different proton decay modes involving kaons, p → K+ν̄ has the
largest branching ratio. In this channel, the only visible signal is the one of the
K+, with a very well-defined momentum of 340 MeV/c. The main kaon decay
channel is K+ → µ+νµ (64%), so the expected signal of this process in DUNE
is a low-momentum track compatible with a kaon originated within the fidu-
cial volume of the detector, followed by a low-momentum muon. The dominant
background is generated by neutrino charged current quasi-elastic interactions,
νµn → pµ−. When the muon happens to have a momentum similar to the 237
MeV/c expected for the K+ decay at rest and it is not captured by a nucleus, it is
indistinguishable from the one resulting from p → K+ν̄ followed by K+ → µ+νµ.
So the discrimination between signal and background relies on two factors: first,
the ability to differentiate kaons and protons, and second, the direction of the
hadronic track.

Consequently, one of the most interesting studies to be done with ProtoDUNE-
SP data was to demonstrate the capabilities of the LArTPC technology to iden-
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tify low momentum kaons, so that the simulation of those particles and the
sensitivity studies in which they are involved are validated. Unfortunately, dur-
ing the beam runs of ProtoDUNE-SP almost no low energy kaons were produced.
Instead, the secondary kaon selection developed and presented in Chapter 5 ac-
complished to select a sufficiently large sample of low energy kaons among the
different secondary particles generated in hadronic reactions of higher energy.
This selection is based in the main decay channel of the kaon, K+ → µ+νµ.
Being this a two-body decay, the kinematics of the muon are very well-defined
and they are used to isolate the kaon parent. Using all 6 and 7 GeV/c beam
momentum runs a sample of 1200 kaon candidates with a 50% purity has been
obtained. They have been used to demonstrate that the LArTPC technology can
efficiently differentiate between kaons and protons by studying their energy loss
profile as function of their residual range, hence proving the viability of proton
decay searches in DUNE’s far detectors.

The selected sample has been used also to study the simulation of the en-
ergy loss for these particles by means of the so-called Coherent Fit approach
described in Chapter 6. The two-dimensional plot of dE

dx
as a function of resid-

ual range is divided in residual range slices (one-dimensional dE
dx

histograms), so
that signal and background contributions can be considered. They both are de-
scribed by means of a Landau-Gaussian convolution, whose different parameters
are expressed as continuous functions of the residual range. In this way, a single
maximum likelihood minimization procedure can be applied to all histograms
simultaneously, maximizing the use of information between slices and decreasing
the effect of the not-so-abundant statistics.

After the evaluation of systematic uncertainties presented in Chapter 7, it
has been found that apparently the simulation is underestimating the energy
loss of kaons for very low momentum. This information can be used now as a
new systematic uncertainty to be considered in analysis involving kaons, as for a
example a measurement of their production cross-section, which will be the next
step to follow. Further studies, specially related with ion recombination, which
constitutes the main source of systematic uncertainty of the dE

dx
measurement,

are needed to confirm this effect. Finally, regarding the selected sample of low
energy kaons, it has been observed that in the simulation they are produced with
a slightly larger initial momentum, giving place to longer kaon tracks.





Resumen

Introducción

Neutrinos
2 Los neutrinos son la segunda partícula más abundante del universo, y aun así
es la que menos comprendemos. Se trata de leptones sin carga eléctrica que
solo interaccionan mediante la fuerza débil, y con una masa tan pequeña que se
consideran sin masa en el Modelo Estándar (SM) de física de partículas. Por
ello, su sección eficaz de reacción es increíblemente baja y detectarlos puede llegar
a ser una tarea verdaderamente complicada. Sabemos que hay tres familias de
neutrinos, cada una de ellas asociada a un leptón cargado: el neutrino electrónico,
asociado al electrón; el neutrino muónico, al muón; y el neutrino tau, al tau.
Debido a la conservación del número leptónico, los neutrinos (o antineutrinos) se
generan siempre junto a su anti-leptón (o leptón) cargado. De la misma forma,
cuando un neutrino interacciona con el medio, el leptón cargado asociado se crea
como resultado de la reacción. Dado que no podemos observar los neutrinos
directamente debido a que no tienen carga eléctrica, para caracterizarlos hemos
de ser capaces de identificar los leptones asociados en las diferentes reacciones
en las que puedan participar.

Una de las características más interesantes de los neutrinos es su capacidad
para cambiar su sabor leptónico mientras se desplazan. Esto es debido a que
sus autoestados de sabor no se corresponden con sus autoestados de masa, que
son los autoestados propios del hamiltoniano y, por tanto, con evolución tem-
poral definida. En consecuencia, un autoestado de sabor bien definido en t = 0

tiene una probabilidad diferente de cero de ser detectado como otro sabor de-
spués de que pase cierto tiempo. Este fenómeno, conocido como “oscilaciones de
neutrinos”, se ha observado mediante el estudio de neutrinos solares, atmosféri-

2Nunca me imaginé que escribir científicamente en castellano fuese a costarme tanto.
Prometo que he intentando castellanizar lo mejor posible todos los conceptos, pero pido perdón
por adelantado por los gazapos que puedan encontrar.
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cos, generados en reactores nucleares y creados artificialmente en aceleradores.
Matemáticamente, esto se puede entender si expresamos los autoestados de sabor
como una combinación lineal de los estados de masa

|να〉 =
3∑

k=1

U∗
αk|νk〉, (5)

donde U es la matriz PMNS, que puede parametrizarse como

U =

1 0 0

0 c23 s23
0 s23 c23

 c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13

 c12 s12 0

−s12 c12 0

0 0 1

 , (6)

con cij y sij simbolizando el coseno y el seno de θij, respectivamente, y θij el
ángulo de mezcla entre los autoestados de masa i y j; y donde δCP es una fase
compleja conocida como “fase de violación de la simetría Carga-Paridad”, la cual
cuantifica la diferencia en la oscilación entre los neutrinos y los antineutrinos.
Dado un sabor leptónico inicial α, la probabilidad de observar un sabor diferente
β tras un tiempo transcurrido t viene dada por

Pνα→νβ(L,E) = δαβ − 4
∑

k>j R
[
U∗
αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)
+2
∑

k>j I
[
U∗
αkUβkUαjU

∗
βj

]
sin
(

∆m2
kjL

2E

) , (7)

donde L es la distancia entre el origen del neutrino y el lugar donde se quiere
caracterizar, E se corresponde con su energía, ∆mkj es la diferencia de masas
entre los autoestados de masa k y j, y R y I se refieren a la parte real y la
parte imaginaria de los elementos de matriz encerrados, respectivamente. Así
pues, las ocilaciones de neutrinos se describen mediante tres ángulos de mezcla
(θ12,θ23 y θ31), una fase de violación CP (δCP ) y dos diferencias cuadráticas de
masa (∆m2

12 ∆m2
23).

Llegados a este punto, es necesario destacar varios aspectos sobre el fenómeno
de las oscilaciones de neutrinos. En primer lugar, la oscilación de los neutrinos
solo puede explicarse si son partículas masivas, así que el descubrimiento de este
comportamiento ha supuesto la primera prueba de física más allá del Modelo
Estándar, que los describe con masa cero. Además, incluir la masa de los neu-
trinos en el SM no es trivial, ya que genera la aparición de una gran variedad de
nuevos conceptos como partículas de Majorana, neutrinos estériles y el mecan-
ismo del balancín. En segundo lugar, la probabilidad de oscilación depende de
la diferencia de masas de los estados masivos al cuadrado, por lo que no se tiene
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información ni de la medida absoluta de las masas de los neutrinos ni de su jer-
arquía. Finalmente, un valor del δCP diferente de cero podría ser una explicación
a la asimetría bariónica presente en nuestro Universo.

La generación de materia a partir de energía solo puede suceder si se crean
exactamente las mismas cantidades de materia y de antimateria. El mismo
proceso puede suceder de forma inversa, en el cual idénticas proporciones de
materia y antimateria pueden aniquilarse para dar lugar a energía. De la misma
forma, las mismas cantidades de materia y antimanteria tuvieron que generarse
en los primeros instantes del Universo durante el Big Bang. No obstante, el
mundo actual en el que vivimos está compuesto exclusivamente de materia y la
antimateria solo existe de manera residual. Cabe preguntarse: ¿cómo habién-
dose generado las mismas cantidades de materia y antimateria, estas no se han
aniquilado recíprocamente? ¿Qué pasó en esos primeros instantes para que una
pequeña parte de la materia sobreviviese a la aniquilación, y diera lugar posteri-
ormente al Universo en el que vivimos? Esta cuestión es conocida como asimetría
bariónica del universo, y se piensa que un valor suficientemente grande de δCP

puede explicarla.

Las oscilaciones de neutrinos han sido concienzudamente estudiadas en los
últimos veinte años debido a sus profundas implicaciones físicas, dando como re-
sultado el paradigma de tres sabores ya presentado. Los experimentos dedicados
al estudio de neutrinos solares, como SNO, han podido medir θ12 y ∆m2

12. Por
otro lado, θ23 y ∆m2

23 se han estudiado en experimentos centrados en neutrinos
atmosféricos, como Super-Kamiokande, y en experimentos basados en haces de
neutrinos generados en aceleradores, como T2K y NOνA. Estos últimos también
han medido, junto con experimentos de reactores nucleares como Double Chooz
y Daya Bay, el valor de θ13. Por último, el valor nulo de δCP se ha excluido
con una confianza de 3σ por experimentos de aceleradores. No obstante, en la
actualidad sabemos que el nivel de confianza 5σ no se alcanzaría ni con la com-
binación de los datos tomados ni por tomar de todos los experimentos de esta
generación. Lo mismo aplica al parámetro θ23, del cual no se sabe si está por
encima, por debajo, o es igual a 45◦; y a la jerarquía de masas. Por ello, con el
objetivo de alcanzar la precisión necesaria, se ha propuesto una nueva generación
de experimentos que alcanzarán su plenitud en la próxima década, formada por
Hyper-Kamiokande, JUNO y, en especial, DUNE.
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Teorías de Gran Unificación y la Desintegración del
Protón

El hecho de que los neutrinos tengan masa implica que el SM es una teoría
incompleta, de lo que se deduce que tiene que existir otro modelo (del cual el
Modelo Estándar sea una aproximación de baja energía) capaz de explicar las
cosas que este no puede. Las teorías de gran unificación (GUTs, por sus siglas
en inglés) son un conjunto de modelos que aspiran a ello, caracterizadas por
predecir la unificación de las fuerzas electromagnética, débil y fuerte a altas
escalas de energía; de la misma forma que las interacciones electromagnética
y debil son unificadas en la escala electrodébil. Estas teorías tienen una gran
variedad fenomenológica a altas energías que no podemos aspirar a testear en un
futuro próximo. No obstante, también disponen de una serie de predicciones a
baja energía accesibles a día de hoy, como la creación de partículas virtuales en
reacciones del LHC o la desintegración del protón.

La desintegración del protón es un proceso prohibido por la conservación del
número bariónico del Modelo Estándar3. No obstante, si la unificación de fuerzas
predicha por las GUTs fuese cierta, el número bariónico no sería una cantidad
conservada a causa de la unificación de cuarcs y leptones, dando lugar así a la
desintegración del protón. Las diferentes GUTs pueden dividirse en dos grandes
grupos: las no supersímetricas, las cuales favorecen el canal p → e+π0 para dicho
hipotético proceso; y las supersimétricas, que favorecen el canal p → K+ν̄.

A pesar de la amplia búsqueda que se ha hecho de este proceso durante años,
todavía no se ha encontrado ninguna evidencia del mismo. Sí que han podido
ponerse límites superiores a su vida media. Casi todos ellos han sido obtenidos
por Super-Kamiokande, el cual tiene muy buena sensibilidad para explorar los
canales preferidos por teorías no supersimétricas. Sin embargo, aunque también
ha sido capaz de poner límites superiores a los canales que contienen kaones como
resultado de la desintegración, su sensibilidad es bastante peor dado que el bajo
momento del kaón lo hace invisible a los detectores de Cerenkov. Por contra, la
nueva tecnología de detección de partículas conocida como “Cámara de Proyec-
ción Temporal de Argón Líquido” (LArTPC por sus siglas en inglés), piedra
angular del proyecto DUNE, tiene acceso a la cadena completa de la desinte-
gración del protón a kaones cargados, mejorando sustancialmente la sensibilidad
esperada de los experimentos basados en detectores de Cerenkov.

3Afortunadamente. No estaríamos aquí de no ser así.
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DUNE

DUNE, (Deep Underground Neutrino Experiment)4 es un futuro experimento
de física de neutrinos que estará localizado en Estados Unidos. Será uno de los
conocidos como experimentos de larga distancia, en los cuales un haz de neutrinos
generado en un acelerador se caracteriza en dos puntos distintos: primero, junto
al origen del haz, por lo cual el flujo de neutrinos puede medirse antes de que
empiece a oscilar; y segundo, a una distancia L del origen tal que el valor L/E

maximiza la probabilidad de oscilación. El primer punto de medida se conoce
como “Detector Cercano” y el segundo como “Detector Lejano”. Al comparar
las medidas en ambos detectores se obtiene información sobre los parámetros
que describen las oscilaciones. El haz de neutrinos se genera mediante la colisión
de un haz de protones contra un blanco, lo cual genera π± que se focalizan en
una linea de desintegración. Ahí, los piones decaen en µ± y νµ/ν̄µ antes de
colisionar contra un muro encargado de frenar a los muones y dejar pasar solo a
los neutrinos.

En particular, la medida de δCP se consigue mediante el estudio de la prob-
abilidad de oscilación del haz formado por neutrinos muónicos y el haz formado
por antineutrinos muónicos. Esto, que en principio parece fácil, tiene una compli-
cación extra de la cual todavía no se ha hablado: los conocidos como “efectos de
materia”. La distancia entre los dos puntos de medida es de cientos de kilómet-
ros, por lo que el haz de neutrinos atraviesa la corteza terrestre en su camino
entre detectores. Dado que la Tierra está hecha de materia (protones, neutrones
y electrones) la probabilidad de interacción de neutrinos y antineutrinos es dis-
tinta. Por ello, si se quiere medir con precisión δCP , es necesario desentralazar
este efecto de los efectos de materia. Hay dos manera diferentes de hacer esto:

• Bien usando un rango “corto”, de manera que los efectos de materia son
despreciables. Esto implica que la energía de los neutrinos tiene que ser
pequeña (por debajo de 1 GeV) y bien definida. Este es el método usado
por T2K y el que utilizará T2HK.

• O bien recurriendo a un rango “muy largo” y un espectro de energía alto
y amplio, de manera que los efectos de materia sean tan evidentes que
puedan ser fácilmente considerados. Este es el método en el que se basa
DUNE.

4Una traducción aproximada del término al castellano sería “Experimento de Neutrinos a
Gran Profundidad”.



xxii

El haz de neutrinos de DUNE se generará en Fermilab, donde también estará
ubicado el Detector Cercano. Por otro lado, el Detector Lejano se localizará en la
Instalación de Investigación Subterránea de Sandford, a 1300 kilómetros de dis-
tancia del origen del haz y 1.5 kilómetros bajo tierra. Debido a la alta y dispersa
energía del haz de neutrinos, estos pueden sufrir cualquier tipo de interacción
cuando colisionen con los átomos del medio del detector lejano: dispersión cuasi-
elástica, resonancia nuclear y dispersión inelástico profundo. Por ende, se espera
encontrar una gran variedad de topologías y especies de partículas en dicho de-
tector. Dado que la única forma de caracterizar el neutrino que ha reaccionado
es mediante el estudio de los productos de su reacción, DUNE necesita utilizar
una tecnología de detección con excelentes capacidades calorimétricas y de re-
construcción de eventos, y este es el caso de la LArTPC. El Detector Lejano de
DUNE estará formado por cuatro gigantescas cámaras de proyección temporal
de argón líquido modulares, cada una de ellas dentro de un criostato capaz de
mantener el argón a 87 K.

Esta novedosa tecnología se ha utilizado en el pasado en otros experimentos
como LArIAT, MicroBooNE e ICARUS y, más recientemente, en Proto-DUNE-
SP. Todos estos experimentos han demostrado el increíble rendimiento de este
tipo de detector. Esto, junto con los bajos niveles de fondo esperados a 1.5
kilómetros de profundidad, hacen del Detector Lejano de DUNE una localización
ideal para desarrollar un amplio programa de física más allá de las osciolaciones
de neutrinos, que incluya astronomía multi-mensajero, la búsqueda de la desin-
tegración del protón y diversos temas de física más allá del Modelo Estándar.

La Cámara de Proyección Temporal de Argón Líquido
La tecnología LArTPC consiste en una Cámara de Proyección Temporal cuyo
medio activo es argón líquido. Una TPC está formada por dos planos paralelos,
uno de los cuales hace de ánodo y el otro de cátodo. Se aplica una diferencia de
potencial entre ambos planos, de manera que se genere un campo eléctrico cuyas
líneas vayan del ánodo al cátodo. Cuando un neutrino interacciona con el medio,
se generan partículas cargadas que ionizan los átomos de argón. Los electrones
liberados empiezan a derivar hacia el ánodo debido al campo eléctrico, donde
son recolectados. Esto permite una reconstrucción bidimensional del evento en
el plano perpendicular a la dirección de deriva. Finalmente, si conocemos el
momento en el que neutrino interaccionó con el detector (comúnmente llamado
t0), dado que la velocidad de deriva de los electrones es sabida, se puede inferir la
coordenada restante en la dirección de deriva para completar la reconstrucción
tridimensional de la topología del suceso. Adicionalmente, dado que la cantidad
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de electrones de ionización producidos por las partículas cargadas es proporcional
a la energía que estas pierden al interaccionar con el medio, la LArTPC permite
realizar una medida de la calorimetría de las diferentes partículas.

Esta calorimetría es fundamental para DUNE, puesto que de ella depende la
identificación de especies de partículas. Dado que el detector no está expuesto
a campos magnéticos, la única manera de distinguir diferentes especies es com-
parando sus pérdidas de energía por unidad de longitud. Esta magnitud se puede
describir mediante la fórmula de Bethe-Bloch

〈−dE

dx
〉 = Kz2

Z

A

1

β2

[
ln

(
2mec

2β2γ2Wmax

I2

)
− β2 − δ(βγ)

2

]
, (8)

donde puede observarse que, para partículas con la misma carga z, la pérdida de
energía depende de su velocidad (β). Así pues, partículas con la misma energía
pero con masas distintas pierden energía de manera diferente. Lo que suele
hacerse en otros tipos de experimentos es representar esta pérdida en función
del momento de la partícula, pero ya que el momento no puede medirse en la
LArTPC por la ausencia de campos magnéticos, esta variable se intercambia por
el conocido como rango residual. El rango residual de una traza se define como
la distancia de un punto de la traza hasta el final de la misma. Se puede deducir
que una misma traza tiene diferentes rangos residuales, uno para cada uno de
los puntos de su trayectoria. En consecuencia, diferentes tipos de partículas
tienen diferentes perfiles de dE

dx
en función del rango residual, y comparando los

diferentes perfiles se puede discernir qué tipo de partícula ha generado cada una
de las trazas del evento. Este proceso se describe con mayor detalle en la Sección
2.4.1.1.

En el primer módulo del Detector Lejano de DUNE, FD1, conocido como mó-
dulo de Deriva Horizontal, habrá tres planos de ánodos y dos planos de cátodos,
dispuestos según la secuencia A-C-A-C-A. Por tanto, este módulo contará con
tres volúmenes de deriva diferente, cada uno de ellos con 3.6 metros de anchura.
La diferencia de potencial entre ánodos y cátodos será de -180 kV, lo cual gener-
ará un campo eléctrico en el volumen activo de 500 V/cm, y hará a los electrones
derivar con una velocidad de ∼1.6 mm/µs. El resto de caras del detector estarán
cubiertas por una jaula de campo5, responsable de homogeneizar el campo eléc-
trico dentro del volumen activo con una precisión de un 1%. Los unidad mínima
a partir de la cual se forman los planos de ánodos es conocida como Anode Plane
Assembly (APA), una estructura de acero inoxidable de 6.1 m de alto, 2.3 m
largo and 76 mm de ancho sobre la que se bobinan cuatro planos de hilos. Estos
hilos son los encargados de recolectar los electrones y proveer información para

5Esta me ha dolido.
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la reconstrucción bidimensional de los eventos, lo que se consigue rotando cada
uno de los dos primeros planos, llamados de inducción, un cierto ángulo con
respecto a la vertical. Después, el tercer plano, denominado de recolección, se
coloca paralelo a la vertical. Cuando los electrones pasan a través de los dos
primeros planos generan señales bipolares mediante inducción electromagnética,
mientras que al ser recolectados por el tercer plano generan señales monopolares.
Posteriormente, se buscan coincidencias entre los hilos de los diferentes planos
que han dado señal, lo que permite la reconstrucción espacial de los eventos. El
cuarto plano de hilos está conectado a tierra para proteger a los otros tres de
posibles problemas eléctricos.

La decisión de utilizar argón líquido como medio activo se debió a diferentes
motivos. En primer lugar, porque al ser un elemento noble tiene una electroneg-
atividad muy baja, lo cual significa que en general los electrones ionizados no son
atrapados por otros átomos cercanos. En segundo lugar, porque el argón es un
elemento relativamente pesado, lo cual aumenta las probabilidades de interación
de los neutrinos con el medio. En tercer lugar, porque el argón es un centelleador
excelente: emite más de 20000 fotones alrededor de 127 nm por cada MeV de
energía depositado. Y no solo eso, sino que además es transparente a su propia
luz de centelleo. Por tanto, esta luz (que tarda nanosegundos en llegar a los
ánodos) puede utilizarse para determinar el t0 de los eventos que no hayan sido
generados por el haz. En cuarto y último lugar, porque su coste es relativamente
accesible.

El Sistema de Fotodetección
Como puede deducirse de lo expuesto anteriormente, además de la TPC, el De-
tector Lejano de DUNE contará con un sistema de fotodetección complementario
(PDS por sus siglas en inglés) con dos objetivos: proporcionar un t0 para sucesos
no generados por el haz, y proveer una medida de la calorimetría complementaria
basada en la luz detectada.

Como se ha comentado, el t0 es necesario para la reconstrucción tridimen-
sional de los eventos. Cuando se quieren estudiar los neutrinos generados en el
acelerador, el t0 es conocido, por lo que el PDS no es realmente necesario para
ello. Por otro lado, si lo que se pretende es hacer estudios de física sin el haz
(como la búsqueda de la desintegración del protón), la única forma de obtener un
t0 es mediante la detección de la luz de centelleo. Esto es fundamental porque este
tipo de física requiere una buena fiducialización del volumen activo del detector,
una correcta identificación de los vértices y de las correcciones por atenuación,
las cuales a su vez dependen de la coordenada en la dirección de deriva. Adi-
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cionalmente, el PDS es capaz de mejorar el rendimiento de la TPC ya que puede
proveer información redundante que se podrá utilizar para corregir y mejorar su
funcionamiento, especialmente a bajas energías. En otras palabras, es necesario
tener un sistema de fotodetección apropiado para expandir los resultados físicos
de DUNE más allá de las oscilaciones.

Dicho sistema se basa en la tecnología conocida como X-ARAPUCA, que
trata de detectar fotones atrapándolos por reflexión total. Una celda X-ARAPU-
CA consiste en una barra de un material capaz de desplazar la longitud de onda
de los fotones incidentes (material WLS, por sus siglas en inglés), sobre la cual se
coloca un filtro dicroico que refleja la luz con una longitud de onda por encima
de los 400 nm. Este filtro tiene una evaporación externa de PTP. En el otro
lado del material WLS se coloca una lámina reflectora. Finalmente, a dicho
material se acoplan varios fotomultiplicadores de silicio (SiPM) sumados en un
único canal electrónico. Cuando la luz de centelleo del argón (127 nm) llega a la
evaporación de PTP, es absorbida y reemitida a 350 nm, por lo que puede pasar
a través del filtro dicroico y llegar al material WLS. Ahí es absorbido una vez
más y reemitido a aproximadamente 430 nm, que es la longitud de onda para la
cual los SiPMs tienen la máxima eficiencia de detección. Estos fotones quedan
atrapados por reflexión total dentro del material WLS hasta que son detectador
por los SiPMs. Por contra, si los fotones logran escapar, son reflejados o bien
por el filtro dicroico o bien por la lámina reflectora de vuelta al material WLS,
pudiendo así ser detectados de nuevo.

La geometría de estas celdas puede ser ajustada para distintas necesidades.
En el caso del FD1, estas celdas son conocidas como Súper-Celdas, tienen unas
dimensiones de 487 mm × 93 mm × 3.5 mm, están cubiertas por seis filtros
dicroicos de 78 mm × 93 mm y llevan acopladas 48 SiPMs medidos mediante un
único canal electrónico. Cuatro Súper-Celdas se ensamblan mecánicamente en
una única estructura de 2092 mm × 118 mm × 23 mm para formar un módulo
óptico que es insertado horizontalmente dentro de las APAs ya descritas. De
esta manera, los módulos ópticos pueden “ver” el interior del volumen activo (ya
que los planos de hilos son transparentes a la luz) y además se encuentrán en el
único lugar del detector cuyo potencial eléctrico es nulo.

Durante los últimos años se han desarrollado diferentes líneas de investi-
gación con el objetivo de optimizar el diseño del X-ARAPUCA. Una de las
principales tareas era encontrar el módelo de SiPM más apropiado para trabajar
en las condiciones de DUNE (a 87 K) y que fuera acorde a sus requisitos físicos.
Por ello, dos fabricantes distintos, Hamamatsu Photonics (HPK) y Fondazione
Bruno Kessler (FBK), diseñaron modelos específicos que fueron evaluados en
condiciones criogénicas en diferentes instituciones, entre ellas el IFIC. Estos es-



xxvi

tudios incluían la medida de la ganancia y el ratio señal-ruido, la corriente oscura
y el ruido correlacionado (cross-talk óptico y after-pulsing); junto con otros de
resistencia a condiciones extremas mediante ciclos criogénicos controlados. Tras
todos ellos se observó que, en términos generales, los sensores de HPK tenían
mejores prestaciones que los de FBK, y que los sensores con mayor tamaño de
píxel presentaban mayores valores de ganancia y relación señal-ruido sin un au-
mento significativo de corriente oscura y ruido correlacionado, motivos por los
que son los mejor valorados. Finalmente, también se observó que los sensores
con una mayor resistencia de extinción aparentemente tenían una menor proba-
bilidad de mostrar eventos debidos al ruido correlacionado. Los estudios llevados
a cabo en el IFIC durante más de un año se detallan en el Capítulo 4.

La decisión de utilizar la tecnología X-ARAPUCA como referencia para el
sistema de fotodetección de DUNE se tomó en base a los resultados obtenidos
en el experimento ProtoDUNE-SP, el mayor prototipo de DUNE construido y
operado hasta la fecha. Algunos de los módulos finales que se usarán en el Detec-
tor Lejano de DUNE se han instalados en ProtoDUNE-HD, y su funcionamiento
será objeto de inminentes estudios. ProtoDUNE-HD es la segunda iteración de
ProtoDUNE-SP, cuyo objetivo es ser un “módulo 0” del FD1: está compuesto
en su totalidad por piezas que serán usadas posteriormente en Sandford.

ProtoDUNE-SP
ProtoDUNE-SP ha sido el primero de los prototipos de DUNE construidos en
el programa ProtoDUNE. A pesar de que la tecnología LArTPC había sido uti-
lizada anterioremente en otros experimentos, nunca se había puesto en práctica a
una escala tan grande como la que DUNE está planeando. Por ello se propuso el
desarrollo del programa ProtoDUNE, cuyo objeto es construir prototipos de una
escala intermedia entre lo que hecho anteriormente y lo que se pretende hacer, de
forma que se demostrase la capacidad de superar los diversos desafíos tecnológi-
cos. La primera iteración de ProtoDUNE consistió en dos prototipos distintos:
ProtoDUNE-SP y ProtoDUNE-DP, cada uno de los cuales testeaba un modelo
distinto de LArTPC, de fase única y de fase doble, respectivamente. Cada uno
estaba contenido en un criostato con dimensiones internas de aproximadamente
8×8×8 m3. En el caso de ProtoDUNE-SP, sus objetivos eran:

• Prototipar y validar los procedimientos de producción, envío e instalación
de los diferentes componentes del detector.

• Validar las capacidades de detección de la tecnología de fase única.
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• Acumular grandes cantidades de datos con el haz de partículas para en-
tender y calibrar la respuesta del detector a distintos tipos de partículas y
para realizar análisis físicos de interés.

• Asegurar la estabilidad operacional del detector a largo plazo.

ProtoDUNE-SP consistía en dos LArTPCs que compartían el cátodo cen-
tral de manera que la dirección de deriva en un volumen era opuesta a la del
otro. Dicho cátodo estaba compuestos de materiales altamente resistivos para
evitar descargas dieléctricas del argón. Las caras descubiertas del detector esta-
ban ocupadas por una jaula de campo, formada por barras de aluminio conec-
tadas mediante cadenas divisorias resistivas, que generaban el gradiente de po-
tencial eléctrico necesario para homogeneizar el campo eléctrico en el volumen
activo. Tanto la parte superior como la inferior del detector estaban cubiertas
por planos conectados a tierra de tal forma que el sistema criogénico así como
la fase gaseosa estaban protegidos de posibles descargas. Cada uno de los dos
ánodos estaba formado por tres APAs, que contenían diez módulos ópticos sim-
ilares a los X-ARAPUCA ya presentados. El detector en su conjunto colgaba
del techo del criostato. Por otro lado, con el fin de reducir la pérdida de en-
ergía de las partículas del haz antes de llegar al volumen activo del detector,
una penetración especial llena de nitrógeno gaseoso facilitaba la entrada de las
partículas dentro del criostato. Debido a la disposición del haz, solo uno de los
dos volúmenes de la TPC era atravesado por las partículas. Finalmente, dos
planos identificadores de rayos cósmicos se situaban en el exterior del criostato
para reconocer rayos cósmicos cruzando el detector paralelamente a los ánodos.
En total, ProtoDUNE-SP prototipaba los componentes del FD1 de DUNE en
una escala de 1:1 con una cantidad de argón líquido veinte veces menor.

Además del propio detector, ProtoDUNE-SP tenía un complejo sistema crio-
génico responsable de la recirculación y la purificación del argón, con el objetivo
de reducir las impurezas hasta 100 ppt de oxígeno equivalente. El sistema con-
taba con tres circuitos diferenciados para ello, uno para la fase líquida y dos para
la fase gas. En ellos el argón pasaba por una serie de filtros antes de volver a ser
inyectado por cuatro tuberías situadas debajo de la TPC a una temperatura 0.4
K más caliente que la temperature media del argón dentro del criostato. Esto
favorecía los movimientos convectivos de las 0.77 kilotoneladas de argón líquido
y evitaba la estratificación vertical de las impurezas. Adicionalmente, una serie
de diversos aparatos conocidos como instrumentación criogénica, localizados en
diferentes puntos dentro del criostato, se encargaban de monitorizar constante-
mente el estado, la calidad y las dinámicas del argón. Entre ellos destacan los
monitores de pureza y los sistema de monitorización de temperaturas. El estudio
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de estos dispositivos ha permitido entender cuán sensible puede ser un criostato
de estas magnitudes, por lo que todas las variables necesitan estar controladas
para no comprometer los objetivos físicos del experimento. El IFIC ha estado
muy involucrado en el desarrollo y el análisis de la instrumentación criogénica,
y se puede leer un resumen de estos estudios en la Sección 3.3.

ProtoDUNE-SP fue instalado, testeado y expuesto a un haz de partículas car-
gadas durante el verano y otoño de 2018. Posteriormente, operó tomando datos
de rayos cósmicos hasta el verano de 2020, momento en que se dio comienzo a
su desmantelación. Durante este tiempo se demostró tanto las excelentes ca-
pacidades de la tecnología LArTPC como la viabilidad de operarla a la escala
requerida por DUNE.

Análisis de Kaones Secundarios
Como ya se ha mencionado más arriba, uno de los principales objetivos de DUNE
es realizar búsquedas de la hipotética desintegración del protón. Sus LArTPCs
son especialmente útiles para estudiar los canales con kaones cargados en los
estados finales, ya que tienen acceso a toda la cadena de desintegración (a difer-
encia de los detectores de Cerenkov, en los que el kaón está por lo general por
debajo del umbral de detección). El canal más favorecido de estos procesos es
p → K+ν̄, en el cual la única señal visible dentro del detector es la del K+,
que tiene un momento inicial perfectamente definido a 340 MeV/c. Su principal
canal de desintegración es K+ → µ+νµ (64%), por lo que la señal esperada de la
desintegración del protón en DUNE es una traza de bajo momento compatible
con un kaón, originada de manera descorrelacionada dentro del volumen activo
del detector, seguida de una traza de bajo momento del muón resultado de su
desintegración. El fondo dominante de este proceso viene dado por dispersión
cuasi-elástica de neutrinos mediante corrientes cargadas, νµn → pµ−. Si el muón
generado en este proceso tiene un momento similar a los 237 MeV/c esperados
del resultante de la desintegración del kaón y no es capturado por núcleos cer-
canos, ambos son indistinguibles (ya que la TPC no puede medir el signo de
la carga de las partículas que la atraviesan al no haber campos magnéticos).
Por ello, la capacidad de discriminar entre señal y fondo depende primero de la
capacidad para diferenciar kaones y protones en función de cómo interaccionan
con el argón; y, segundo, de la dirección de la traza hadrónica.

Consecuentemente, uno de los estudios más interesantes que se esperaba de-
sarrollar con los datos tomados en ProtoDUNE-SP tenía como objeto demostrar
la capacidad de la LArTPC para identificar kaones de baja energía, de man-
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era que la simulación de estas partículas y los estudios de sensibilidad en los
que estuvieran envueltas se validasen. Lamentablemente, apenas se produjeron
kaones de baja energía durante la toma de datos con haz. En su lugar, decidi-
mos desarrollar la selección de kaones secundarios presentada en el Capítulo 5,
que ha conseguido aislar una población suficientemente significativa de K+ de
bajo momento mediante su búsqueda entre las partículas secundarias resultado
de reacciones hadrónicas de alta energía. Dicha selección se basa en la desinte-
gración principal del kaón, K+ → µ+νµ. Dado que se trata de una desintegración
a dos cuerpos, la cinemática del muón está muy bien definida y ha permitido
aplicar una serie de cortes muy restrictivos. Usando toda la estadística disponible
a 6 y 7 GeV/c de momento del haz se han obtenido 1200 candidatos a kaón con
una pureza del 50%, que se han utilizado para demostrar la capacidad de la
LArTPC para diferenciarlos eficientemente de los protones en base a su perfil de
pérdida de energía por unidad de longitud en función del rango residual de las
trazas, probando así la viabilidad de realizar búsquedas de la desintegración del
protón en el detector lejano de DUNE.

Adicionalmente, la población seleccionada ha sido utilizada para estudiar la
simulación de pérdida de energía de los kaones en argón mediante el método
conocido como “Ajuste Coherente” descrito en el Capítulo 6. En él, la gráfica
bidimensional del dE

dx
en función del rango residual se divide en secciones de rango

residual, de manera que se obtinen distribuciones unidimensionales de dE
dx

en los
que señal y fondo pueden ser considerados de manera independiente. Ambas
contribuciones se describen mediante una convulición de una función de Landau
y una Gaussiana, cuyos parámetros son expresados como funciones continuas del
rango residual. Esto permite ajustar todos los histogramas unidimensionales en
un único proceso de minimización (basado en un método de máxima verosimil-
itud). De esta forma, el uso de información entre histogramas es maximizado y
el efecto de la escasa estadística reducido.

Tras la evaluación de los errores sistemáticos presentada en el Capítulo 7,
se ha observado que aparentemente la simulación está subestimando la pérdida
de energía de los kaones para muy bajo momento. Este resultado puede usarse
ahora como una nueva fuente de errores sistemáticos en futuros análisis basados
en kaones, como por ejemplo en la medida de su sección eficaz de producción, lo
que constituiría el siguiente paso de este análisis. Por otro lado, solo cuando se
hayan desarrollado más estudios que verifiquen dicha discrepancia, especialmente
relacionados con el proceso de recombinación ya que este es la mayor fuente de
incertidumbre sistemática de la medida, esta podrá ajustarse dentro del proceso
de simulación. Para terminar, respecto a la cinemática de los kaones selecciona-
dos, se ha podido observar que la simulación sobreestimaba tanto su longitud



xxx

como su momento inicial.
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1Neutrino physics and Beyond

So much universe, and so little time.
— Terry Pratchett, The Last Hero

Even though neutrinos are the most abundant particles in the Universe after
photons, they remain to be the less understood among the so-far discovered par-
ticles. This chapter provides an overview of neutrino physics. It starts with
an historical introduction in Section 1.1, from the hypothesis of their existence
until the discovery of the three flavours. Section 1.2 and 1.3 contain a detailed
explanation of why neutrino oscillations were proposed, their discovery and the
theoretical framework; and how do they (not) fit within the Standard Model of
particle physics. Finally, Section 1.4 provides an overview of neutrino interac-
tions with nucleus, which is the detection mechanism used in most experiments.

1.1 History of Neutrinos

1.1.1 A Desperate Remedy
Neutrinos are, among the so-far known existing particles, probably the most
mysterious ones. Indeed, there were no signs of their existence until the middle of
the XX century. In the early 1900s three different channels of radioactive decay
were observed: the emission of a helium atom from a nucleus (alpha decay),
the emission of a photon (gamma decay) and the emission of an electron (beta
decay). In 1914, James Chadwick studied the last of these [1], which he believed
to happen as follows:

A
ZN →A

Z+1 N
′ + e− . (1.1)

Basically, a nucleus N transforms to a daughter nucleus N ′ with one proton more
(Z +1) and same atomic mass A, emitting an electron in the process. In a more
actual interpretation:

n → p+ e− . (1.2)

1
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Figure 1.1: Beta decay spectrum of Radium [2].

One way or another, this process was a two-body decay whit very well defined
kinematics. Because of that, radioactive decays of Radium nucleus were expected
to preserve the laws of angular, charge and, of course, energy conservation. The
target of these studies was to measure the energy of the outgoing electron, which
was expected to present a discrete spectrum. Plot twist: it didn’t. Instead,
the measured electrons presented a continuous spectrum (see Figure 1.1) that
afterwards was confirmed by Ellis and Wooster [2].

This was a shock to the physics community, and a wide range of theories
arised trying to explain the obtained results. It was even proposed that maybe
the energy conservation was not an absolute law, but an statistical one (as the
second law of thermodynamics), meaning that the energy was only conserved for
a sufficiently large ammount of particles, and its conservation did not work in a
particle-by-particle basis.

It was Wolfgang Pauli who had to provide a ‘desperate remedy’ to solve this
problem in 1933. He proposed the existence of a new (almost) massless particle
with no electric charge and spin 1

2
, which was also a result of the beta decay

described above [3]. Thus, the process was no longer a two-body decay but a
three-body decay

n → p+ e− + ν , (1.3)

and the unexplainable energy spectrum of the beta electrons no longer violated
the principle of energy conservation since this new particle would carry the miss-
ing energy. However, he solved one problem by presenting another: a ghostly
particle that had not been detected until then and that was probably impossi-
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ble to detect, or in his own words, ‘I have done something very bad today by
proposing a particle that cannot be detected; it is something no theorist should
ever do’ [4].

He suggested to call them neutrons, but after the discovery of what we know
as neutron today, it was re-baptized as little neutron —neutrino.

1.1.2 The Discovery
Although Pauli was convinced that it would be impossible to detect neutrinos,
Frederick Reines and Clyde Cowan thought otherwise. If they existed, it had
to be possible to detect them. It was only required a sufficiently large neutrino
flux, a good detection strategy, and patience.

A nuclear plant produces an enourmus flux of neutrinos as a side-product
of nuclear fusion, of the order of ∼ 2 × 1020 neutrinos per second per GWth of
thermal power. In 1956 at Savanna River nuclear powerplant, Reines and Cowan
installed a detector full of liquid scintillartor with photo-multipliers (PMT) to
look for the neutrino signal, which was expected to be like this: first, neutrino
would produce an inverse beta decay reaction (see Equation 1.4), producing an
outgoing positron and neutron. The positron would aniquilate with an electron,
generating two coincident photons (Equation 1.5). On the other hand, the neu-
tron would be absorved by a cadmium nucleus, emmiting a delayed gamma ray
(another photon) afterwards (see Equation 1.6). Thus, the signal of the neutrino
was formed by two coincident photons and a delayed gamma ray.

ν̄e + p → n+ e+ (1.4)

e+ + e− → γ + γ (1.5)

n+108 Cd → 109Cd∗ → 109Cd+ γ (1.6)

From time to time experiments work, and this was one of those occasions.
The delayed gamma was found and was considered to be an experimental proof
of neutrino’s existence [5].

1.1.3 1, 2 and... 3?
After Reines and Cowan had demonstrated the existence of electronic neutrinos,
a natural question arose: are there other species of neutrinos? The muon had
been discovered in 1936 by Anderson and Neddermeyer [6] and was considered
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to be the next generation lepton following the electron. Thus, if electrons had an
associated neutrino, could muons have associated neutrinos too? And the answer
was yes! It was detected for the first time in Brookhaven National Laboratory in
1962 in an experiment led by Lederman, Schwartz and Steinberger [7], in which a
beam of protons was made to collide at a Beryllium target, generating π mesons.
These π decayed into muons plus neutrinos

π± → µ± + νµ/ν̄µ (1.7)

in a decay volume before hitting a 5 kton steel wall, meant to stop muons and let
only neutrinos pass through. Neutrinos would reach a neon-filled spark chamber,
producing muons when interacting. The tracks of such muons were considered
to be a proof of νµ existance.

It is in the nature of physicists to keep pushing to find the upper and lower
bounds of problems. The lower bound to the question of how many neutrinos
existed had been set to two. There was no clear answer to the upper bound
yet, so new ways to measure it were suggested. The total number of leptonically
active neutrinos could be measured via its coupling with the Z boson. It can
decay to any active pair neutrino anti-neutrino

Z → ν + ν̄ (1.8)

and the width of such process is proportional to the number of neutrino flavours.
In the decade of 1990, experiments at LEP (Large Electron-Positron Collider)
successfully measured the number of leptonically active neutrinos to be Nν =

2.984± 0.008 [8]. Since only two had been directly observed, and it was known
that three existed, there was one left to be found1. The discovery of the τ lepton
in 1974 in SLAC [9], conforming the third leptonic generation, reinforced the
feeling of the existence of a third neutrino associated to this new just discovered
particle.

Its finding was done in Fermilab by the DONUT collaboration in 2001 [10],
in a similar way as νµ discovery. A proton beam hitted a tungsten target cre-
ating Ds mesons, which decayed into τ± + ντ/ν̄τ . After filtering the neutrino
beam, neutrinos would reach the detector, interact and generate τ leptons (see
Equations 1.9 and 1.10), which would leave a ∼ 1 mm trace before decaying into
a muon and a neutrino.

ντ + n → τ− + p (1.9)
1Or, at least, 0.984± 0.008.
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ν̄τ + p → τ+ + n (1.10)

With this, three neutrino flavours had been discovered, and have remained
to be three until today. However, as we just said, physicists like to push upper
and lower bounds, and as we will see in the following sections, we keep doing
that with the number of neutrinos.

Simply for temporal context, in 2001 I was six years old and I was playing with
Spider-man toys in my house. Neutrinos history started one hundred years ago,
but it is still ongoing and keeps strongly driving high energy physics. As we are
going to see, if detecting them for the first time was complicated, understanding
its nature is even more.

1.2 Neutrino oscillations

1.2.1 The Solar Neutrino Problem
Neutrinos had appeared as a mysterious source of questions for the physicist,
but their spooky nature and the fact that they only interacted through weak
force, made it feel that they could help to answer questions regarding other nat-
ural phenomena. Any object in the Universe suffering radioactive decays (as
for example, a banana, a human being or a collapsing star) is emitting neutri-
nos. If these neutrinos can be detected, information from the radioactive decays
happening in all of these different things can be obtained.

This was also the case of the Sun. Different thermonuclear reactions are hap-
pening continuously in its core. Since neutrinos do not interact electromagneti-
cally, they can easily leave the Sun after being emitted in its core and propagate
through the space; differently to what happens to photons, which take millions
of years to reach the surface of the star due to scatterings. Thus, neutrinos had
became a fantastic candle of information to understand what was happening in-
side the Sun. The Standard Solar Moder (SSM) states that for a star like the
Sun, most of the thermonuclear reactions taking place in its core are orignitad
from the so-called proton-proton (pp) chain, where hydrogen transforms directly
into helium. This chain has different terminations, in which neutrinos of different
energies are emitted (see Figure 1.2).

Since the energies of the pp chains are known, the flux of neutrinos as a
function of their energy can be predicted (see Figure 1.3). However, even though
the Sun emmits 2×1038 neutrinos per second, its ridiculously small cross-section
(of the order of 10−43) made the measurement of this flux very challenging. And,
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Figure 1.2: Reactions following the pp chain (image from [11]).

Figure 1.3: Neutrino flux for the different endings of the pp chain (image from
[12]).

of course, whenever there is a prediction about something very complicated to
measure, there is a physicist willing to give it a try. This was the case of Raymond
Davis, who developed an inverse beta decay experiment in a Homestake mine in
1967 for this task. Electron neutrinos were expected to arrive to the detector
and interact with the Clorium it was filled with, and produce Argon atoms as a
result:

νe +
37Cl → 37Ar + e− . (1.11)

Afterwards, the number of neutrino interactions could be known by counting the
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argon atoms. It was found that only a third of the expected electron neutrinos
were arriving to the detector [13,14]. However, the reaction described in Equation
1.11 requires at least 800 eV to happen. If one looks at Figure 1.3, it can
be observed how the biggest part of the neutrino flux is below 1 MeV, and it
was argued that the deficit was due to a lack of sensitivity of the Homestake
experiment. Then, it was proposed to use Gallium as a target instead

νe +
71Ga → 71Ge+ e− , (1.12)

which had a 200 eV threshold. The SAGE [15] and GALLEX [16] experiments
tried to measure the expected-to-be-correct flux of neutrinos, and they could not
help but confirm the deficit observed in Homestake.

This deficit of 2/3 in the νe flux was known as the Solar Neutrino Problem
(SNP). This, like every time neutrinos do something different to what we expect
them to, was a shock for the astrophysicist community. Did this mean that the
SSM was wrong? The SSM is based on a series of very precise astrophysical and
cosmological observations (basically, the Bing-Bang Model). If the measured flux
of neutrinos was so different from what had been predicted, did it mean than
our knowledge of nuclear astrophysics (and what it was based on) was wrong?

1.2.2 The Atmospheric Problem

Fortunately for astrophysicists, neutrinos were also misbehaving in other fields.
When cosmic rays reach the outer layers of the Earth’s atmosphere, they produce
pion showers. These particles usually decay to muons and neutrinos

π → µ+ νµ , (1.13)

and muons decay to electrons and neutrinos

µ → e+ νe + νµ . (1.14)

Based on this simple reasoning, one would expect that the ratio of atmospheric
neutrinos flavours was νµ/νe ∼ 2.

Different experiments tried to measure such ratio, as Soudan-2 [17], IMB
[18], Kamionkande [19] or Super-Kamiokande (SK) [20], and all of them found
approximately half the expected ratio (see Figure 1.4). Once again, neutrinos
were providing many questions and few answers.
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Figure 1.4: Double ratio for atmospheric νµ and νe for different experiments
(image from [21]). The double ratio consists on the ratio between the νµ/νe ratios
for data and MC, in such a way that systematic uncertainties of the different
experiments are cancelled and the comparison is easier.

1.2.3 The Discovery of Oscillations
Both of the previously presented anomalies could be explained by the hypothesis
of neutrino oscillations, which means that a neutrino can change its flavour state
as it propagates through space. This hypothesis was originally presented by
Bruno Pontecorvo [22], and was proved by Super-Kamiokante in 1998 and SNO
experiment in 2002 [23]. SNO was a 400 tons heavy water Cerenkov detector
sensitive to all three neutrino flavours by charged current (CC) (Equation 1.15),
neutral current (NC) (Equation 1.16) and elastic scattering (Equation 1.17)

νe + d → p+ p+ e− (1.15)

να + d → p+ n+ να (1.16)

να + e− → να + e− (1.17)

where d stands for deuteron and α refers to three kind of neutrino. Whereas
CC channel provides information only about the νe, the other two are sensitive
to all three neutrino flavours. The νe neutrino flux measured by SNO was ap-
proximately a third of the predicted by the SSM, in agreement with Homestake,
SAGE and GALLEX. However, the total flux of neutrinos was consistent with
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Figure 1.5: Muon an tau solar neutrino flux as a function of electron neutrino
flux. The intersection of bands indicates that the combined flux results are
consistent with neutrino flavour transformation. Figure from [23].

the SSM prediction (Figure 1.5), solving the neutrino solar problem and proving
the neutrino oscillation phenomena at the same time.

On the other hand, the resolution of the neutrino atmospheric problem was
solved by Super-Kamiokande, which is an ultra pure water Cerenkov detector.
The observed neutrino flux showed a clear dependence with the zenith angle,
meaning that neutrinos generated in the atmosphere and reaching the detec-
tor after passing through the Earth were more likely to oscillate than the ones
arriving directly from the atmosphere [24] (see Figure 1.6).

With this, both neutrino problems were solved and the phenomenon of neu-
trino oscillations was demonstrated. In the following section, the theory behind
the neutrino oscillations and its relevance for high energy physics will be ex-
plained, and the most up to date knowledge of the different parameters will be
reviewed.

1.2.4 Theoretical Framework
In quantum mechanics [25], neutrino oscillations can be understood as a result
of the non-correspondence between the flavour eigenstates and the mass eigen-
states. Flavour eigenstates, the ones that suffer electroweak interactions, can be
described as a linear combination of mass eigenstates:

|να〉 =
3∑

k=1

U∗
αk|νk〉, (1.18)
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where α = e, µ, τ ; νk is each one of the mass eigenstates, and U is a unitarty
3×3 matrix called the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix [26],
which can be represented as

U =

Ue1 Uµ1 Uτ1

Ue2 Uµ2 Uτ2

Ue3 Uµ3 Uτ3

 ; (1.19)

or in a parametrized2 way:

U =

 c12c23 s12c13 s13e
−iδCP

−s12c23 − c12s23s13e
iδCP c12c23 − s12s23s13e

iδCP s23c13
s12s23 − c12c23s13e

iδCP −c12s23 − s12c23s13e
iδCP c23c13

 , (1.20)

where cij = cosθij and sij = sinθij, θij stands for three mixing angles and δCP is
Charge-Parity (CP) symmetry violating complex phase. This is the most general
way to parametrize a three-dimensional rotation matrix.

In quantum mechanics the time evolution is only described by mass states.
Since they are eigenstates of the hamiltonian

H|νk〉 = Ek|νk〉, (1.21)
2and much more complicated to write
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with eigenvalues Ek =
√

~p2 +m2
k, the time evolution is presented through the

time-dependent Shrödinger equation

i
d

dt
|νk(t)〉 = H|νk〉. (1.22)

Provided that massive neutrino states evolution can be approximated with a
plane wave,

|νk(t)〉 = e−iEkt|νk〉, (1.23)

the flavour state described in Equation 1.18 can be writen now with a time
dependence, in such a way that a flavour state neutrino α created at t = 0 is

|να(t)〉 =
3∑

k=1

U∗
αke

−iEkt|νk〉. (1.24)

Since U is unitary, massive states νk can be presented as a linear combination
of flavour states (in the same way as flavour states are presented as linear combi-
nations of mass states, Equation 1.18). Considering this, the previous equation
converts into:

να(t)〉 =
∑

β=e,µ,τ

(
3∑

k=1

U∗
αke

−iEkt)Uβk|νβ〉, (1.25)

which means that as long as U is not the identity matrix, an originally well-
defined flavour eigenstate at t = 0 evolves in time to become a linear superposi-
tion of flavour eigenstates. With this equation, the oscillation probability from
one flavour state to another can be computed as

Pνα→νβ(t) = |〈νβ|να(t)〉|2 =
∑
k,j

U∗
αkUβkUαjU

∗
βje

−i(Ek−Ej)t. (1.26)

Considering that neutrinos are ultra-relativistic particles we can approximate
Ek −Ej by ∆m2

kj

2E
, where ∆m2

kj = m2
k −m2

j . In the same way, in ultra-relativistic
limit, t = L, where L is the distance travelled by the neutrino. Thus, substituting
in Equation 1.26, we have

Pνα→νβ(L,E) = |〈νβ|να(t)〉|2 =
∑
k,j

U∗
αkUβkUαjU

∗
βje

−i
∆m2

kjL

2E . (1.27)
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Figure 1.7: νµ oscillation probability as a function of the ratio L/E for different
neutrino species. After the first maximum, an interference effect can be observed.

The oscillation probability depends on the mixing angles, the CP violating
phase, squared mass differences, travelled distance and particle’s energy. Sepa-
rating real and imaginary parts we find

Pνα→νβ(L,E) = δαβ − 4
∑

k>j R
[
U∗
αkUβkUαjU

∗
βj

]
sin2

(
∆m2

kjL

4E

)
+2
∑

k>j I
[
U∗
αkUβkUαjU

∗
βj

]
sin
(

∆m2
kjL

2E

) , (1.28)

where δα,β is the Kronecker delta. It is possible to see that neutrino oscillations
can not happen unless ∆mkj 6= 0. In other words, the observation of neutrino
oscillations implies that neutrinos are massive. Figure 1.7 shows the νµ oscillation
probability as a function of the ratio L/E.

1.2.5 Neutrino masses
There are some interesting points to highlight from our previous derivation. One
of them is that the oscillation probabilities do not depend directly on neutrino
masses but on the neutrino mass difference squared. Because of that, neutrino
oscillations experiments cannot provide (in principle) a direct measurement of
neutrino mass, but a measurement of |∆m2

21| and |∆m2
31|. It is said in principle

because there is an additional effect on the oscillations, the so-called matter
effects, that can help to reveal the sign of the mass difference. This effect,
that will be explained in the following sections, has contributed to measure the
sign of |∆m2

21|, whereas the sign of |∆m2
31| remains unknown. Thus there are

two possible options for the ordering of the neutrino masses, tipically known as
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Figure 1.8: Schematic view of normal and inverted mass ordering for neutrinos.
The color represents the flavour composition of each mass state. Figure from [28].

‘normal ordering’ (NO) (m1 < m2 < m3) and ‘inverted ordering’ (IO) (m3 <

m1 < m2) [27] (see Figure 1.8).
Apart from neutrino oscillations experiments, there are other kind of experi-

ments aiming to provide absolute measurements of neutrino masses, as KATRIN,
which have been able to provide only upper limits [29]. However, neutrino-less
double beta decay experiments [30] and cosmological bounds [31,32] provide the
thightest constrains, whose global fit gives the following limits [33,34]:

∑
mNO

ν & 0.06eV ,

∑
mIO

ν & 0.01eV .

1.2.6 CP violation

The other important thing to highlight from the previous derivation is the ex-
istence of the δCP phase. This phase appears naturally since the PMNS matrix
is the most general way of writing a unitary rotation matrix in a Hilbert space.
However, apart from the mathematical technicality, δCP has deep physics impli-
cations. A value of this phase different from zero would imply that neutrinos and
antineutrinos do not oscillate in the same way. This could be related with the
baryon asymmetry present in the Universe (or, in other words, the existence of
the Universe itself), for which there is no clear answer yet [27]. In section 1.2.8
the current knowledge of this phase will be shown.
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1.2.7 Matter effects
Even though a deep understanding of neutrino oscillation is out of the scope of
this dissertation, it is interesting to have an insight of its peculiarities for the
forthcoming sections. One of them is the effect of matter over neutrino oscilla-
tions. The previous theoretical derivation was done considering that neutrinos
travel in vacuum, but what happens when they travel through another medium,
like the Earth, for example? Whatever medium different from vacuum is formed
by matter, i.e. electrons, protons and neutrons. Neutrinos can undergo different
interactions with these particles as they travel through the medium. The main
difference is that neutrinos can suffer elastic scattering with electrons, whereas
antineutrinos cannot, meaning that there is an asymmetry on how the medium af-
fects the neutrino flux whether it is formed by neutrinos or antineutrinos [35,36].
This effect is usually described by adding the following effective potential in the
hamiltonian of the neutrinos:

VCC =
√
2GFNe, (1.29)

where GF is the Fermi constant and Ne is the electron density of the medium.
The most important result of adding this potential is that the final oscillation
probability is sensible to the sign of the squared mass differences (for a complete
derivation, see [27]). In the case of solar neutrinos, since they have to travel
through the Sun itself, this effect was big enough to measure the sign of ∆m2

21.

1.2.8 Experiments and Parameters
The confirmation of neutrino oscillations triggered the development of new ex-
periments aiming to exploit every available neutrino source and every energy
range. The different approaches and the most updated values of the oscillations
parameters are presented here.

The neutrino mixing matrix previously presented in Equation 1.20 can be
decomposed in the following way

U =

1 0 0

0 c23 s23
0 s23 c23

 c13 0 s13e
−iδCP

0 1 0

−s13e
iδCP 0 c13

 c12 s12 0

−s12 c12 0

0 0 1

 (1.30)

so the different components can be properly highlighted. The first matrix, the
one containing θ23, is usually called the atmospheric matrix, the second one is
known as reactor matrix, and the third one as solar matrix; since they can be
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characterized by studying neutrinos generated in the atmosphere, in nuclear reac-
tors and in the Sun, respectively. Experiments doing this are commonly known as
atmospheric neutrino experiments, reactor experiments and solar experiments3.

These three different types of neutrino experiments have something in com-
mon: they characterize the neutrino flux that is naturally produced in differ-
ent sources. Since each source generates neutrinos with different characteristics,
each kind of experiment is optimized to be sensitive to different neutrino flavours
and/or energies. For example, reactor neutrinos look for νe and ν̄e via inverse
beta decay, meaning that their target material has to be sensitive to this pro-
cess. Whilst atmospheric neutrino experiments aim to characterize both electron
and muon neutrinos, and since muon neutrinos can only be detected via charged
current, they require a very large fiducial mass. Finally, solar neutrino experi-
ments need a low energy threshold and a very good energy resolution because
solar neutrinos have, in general, low energy. All of them need, of course, pow-
erful shielding from cosmic rays and other backgrounds, meaning that they are
usually located underground. Furthermore, whereas atmospheric and solar neu-
trino experiments do not have control of the distance travelled by the neutrinos,
reactor neutrino experiments are built at a distance from the source that aims
to maximize the oscillation probability as a function of the energy distribution
of the neutrinos (remember equation 1.28 and the L/E dependence). Exam-
ples of solar neutrino experiments have been presented before, as SNO [37],
Homestake [38], GALLEX [39] or SAGE [40]. Examples of atmospheric neutri-
nos are Super-Kamiokande [41] or Icecube Deep-Core [42]. Finally, examples
of reactor experiments are Double Chooz [43], RENO [44], Daya Bay [45] or
KamLAND [46].

Apart from the three experiment approaches presented above, there is an-
other type which is known as accelerator neutrino experiments, in which neu-
trinos are produced in an accelerator in a more controlled way. A proton beam
with adjustable energy is thrown against a target, and π± are produced as a
result. π+ or π− are focused in a decay tunnel, where they produce µ+ (µ−)
and νµ (ν̄µ). Muons are stopped by a very thick wall, whereas neutrinos pass
through and are sent towards a detector. Among the different accelerator neu-
trino experiments we find short and long-baseline experiments. In the first case,
a detector is located close to the origin of the neutrino beam, and aims to mea-
sure the neutrino oscillation at short ranges. In the second case, the detector
is located further away from the neutrino beam origin, usually at a L/E value
such that the oscillation probability is maximum. Since neutrinos produced in

3No surprises here.
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Table 1.1: Global fit results of neutrino oscillation parameters for NO and IO.
Results from [70]

Parameter Best Fit ±1σ

∆m2
21 : [10

−5eV2] 7.50+0.22
−0.20

|∆m2
31| : [10−3eV2] (NO) 2.55+0.02

−0.03

|∆m2
31| : [10−3eV2] (IO) 2.45+0.02

−0.03

sin2 θ12/10
−1 3.18± 0.16

sin2 θ23/10
−1 (NO) 5.74± 0.14

sin2 θ23/10
−1 (IO) 5.78+0.10

−0.17

sin2 θ13/10
−1 (NO) 2.200+0.069

−0.062

sin2 θ13/10
−1 (IO) 2.225+0.064

−0.070

δCP/π (NO) 1.08+0.13
−0.12

δCP/π (IO) 1.58+0.15
−0.16

accelerators follow a stochastic process, their energy spectrum is wide, so long-
baseline neutrino experiments need to characterize the unoscillated neutrino flux
before characterizing the oscillated one. Because of that, they use two detectors,
one near the origin of the neutrino beam, usually known as Near Detector (ND)
and another one at the L/E maximum, known as Far Detector (FD). Exam-
ples of short-baseline neutrino experiments are LSND [47] or MiniBooNE [48],
and examples of long-baseline neutrino experiments are T2K [49], NOνA [50] or
MINOS [51].

All these different experiments have tried to measure the neutrino oscilla-
tions parameters they have access to during the last years, usually by com-
bining their results. Results from the solar neutrino experiments presented
above [13, 15, 52, 53] are combined with SK [54–56] and KamLAND [57–59] to
determine ∆m2

21 and sin2 θ12. Results from accelerator experiments have pro-
vided precise measurements of sin2 θ23 and |∆m2

23| [60–62]. These two param-
eters are also measured by atmospheric neutrino experiments [63, 64]. Reactor
experiments’ main contribution is to sin2 θ13, although they also contribute to
the measurement of |∆m2

23| [65–67]. sin2 θ13 is also accessible for accelerator
experiments. Finally, the main contribution to determine δCP is the one from
long-baseline neutrino experiments [68, 69]. Global fits are performed using all
available data to provide a general plot of neutrino oscillations. In Table 1.1 the
global fit results from [70] are presented.
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Although our knowledge of neutrino oscillations parameters has considerably
improved in the last decade, there are still some fundamental questions whose
answer remains unclear. As previously commented, it is still not known which
is the real ordering of the neutrino masses. Even though a preference from
one ordering or the other can be obtained from global fits, current experiments
cannot provide a direct measurement of it. From the parameters of Table 1.1,
it cannot be differentiated whether θ23 is above, below or equal to 45◦4 at a 3σ

CL, and the zero value for the δCP phase has not been excluded either. This two
points have deep physics implications, specially the second one, since it could
be directly related with the matter-antimatter asymmetry of the Universe. It is
already known that even combining the results of all the neutrino experiments of
the current generation, the 3σ level for these unknowns is not reachable. Because
of that, a new generation of neutrino experiments has been proposed, formed by
Hyper-Kamiokande, JUNO and DUNE [71–73]. Particularly interesting is the
case of DUNE, a new long-baseline neutrino experiment capable of measuring
δCP and the mass ordering without external constrains, as it will be explained
in Chapter 2. DUNE is, somehow, the ultimate goal of this work.

1.3 Neutrinos in the Standard Model

Up to now we have reviewed the story of neutrinos, the discovery of their oscil-
lations and the theory behind this. However, neutrinos are just a piece of the
puzzle of particle physics, from which the Standard Model (SM) provides the
most comprehensive and precise description. Hence, it is important to under-
stand what part do neutrinos play on it.

The SM is a gauge theory, based on the symmetry group SU(3)C⊗SU(2)L⊗
U(1)Y , which describes strong, weak and electromagnetic interactions respec-
tively, via the exchange of the corresponding gauge bosons: eight massles gluons
for strong interaction, one massles photon for electromagnetic interaction, and
three massive bosons (W± and Z) for the weak interaction [74]. The fermionic
matter is formed by three families of leptons and quarks, organized as follows:

[
νe u

e− d′

]
,

[
νµ c

µ− s′

]
,

[
ντ t

τ− b′

]
, (1.31)

4In the case of being exactly 45◦, it could be explained either by a new symmetry of leptons
or by a fantastic sense of humour of nature.
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where [
νl qu
l− qd

]
≡
(

νl
l−

)
,

(
qu
qd

)
, l−R, quR, qdR, (1.32)

plus the corresponding antiparticles. These three families appear to have identi-
cal properties under gauge interaction and only differ in their mass and flavour
quantum numbers. It can be seen how the left-handed fields (L) are SU(2)L
doublets, while their right-handed (R) partners transform as SU(2)L singlets.
Notice here that there is no right-handed field associated to neutrinos.

Neutrinos interact excusively through weak interaction, either by charged
current (CC), in which its associated charge lepton is needed,

LCC = − g

2
√
2
jCC
α Wα + h.c., (1.33)

or neutral current

LNC = − g

2 cos θW
jNC
α Zα + h.c., (1.34)

where

jCC
α = 2

∑
β

νβLγαlβL (1.35)

represents the leptonic charged current and

jNC
α = 2

∑
β

νβLγανβL (1.36)

represents the neutrino neutral current, being W and Z the fields of the W± and
Z vector bosons, g the electroweak interaction constant and θW the Weinberg
angle.

As presented, the SM does not allow mass terms to exist, neither for bosons
nor fermions, since they would break the gauge symmetry. This is solved by the
so-called Spontaneous Symmetry Breaking mechanism, in which mass is granted
to particles by its coupling with the Higgs doublet φ

φ(x) =

(
φ(+)(x)

φ(0)(x)

)
, (1.37)

which obeys a lagrangian of the form

L = (Dµφ)
†Dµφ− µ2φ†φ− h(φ†φ)2, (1.38)



1.3. NEUTRINOS IN THE STANDARD MODEL 19

where Dµ represents the covariant derivative of the SM. The lagrangian above is
gauge invariant, and for values of µ2 < 0, the field presents an infinite amount of
degenerate states with minimum energy, whose expectation value is

√
−µ2

2h
= v√

2
.

The Higgs field can be re-parametrized in a more familiar way

φ(x) = exp
(
i
σi

2
θi(x)

) 1√
2

(
0

v +H(x)

)
. (1.39)

The covariant derivative couples the Higgs multiplet field with the bosons
fields. When the physical (unitary) gauge is taken (θi(x) = 0), the vacuum
expectation value naturally generates a quadratic mass term for gauge bosons of
the form

g2v2

4
W †

µW
µ (1.40)

and

g2v2

8 cos2 θW
ZµZ

µ. (1.41)

On the other hand, fermions require additional yukawa coupling terms of the
form

LY = −cdFLφfd,R − cuFLφ
†fu,R + h.c. (1.42)

with FL representing a doublet of left-handed fermions shown in Equation 1.32
and fd,R fu,R representing the doublet’s down (up) component right-handed sin-
glet.Under the unitary gauge, they can be expressed as

LY = −cd
v√
2
dLdR − cu

v√
2
uLuR + h.c. . (1.43)

These yukawa couplings are also gauge invariants. Notice here that, since
neutrinos do not have such right-handed singlets, they are not coupled to the
Higgs field and therefore they are massless in the SM.

The reason for the non-existence of the right-handed singlets of neutrinos is
that they had never been observed5. The electroweak interaction only couples
with left-handed fermions or right-handed antifermions, meaning that it com-
pletely violates the Parity symmetry. During the conception of the SM neutrino
masses were known to be very small, even compatible with zero, and for that
reason they were left as massless.

5I could have started by this, but it wouldn’t have been as exciting.
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However, as we just have seen, neutrino oscillations can only exist if neutrinos
have mass. Different approaches are considered to give mass to neutrinos within
the SM. On one hand, it is possible to add a mass term for neutrinos similar
to the other leptons’ (known as Dirac term) by adding the right-handed singlets
νR, non-existent until now, with the only condition of being sterile: they are
singlets of the full SM gauge group, meaning that they do not interact via strong
or electroweak interaction. In this way neutrinos can couple with the Higgs as
the other leptons do

LY = −cν
v√
2
(νLνR + νRνL), (1.44)

at the expense of introducing new sterile neutrinos. However, this would leave
open other questions: why are neutrino masses so small compared to the ones
of the other fermions? and, more importantly, what are these sterile neutrinos?
Do they exist exclusively to provide mass to the neutrinos?6

On the other hand, it is possible to give mass to neutrinos considering that
they are Majorana particles, meaning that the right-handed state of the neutrino
is the antiparticle of the left-handed state [75]. In this way, the mass term would
be

LY = −cν
v√
2
(νLν

C
L + νC

L νL), (1.45)

where νC
L is the right-handed component CνT

L , with C indicating the charge
conjugation operation. If this option happens to be true, it has to be produced
by some new physics with a larger energy scale and not by the SM, since it would
violate lepton number conservation (it allows neutrinos to become antineutrinos
and vice-versa). This is not valid for charged fermions because it would violate
the charge conservation.

As we have just seen, neutrinos do not completely fit yet on the SM, since they
are considered to be massless, while it is known they are not. Indeed, neutrino
oscillations are a very strong proof of physics beyond the SM. We are in a similar
situation to the one in which the physics community was in the 1930’, in which
the beta decay spectrum sought for an explanation, and the proposed answer
(the existence of neutrinos) brought even more complicated questions. Now,
neutrino masses also seek for an explanation, and any of the possible answers
are bringing even more complicated questions.

6And, what’s even more important, how much do we have to push the upper bound of the
number of neutrinos so that we can find an appropriate explanation for their masses?
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1.3.1 Great Unification Theories and Proton Decay

Apart from the neutrino masses, the SM has also difficulties explaining other
aspects of the Universe as its matter-antimatter asymmetry or the existence of
the Dark Matter. Like it usually happens, it tends to be considered that the
current model we have (the SM) explains a lower energy regime of a higher
energy scale of physics, thus it is nothing but a low energy approximation of a
more complete theory. The different approaches for this theory usually predict
the unification of electromagnetic, weak and strong interactions at very large
energies, in the same way as electromagnetic and weak interactions are unified;
and also the unification of quarks and leptons. This is why they are called Great
Unification Theories (GUTs) [27].

GUTs have a wide range of predictions at different ranges of energies. At
sufficiently high energies, they involve the existence of too-many-new-particles-
to-be-counted7 which we cannot aim to search in the near future. However, they
also have some predictions at lower energies that can be tested, as the generation
of on-shell particles in the LHC (Large Hadron Collider) or nucleon decays [76].

Nucleon decays are provided by the quark-lepton unification previously men-
tioned: if leptons and quarks are the same, then lepton and baryon number are
no longer a conserved quantity, and consequently the proton can undergo de-
cay processes. Several experiments have been looking for such phenomenon, as
Super-Kamiokande, since its observation would be a direct proof of GUTs and
this new high energy regime of physics. Among the two big groups of GUTs theo-
ries, we find the supersymmetric and the non-supersymmetric ones, which differ
in the dominant decay mode of the proton. Supersymmetric GUTs generally
predict that the main channel for the proton decay is p → K+ν̄, whereas non-
supersymmetric GUTs prefer p → e+π0 [77]. Although no evidence for proton
decay has been found, limits to the lifetime of such processes provide constraints
to the different GUT models, dismissing some of them. Due to its large sensitive
mass and exposure, SK has been able to set the strongest upper limits for several
channels. For example, in the case of channels with a pion in the final state, SK
has a limit at 90% CL of 7.7×1033 years for p → π0+µ+, and 1.6×1034 yearsfor
p → π0 + e+ [78]. SK has also reported limits on p → K+ν̄ [79], but not as
strong as the previous ones. This is because the K+ momentum (339 MeV/c2)
is below the Cerenkov threshold, so it can only detected via the decay products
of the kaon. On the contrary, experiments using different detector approaches,
as the emerging Liquid Argon Time Projection Chamber (LArTPC), are partic-

7I am honestly afraid of where the upper bound for the number of neutrinos is set in these
theories.
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Figure 1.9: Feynman diagrams of the four interactions neutrinos can undergo
with the target. Top: Neutral currents. Bottom: Charged currents.

ularly interesting to study decay channels with charged kaons, since they can
reconstruct the full decay chain of the process.

The new generation of neutrino experiments aforementioned also include in
their physics programme the search of this strange process. The case of DUNE,
which uses the LArTPC technology, will be thoroughly explained in Chapter 2.

1.4 Neutrino Interactions
Up to now we have spoken a lot about the nature of neutrinos, the different
experiments aiming to study them and the most up-to-date measurements, but
we have not spoken yet about how they are detected. As we said before, neutrinos
can only undergo neutral and charged current interactions (weak interactions)
with other fermions: protons, neutrons and electrons. In the first case, which
is mediated by the Z boson, an outgoing neutrino of the same flavour as the
incoming neutrino is generated. In the second case, which is mediated by the
W± boson, the incoming neutrino generates an outgoing charged lepton of the
same flavour. All the possible interactions are summarized in Figure 1.9.
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Neutrinos have no electric charge, so they cannot be ‘seen’ by the detector,
meaning that in order to ‘see’ them, we have to look for their reaction products.
Therefore, CC interactions are the most important type of interactions to identify
neutrinos. The outgoing products not only provide an energy reconstruction of
the incoming neutrino, but also its flavour as long as the flavour of the outgoing
lepton is identified. This is of particular importance for neutrino oscillations
experiments. Of course, the appropriate characterization of the neutrino depends
on the proper characterization of the outgoing particles.

In general, real interactions are not as clean as displayed in Figure 1.9, partic-
ularly when nucleons are involved (almost always). For neutrinos in the range of
∼GeV, the CC interactions can be classified depending on whether the nucleon
breaks up. If the nucleon does not break, the interaction is called quasi-elastic
(QE) scattering. If the nucleon results in an excited state before decaying into
hadrons and mesons, it is called nuclear resonance (RES). Finally, if the nucleon
directly breaks up during the interaction in different hadrons and mesons, it is
called deep inelastic scattering (DIS). The probability of each process to happen
depends on the energy and the flavour of the neutrinos, and on whether it is a
neutrino or an antineutrino. Figure 1.10 shows this dependence for νµ and ν̄µ.
It can be seen how in the range of energies of neutrino oscillations experiments,
all three processes are relevant. As a consequence, this kind of experiments re-
quire a deep understanding of neutrino cross-sections and the behaviour of the
outgoing particles, so neutrino interactions can be properly reconstructed and
characterized.

With this, the first chapter of this dissertation finishes. We have reviewed the
nature of neutrinos and the most up to date knowledge of them at experimental
and theoretical level. We have learnt that the current generation of neutrino
experiments is not enough to understand properly neutrinos, so a new generation
of experiments is in preparation for the next decade. DUNE is one of these
experiments, and the incoming chapter will explain its main features.
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Figure 1.10: Predictions and measurements for neutrino nucleon cross-sections
[80]. The three channels, QE, RES and DIS are shown, and the total cross-section
as well. Top: νµ. Bottom: ν̄µ.



2The DUNE Experiment

‘I like that explanation,’ said Ridcully. ‘It is elegant, Mister Stib-
bons.’

‘It’s only a guess, sir.’

‘Good enough for physics,’ said Ridcully.

— Terry Pratchett, The Science Of Discworld

DUNE [73], which stands for Deep Underground Neutrino Experiment1, is a next
generation neutrino experiment aiming to answer the questions previously intro-
duced, and to which this chapter is dedicated. It is organized as follows: starting
off by a general overview in Section 2.1, where we highlight the main objectives
and features of DUNE; continuing with a review of its physics programme in
Section 2.2; then, a brief presentation of DUNE’s Near Detector in Section 2.3,
followed by a thorough description of DUNE’s Far Detector in section 2.4; and
an introduction to the ProtoDUNE programme in Section 2.5.

2.1 Overview
DUNE is a long-baseline neutrino experiment, as T2K [49] or NOVA [50], in
which two different detectors are used to characterize a neutrino flux generated in
an accelerator. The neutrino beam will be produced in the accelerator complex of
Fermilab (Illinois), in what we call the Long Baseline Neutrino Facility (LBNF)
[81]. It will deliver between 1.0 to 1.2 MW of proton beam power in on-axis
configuration, expected to be upgraded later on up to 2.4 MW. Protons with an
energy between 60 and 120 GeV will collide with a high-power production target,
from where the most intense neutrino beam ever will emerge. The first one of
the two detectors, known as Near Detector (ND), is located besides the neutrino
beam, so the flux can be characterized at its starting point. The second one,

1It is also the name of a famous science-fiction saga. This coincidence could have been ex-
ploited to provide more DUNE related names for other concepts, as LArrakis. (Un)fortunately,
it wasn’t done.

25
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Figure 2.1: Schematic view of DUNE experiment and its locations.

known as Far Detector (FD), is located at a distance L such that the value L/E

provides a maximum oscillation probability (remember Equation 1.28). In the
case of DUNE, the ND will be located at Fermilab, and the FD will be located
in the Sandford Underground Research Facility (SURF) in South Dakota, 1300
km away from the origin of the beam and 1.5 km underground. A schematic
view of DUNE and the locations can be seen in Figure 2.1.

DUNE’s ND follows a multi-detector approach which will have the possibility
of being moved off-axis of the neutrino beam [82]. In this way, the ND will be re-
sponsible of the characterization and monitoring of the neutrino flux, its energy
and composition, and provide an expected flux in the FD. It will also provide
valuable data to study neutrino cross-sections, which are one of the main sys-
tematic uncertainty sources when doing oscillations analysis. On the other hand,
DUNE’s FD [83], the one measuring the oscillated neutrino flux, will be formed
by four modules containing Liquid Argon Time Projection Chambers (LArTPC),
each one of them with a fiducial mass of 10 kt. The LArTPC technology has
proven to have excellent calorimetric and reconstruction capabilities, providing
three-dimensional images of events happening inside the detector [84–87]. Its
configuration and detectors’ approach will allow DUNE to perform comprehen-
sive neutrino oscillations analysis no other experiment can do by its own [88].
Apart from this, due to its large sensitive mass, detector capabilities and low
background levels, DUNE will also be able to perform baryon number viola-
tion searches, to study neutrinos originated in supernovas, and a wide range of
Beyond Standard Model (BSM) physics.

The preparation of DUNE is organized in two phases. In the first one, ex-
pected for the beginning of next decade, the data taking will start with 2 out of
4 of the FD’s modules, a neutrino beam with 1.2 MW of power, and a baseline
ND capable of characterizing the neutrino beam. This will allow to start the
physics studies and the accumulation of neutrino statistics. The second phase is
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expected to start six years later, in which the FD and the ND will be completed,
and the neutrino beam upgraded to reach 2.4 MW of power, so that DUNE can
exploit its full physics potential.

2.2 DUNE Physics
As presented in the previous chapter, neutrinos have been studied during the
last hundred years and have aroused more complicated questions every time.
The discovery of neutrino oscillations has proved doubtlessly that neutrinos are
massive particles, in contrast with the SM description [27]. Different expansions
of the SM, as GUTs, have tried to give mass to neutrinos but none of them
has been confirmed experimentally. DUNE aims to study in-depth neutrinos, to
search for different nucleon decay channels, to characterize the neutrino flux of
dying stars and to exploit the detector capabilities for beyond SM searches and
low energy physics [88].

2.2.1 Neutrino Oscillations Physics
During the last years, the three neutrino oscillation paradigm has been well
established, and the six parameters ruling it (three mixing angles, θ12, θ23, θ13,
two mass squared differences, ∆m2

21 and ∆m2
31, and a complex phase, δCP ) have

been measured, but not precisely enough, as remarked in Chapter 1. DUNE is a
long-baseline neutrino experiment conceived to provide a precise study of these
parameters.

DUNE’s neutrino beam can be tuned to be mainly formed either by νµ or ν̄µ,
providing the opportunity to measure the oscillation probability P (νµ → νe) and
P (ν̄µ → ν̄e) [89]. Differences in the oscillation of neutrinos and antineutrinos are
associated to the value of δCP , as seen in Figure 2.2.

As earlier commented, the matter effects generate an asymmetry in the os-
cillation probability depending on whether the beam is formed by neutrinos or
antineutrinos, since the first ones are sensitive to the presence of electrons on
Earth and the second ones are not. This asymmetry can be used to determine
the sign of the mass squared differences, as it was done with solar neutrinos.
This effect becomes more noticeable the greater the amount of matter the neu-
trinos go through. Particularly, for a baseline of 1300 km, this asymmetry is
approximately ±40% in the region of the peak flux, meaning that DUNE will be
able to unambiguously determine the neutrino mass ordering and measure the
value of δCP [88] for a range of δCP values. Sensitivity studies have shown (see
Figure 2.3) that 50% of δCP values can be determined at 5σ CL, and 75% can
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Figure 2.2: Probability of oscillation from muon flavour to electron flavour for
neutrinos (left) and antineutrinos (right), assuming different values of δCP and
normal mass ordering. Image from [88].

be determined with 3σ CL. Neutrino mass hierarchy can be determined above
5σ for all values of δCP [88].

Apart from mass hierarchy and the CP phase, DUNE seeks to give a very
accurate measurements of θ23 and determine if it is above or below 45◦, and after
some years of operation, an independent measurement of θ13 using νe and ν̄e
appearance channels with a precision competitive with reactor experiments [89].
In summary, DUNE will be able to do a full analysis of all the parameters of the
accelerator sector without external constraints.

2.2.2 Proton Decay Searches

DUNE FD will be located 1.5 km underground, which will provide a powerful
shielding against cosmic rays. This, along with its large fiducial mass (∼ 40 kt)
and outstanding detector capabilities of the LArTPC technology, make DUNE
sensitive to different baryon number violating processes [88]. These are neutron-
antineutron oscillations and different proton decay channels [91]. Because of the
scope of this dissertation, only the second ones will be detailed here.

The proton decay is an hypothetical phenomena predicted by GUT theories.
As commented in the previous chapter, the channels with kaons in the final
state are particularly interesting for DUNE, since the LArTPC can provide a
full reconstruction of the decay chain [92]. The most likely decay channels for
charged kaons are K+ → µ+νµ (64% BR) and K+ → π+π0 (21% BR) [27].
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Figure 2.3: Sensitivity to the neutrino mass ordering (left) and CP violation
(right) as a function of the true value of δCP for several exposures. The solid
lines shows the median sensitivity while the width of the band represents 1σ of
variations of statistics, systematics and oscillations parameters. Figure from [90].

For the first of them, the signal of the proton decay would be the one of a low
energy kaon (p ∼ 340 MeV/c) in the middle of the TPC followed by a low energy
muon (p ∼ 237 MeV/c). The dominant background for this process is generated
by neutrino charged current quasi-elastic scattering, νµn → pµ−. If the muon
has a momentum similar to the 237 MeV/c expected from the K+ decay, the
identification of the proton decay process depends on the proper differentiation
between kaons and protons. In Figure 2.4 the simulation of a signal and a
background event are displayed. Sensitivity studies have shown that, provided
a good detector performance, DUNE can achieve a 90% CL lower limit on the
proton lifetime in the p → K+ν̄ channel [88].

In view of this, it is fundamental to understand kaon behaviour at low ener-
gies, so it can be properly identified and separated from the background. From
Chapter 5 to 8 of this dissertation, a detailed selection and study of low energy
kaons in LAr is presented by using ProtoDUNE-SP data, in which the capabili-
ties of the LArTPC technology to tag kaons will be presented. Apart from the
TPC, the Photon Detection System (PDS) plays an essential role in proton de-
cay, since, as we will see, it is in charge of establishing the trigger for non-beam
events. Without this trigger it would not be possible to position the event inside
the detector and to apply the corresponding energy corrections. Furthermore,
PDS can improve the discrimination between signal and background by identify-
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Figure 2.4: Left: Simulated event with a proton decay with a kaon (green) and
the muon resulting from its decay (red). Right: Simulated CCQE background
event with an outgoing proton (green) and a muon (red). The topology of both
events is the same. The x-axis corresponds to the wire number whereas the
y-axis corresponds to the readout time. Figure from [92].

ing the michel electron resulting of the µ+ decay. In Chapter 4, R&D activities
regarding the PDS will be presented.

2.2.3 Supernova Searches
As in the previous case, the low background and the outstanding capabilities
of the LArTPC technologies, makes of DUNE a powerful experiment to study
neutrinos generated in a core-collapse supernova [88], which happens at the end of
a massive star’s life. This was already done with the only supernova humankind
has observed, SN1987A, by water cerenkov detectors [93, 94], which allowed for
a qualitative understanding of this process.

After the continuous nuclear burning throughout the star’s life, its nucleus
develops an onion structure with the most stable and heavy element in the core
(Fe) and more lighter elements in the outside. Since Fe cannot be longer burnt,
at a certain point the equilibrium between radiation pressure and gravity no
longer holds, producing the collapse of the star. During the very few instants
after the collapse (10−2 s), a nuclear continuous medium with densities of order
1012-1014 g/cm3 is formed, which is opaque even for neutrinos. Eventually, this
medium will break and the gravitational binding energy of the collapsing core is



2.2. DUNE PHYSICS 31

Figure 2.5: Neutrino spectrum of a supernova as a function of time for different
cases: no oscillations (blue), oscillations with matter effects and normal ordering
(red), oscillations with matter effects and inverted ordering (green). Figure from
[88].

emitted in a 99% as neutrinos and antineutrinos of every flavour.
Detecting such neutrinos can provide truly valuable information not only

from neutrinos but also from the intrinsic nature of the supernova. Apart from
finding its most probable location, the neutrino flux is different depending on the
phases of the collapse and its final result. For example, a black whole formation
would cause a sharp cut-off in the flux, and shock wave or turbulence effects
can imply flavour dependence with time. With respect to neutrinos themselves,
the measured flux of the different flavours depends on the mass hierarchy, as
presented in Figure 2.5 [88].

2.2.4 BSM and Low Engery Physics

In addition to the topics presented above, having a large fiducial mass, a capable
near detector, an intense neutrino beam and low backgrounds allows DUNE to
study a wide range of topics of low energy physics and BSM. Some of these
include searches for solar neutrinos in the FD, sterile neutrinos in the ND and
FD, searches for Lorentz invariance violations, searches for neutrino tridents or
light and boosted dark matter [88].

The expected ratio of solar neutrino events per 40 ktons of LAr ∼100 per
day. This high rate compensates the intrinsic high energy detection threshold
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of the LArTPC, allowing to make studies of the Sun dynamics and the solar
oscillation parameters.

The tension between some experimental results and the three-neutrino flavour
paradigm could be explained by means of the mixing with sterile neutrinos.
DUNE long baseline allows to search for this effect look for the disappearance
of CC and NC interactions, in both the ND and the FD, over a broad range of
potential sterile neutrino mass splittings, improving the sensitivity of previous
experiments.

The high precision expected for the measurement of the oscillation parameters
can be used to look for small deviations of the current paradigm. A deviation
from the unitarity of the PMNS matrix could imply the existence of more massive
neutrino state. In the same way, differences in the oscillation parameters for
neutrinos and antineutrinos could be related to a possible violation of the CPT
symmetry, a cornerstone of the SM of particle physics. Furthermore, the large
sensitivity to matter effects can be used to look for non standard interactions of
the neutrinos with the matter of the Earth.

Finally, the high intensity of the neutrino beam predicts an annual rate of
over 100 dimuon neutrino trident interactions at the ND. These processes are
very suppressed by the SM. However, this high rate will allow to test possible
deviations that could be explained by the presence of new gauge symmetries
beyond the SM. The beam is also expected to cover a complementary parameters
space regarding the search for light-mass dark matter that cannot be search by
direct detection or collider experiments.

2.3 Near Detector
Although it is outside of the scope of this dissertation, it is interesting to present a
short overview of DUNE’s Near Detector, so its relevance can be well understood.
The ND will be located also at Fermilab, 0.575 km away from the neutrino
beam. It follows a multi-detector approach with the possibility of measuring the
neutrino flux on and off-axis. It will have a modular liquid argon time projection
chamber (NDLAr), a muon spectrometer (TMS) and an on-axis beam monitor
called SAND (System for on-Axis Neutrino Detection) [90]. The first two of
these will be movable off-axis of the beam, characterizing the neutrino beam at
different angles (and energies) (see Figure 2.6). The system in charge of the off-
axis movement is known as PRISM (Precision Reaction-Independent Spectrum
Measurement) [82].

The main goal of the ND is to serve as experiment’s control, characterizing



2.3. NEAR DETECTOR 33

Figure 2.6: Schematic view of DUNE’s ND. Three consecutive detectors, NDLAr,
TMS, and SAND, are exposed to the neutrino beam. The first two can be moved
off axis with the PRISM system. Figure from [73].

the unoscillated neutrino spectrum so an oscillated one can be predicted for the
FD. This depends on a complicated product of flux, cross sections, and detector
response, all of which have large a priori uncertainties. ND will be used to
constrain all these three components. Furthermore, the ND is an experiment
on its own, and its data will be used to study neutrino-nucleus interactions and
more non-standard physics, like sterile neutrinos or other exotic particles [73].

NDLAr, also known as ArgonCube [95], is a LArTPC with enough active
volume to provide high statistics of neutrino interactions and for hadron con-
tainment, which allows for a better characterization of neutrino energy. It uses a
pixelated readout and optical segmentation to deal with the high rate of events
in the near location. In addition, having the same target in both ND and FD
(liquid argon) and, to some extent, technology, is the only way to constrain the
three systematic sources commented above. However, ArgonCube is not large
enough to contain ongoing muons result of neutrino interactions, so another de-
tector is needed for a proper characterization of their momentum [82]. That is
the main goal of the TMS (Temporary Muon Spectrometer). It is a wavelength-
shifting scintillator based detector, which is embedded between two layers of
magnetic coils. The resulting magnetic field will deviate muons, allowing for
their charge and momentum measurement [90]. Finally, these two detectors will
be movable sideways up to 33 m to take data in positions off the beam axis,
using the PRISM system [82]. Measuring the neutrino flux at different angles
will help to disentangle degenerate effects due to systematic biases of the energy
reconstruction.
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The last component of the ND is the beam monitor, SAND, which is a
three-dimensional scintillator tracker meant to be always on-axis monitoring the
neutrino spectrum, so intentional or accidental changes on the flux can be de-
tected [82].

At the time of this writing, the ND detector is expected be built in two
phases, being the first one capable of characterizing the initial neutrino beam
with a reduced cost, and a second one with upgraded components, aiming to
develop its full potential. In this second phase, the TMS will be exchanged by a
more complex detector with more physics capabilities: a gaseous argon detector
(NDGAr) [90].

2.4 Far Detector
The FD will be located at SURF, 1300 km away from the neutrino beam and 1.5
km underground. It will characterize the oscillated neutrino flux by measuring
the different neutrino interactions with argon nuclei. It will be formed by four
liquid argon time projection chambers (LArTPC) detector modules, each of them
with 10 kt of fiducial mass and hosted by a cryostat of 15.1 m (w) × 14.0 m
(h) × 62.0 m (l) with a total LAr mass of about 17.5 kt. Apart from the
modular LArTPC, each cryostat will also contain the complementary photon
detection system and the cryogenic system, which is the one in charge of ensuring
the adequate conditions of the liquid argon during the different stages of the
experiment. Knowing the constant improvement of the LArTPC technology, the
modular approach for the FD was followed because of its flexibility: whereas the
first and second modules have an already closed design, the last two are not yet
decided and can include improvements or variations of the technologies [73].

In this section, the LArTPC technology and the Photon Detection System
of DUNE’s FD are presented. Even though each module is expected to fol-
low slightly different approaches for these two systems, since this dissertation is
based in the ProtoDUNE-SP experiment, we will describe particularly the one
of the first FD module, originally known as Single-Phase (SP) module [83], and
currently known as Horizontal-Drift (HD).

2.4.1 Liquid Argon Time Projection Chamber
Technology

A LArTPC is a time projection chamber whose active medium is liquid argon.
TPCs are an evolution of multi wire proportional chambers and drift chambers
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[96], in which a large electric potential is applied between an anode and a cathode
(both separated by the active medium), in such a way that a strong electric field
is generated in the medium region the field lines of which go from the anode to
the cathode. When a charged particle crosses this medium, nuclei are ionized
and freed electrons are affected by the electric field, drifting towards the anode.
There, they are collected, providing a two-dimensional reconstruction in the
plane perpendicular to the drift direction. If the time in which the particle has
crossed the detector, a.k.a. the t0, is known, the drift time of electrons can
be used to compute the third coordinate and hence the final three-dimensional
reconstruction. In this way, a TPC generates an image-like reconstruction of
particles crossing the detector (tracking), and a calorimetric measurement as
well [96].

LAr has been chosen as active medium for DUNE for different reasons. First,
because it is a noble element, so its electronegativity is reduced. In this way,
freed electrons are less likely to be captured again by other argon nuclei and
the charge loss during the drift in minimum. Second, because it is a relatively
heavy nucleus, which means that neutrino interactions are more likely to happen.
Third, because it is a fantastic scintillator [97]. When a charged particle interacts
with argon nuclei, 24000 scintillation photons per MeV are produced, and they
take ns to reach de detector wall, whereas electron drift towards the anode takes
ms. Thus, the appropriate detection of scintillation light can provide a t0 for the
three-dimensional reconstruction. Lastly because compared with other noble
elements, as xenon, it is cheap2.

The description of the TPC detection technology above is quite general, and
there are several ways of implementing it. Originally, DUNE was planned to use
two different approaches: single-phase (SP) and dual-phase (DP). In a SP TPC,
electrons’ drift occurs completely in the liquid phase. In a DP TPC, the charge
collection planes are located outside the liquid argon, in the gas phase, in such a
way that the last part of electrons’ drift happens outside the liquid. When they
are crossing from one phase to another, a charge amplification is produced, which
provides an improvement on energy resolution with respect to the SP technology.
Since the charge collection planes are outside the liquid, it is clear than electrons
have to drift in the vertical axis, meaning that the cathode has to be ‘on the floor’
and the anode has to be ‘on the ceiling’. On the contrary, in the SP technology,
the disposition of the TPC is arbitrary: anode and cathode planes can be put

2Unfortunately, after the war of Ukraine started, it generated a energy crisis in Europe
with an unstoppable increase of electricity prices. This has significantly augmented the cost
of LAr production, complicating its supplying.
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horizontally or vertically3. This generates two variants of the SP technology,
the Horizontal-Drift (HD) and the Vertical-Drift (VD). The first FD modules
was planned to be SP, whereas the second one was planned to be DP. However,
due to the experience gained in the ProtoDUNE programme (described in the
last section of this chapter), the DP technology was dismissed because of the
technical difficulties found when trying to reach its peak performance. Due to
this, the two first FD modules will be SP, one HD and the other VD.

As mentioned above, in the LArTPC HD technology a large LAr volume is
subdued to a strong electric field, due to a potential difference between the (ver-
tical) cathode and anode planes. Electrons result of charged particles ionization
drift horizontally towards the anode, where they are collected. This detector
technology has been validated by different experiments as MicroBooNE [98],
ICARUS [86], ArgoNeuT [99] and LArIAT [100]. The anode is formed by three
layers of active wires at different angles forming a grid, and they are commonly
known as Anode Plane Array (APA). The first two layers of wires are known as
induction planes and are transparent to charge, whereas the third one, known as
collection plane, is the one meant to collect the electrons (as its name suggests).
Having three layers at different angles allows the two-dimensional reconstruction
of the events4. As outlined above, if the t0 is known, the coordinate on the drift
direction can also be deduced [83] (see Figure 2.7).

The wire planes are known as U, V and X, respectively. The first two lie at
an angle of ±35.7◦ relative to the vertical axis, while the third one runs parallel
to it. U and V are what we just called induction planes, and they provide
induction signals when charge approximates, passes through and moves away.
Thus, induction signals are bipolar. On the other hand, X wires (collection wires)
provide unipolar signals when collecting the charge. The size of the signal is
proportional to the deposited energy of the particles, allowing a dE

dx
measurement.

Finally, signals undergo digitization via an analog-to-digital converter (ADC)
that works at cryogenic temperature [83]. There is an additional grid plane
known as G plane behind these three layers which acts as grounding, protecting
the detector from electrostatic discharges (see Figure 2.8). Most experiments
using this technology have a distance between wires of 5 mm, however DUNE
and its prototypes use a spacing of 4.67 mm between induction wires and 4.79
mm between collection wires.

The electric field is generated by applying a negative electric potential in the
3There are much more orientations for the anode and cathode planes, as long as they are

in parallel and inside the liquid phase. However, they are not recommended.
4Technically it would be enough with two, but three provides redundancy. This is not a

humoristic footnote.
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Figure 2.7: Schematic view of the principle of operation of a LArTPC. Ionization
electrons drift towards the anode plane, where they generate signals in the three
layers of wires. This information is used for the two-dimensional reconstruction
of the event, which is ultimately completed with the t0 information provided by
the beam trigger or the detected photons. Figure from [83].

Figure 2.8: Rotated view of an APA and its different wire planes. U and V are
the induction planes, and are rotated with respect to the vertical axis. X is the
collection plane and runs parallel to the vertical axis. Figure from [83].
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Figure 2.9: Cross section view of the FD1 module. The dimensions of the APA
and CPA structures are 58.2 m long into the page and 12.0 m high. Each drift
volume is approximately 3.6 m wide.

cathode plane assembly (CPA), formed by various individual panels of FR4. In
the case of FD1, the active volume will be divided in three active volumes of
3.5 m drift length, with a cathode-anode sequence of A-C-A-C-A (see Figure
2.9). CPAs will be set at -180 kV, generating an electric field of 500 V/cm,
and granting electrons a drift velocity of approximately 1.6 mm/µs [83]. A field
cage (FC) formed by aluminium bars surrounds the remaining open sides of the
TPC, granting homogeneity to the electric field inside the active volume of up
to 1% [83].

So that the LArTPC provides a good performance, it is fundamental to en-
sure the purity of the liquid argon. Even though argon is a noble gas and it has
a very low electronegativity, impurities such as oxygen, nitrogen or water can
be attached to the argon nuclei and trap the ionization electrons that should
be collected in the anode plane. This generates a charge loss that, in the worst
case scenario, could turn blind the TPC. Not only that, but it can also reduce
the detectable scintillation light, further aggravating the situation. DUNE’s ob-
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jective is to have a purity better than 100 ppm (parts per million). In order to
accomplish this, the cryogenic system is in charge of recirculating and constantly
purifying the liquid argon; and the cryogenic instrumentation constantly moni-
tors its characteristics, so any unexpected problem can be detected and solved
on time, minimizing the impact on the physics measurements [83].

2.4.1.1 Particle Identification

The physics goals DUNE aims to achieve require a large baseline (1300 km)
and a relatively large neutrino energy (O(1-10 GeV)) [88]. At this range of en-
ergy, any neutrino interaction can happen: quasi-inelastic scattering, nuclear
resonance or deep inelastic scattering [80]. Thus, different particles with compli-
cated topologies are expected as final states of neutrino interactions: hadrons,
mesons, muons, electrons, etc. The LArTPC tracking capabilities are used to
disentangle these hierarchies of particles. Since magnetic fields are not used in-
side the TPC to curve particles’ trajectories, the particle identification relies on
the proper characterization of their energy loss. Its mean value is well described
by the Bethe-Bloch formula [27,96]
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are the atomic and mass numbers of the medium the particle is passing through,
respectively; I is the mean excitation potential; δ(βγ) accounts for density effects;
and Wmax is the maximum transferable energy to an atomic electron in a single
collision, which for a particle of mass M is given by
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As it can be seen in Equation 2.1, the energy loss of a particle in a medium
depends on two different things: the charge and the velocity of the particle. The
velocity dependence (1/β2) allows for discrimination between particles of the
same charge and energy, since more massive particles will have a slower velocity
than lighter particles, hence depositing more energy in the medium.

Since the momentum cannot be measured by a LArTPC, there is no infor-
mation about the velocity of the particles passing through. What is typically
done in these experiments is to represent the deposited energy as a function of
the residual range [101]. It is defined as the distance of a given point of the track
to its end (see Figure 2.10). In Figure 2.11, one can see the different dE/dx
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Figure 2.10: Diagram showing the residual range concept.
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Figure 2.11: Theoretical dE/dx profile for different particle species as a function
of the residual range.

profiles for a different particle species. A stepped distribution can be observed
depending on the mass of the particle, with the heavier ones loosing more energy
for the same residual range than the lighter ones.

2.4.2 Photon Detection System
Apart from the LArTPC, DUNE’s FD has a complementary light detection sys-
tem (the Photon Detection System, PDS), whose objective is twofold: first, to
measure the t0 for non-beam events by detecting LAr scintillation light (see Fig-
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Figure 2.12: Scheme of scintillation light production in argon. Figure from [83].

ure 2.12); and second, to provide a complementary energy reconstruction based
on this light collection [102].

As indicated earlier, the t0 permits the three-dimensional reconstruction of
the events. When doing neutrino beam physics, the t0 is given by the beam
trigger, which means that the PDS is not needed for oscillation physics. How-
ever, when doing non-beam physics, only LAr scintillation light (which takes
nanoseconds to reach the detector walls) can be used to measure the t0. This
is fundamental since many of the non-beam physics (as proton decay searches)
rely on a proper fiducialization of the detector volume, vertex identification and
charge attenuation corrections (which depends on the drift coordinate). In ad-
dition, PDS can improve the reconstruction, sensitivity and resolution of the
experiment, since its independent energy measurement provides a redundancy
that can be used to fine-tune TPC performance. Furthermore, PDS can be used
to develop advanced trigger techniques that can improve background rejection
for low energy physics, as solar neutrinos or BSM searches [83]. In other words,
in order to make DUNE a multi-purpose experiment, a proper PDS is needed.

Developing one for DUNE’s FD was particularly challenging for different
reasons. First, the available space. Almost all the LAr inside the cryostat is
enclosed by the TPC, meaning that there is not much space left out of the TPC.
Furthermore, the TPC and the field cage are set at a very large potential. In the
case of a single-phase TPC, the anode planes are the only region with no electric
potential. Second, LAr scintillation light is peaked at 127 nm [103], what is
considered to be deep ultraviolet. There are very few light detection systems that
can perform properly at that wavelength, but they are too expensive to achieve
the necessary optical coverage for DUNE’s physics. Third, the multiplicity of the
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optical readout. Obtaining the needed optical coverage could not imply having
an arbitrarily large amount of optical channels, since the data rate would be
gigantic.

Thus, the PDS for DUNE’s FD (at, least for the HD module) had to be
located inside the APAs, and to find an agreement between photon detection
efficiency (PDE) for LAr scintillation light, price, optical coverage and num-
ber of readout channels. All of this, with a background level that should not
dominate over radiogenic backgrounds [104]. Different options were explored in
ProtoDUNE-SP [105], among which the X-ARAPUCA was selected [106].

Arapuca is a native Brazilian word that means ‘bird trap’, which refers to the
idea of this device: trapping photons. The X stands for ‘extended’, since the X-
ARAPUCA is an evolution of the S (standard) ARAPUCA. For simplicity, only
the current version (the X-ARAPUCA) will be described here. In Figure 2.13 an
schematic view of this device and its working principle is shown. It consists of a
wavelength-shifting (WLS) plate, on top of which a dichroic filter is placed (with
a separation of few mm, such that LAr can flow within). There is an evaporation
of p-therphenyl (PTP) in the outer face of the filter. In the other face of the
wavelength shifting plate a reflective foil is located. Finally, several visible-
light silicon photomultipliers (SiPM) are attached to the WLS plate. When
LAr scintillation light reaches the PTP, it is absorbed and re-emitted at 350
nm. Dichroic filters are transparent to this wavelength, so photons can reach
the plate. There, they are absorbed and re-emitted at about 430 nm. Because
of the refractive index of LAr and the WLS, generally photons are trapped by
internal reflection and bounce until they either are detected by the attached
SiPMs, absorbed by the material, or escape the plate. If photons escape, they
reach the dichroic filter (which has a sharp cut-off at 400 nm, meaning it is
reflective above that wavelength) or the reflective foil, bouncing back again to
the plate. Finally, all SiPMs are polarized and read all together, meaning that
each X-ARAPUCA consists of a single electronic channel. In this way, LAr
scintillation light is shifted two consecutive times reaching 430 nm, which is the
working range of the attached SiPMs, and it is trapped by internal reflection
until it is detected [83].

The X-ARAPUCA concept fulfils all the previous requirements: its geometry
allows it to be located inside the APAs, it provides a sufficient optical coverage
with an affordable cost, and the number of optical channels is relatively small.

The design just explained is quite general, and its geometry can be tailored
for different needs. The particular design of the HD module will be described now
(see Figure 2.14). The minimal unit of the HD PDS is known as X-ARAPUCA
Super-Cell (SC). It is formed by a WLS plate of 487 mm × 93 mm × 3.5 mm,
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Figure 2.13: Schematic representation of a single sided X-ARAPUCA operating
principle, assuming a 400 nm sharp cut-off in the dichroic filter. Figure from [83].

with six PTP-evaporated dichroic filters of 78 mm × 93 mm covering the side
facing the active volume of the detector, and 48 SiPMs whose signals are added
to a single electronic channel. This addition is done by passively ganging the
sensors in groups of six, and then ganging actively the eight groups of six. Apart
from that, the SC has different FR4 pieces and frames to provide mechanical
stability and rigidity to the system. DUNE requires the PDS to achieve at least
a PDE of 2.6%. Ongoing studies have demonstrated that the X-ARAPUCA SC
has an efficiency above 3.5% [83,107].

If the SC has dichroic filters with a PTP evaporation on each side, it is called
double-sided SC, meaning that it can detect photons emitted from both sides of
the optical device. These will be used for the APA plane shared between TPCs
in the FD1 module (remember Figure 2.9). If the SC has only one face covered
by dichroic filters and the other with reflective foils, it is called single-sided and
can only detect photons coming from one side of the device. These will be used
in the outermost APA planes of the FD1.

Four SC are assembled mechanically together in what is called a photon
detection module (see Figure 2.15). The dimensions of this structure are 2092
mm × 118 mm × 23 mm, and the electronic board in charge of the ganging
is located in its center. Each PD module is inserted inside an APA, between
the wires planes and the grid planes of both APAs’ faces. All these planes
are transparent to light, so LAr scintillation light can easily reach the optical
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Figure 2.14: Detailed exploded view of X-ARAPUCA supercell. Figure from [83].

modules. Photoelectron signals are transmitted from the modules to the readout
system by a cold cable that runs through the APA frame.

As commented above, the X-ARAPUCA design was selected as baseline for
the PDS based on ProtoDUNE-SP performance studies. After this choice was
made, different lines of R&D were developed to study the most efficient geometry,
the electronic readout, the dichroic filters or the SiPMs. These were carried out in
different institutions in a joint effort to optimize the X-ARAPUCA technology.
In Chapter 4, a detailed study of different SiPMs models used in the optical
modules is presented. This was the so-called down-selection procedure, in which
different photosensors were tested in cryogenic conditions to find the one that
best fulfilled DUNE’s specifications. In addition to this, the IFIC group has been
involved in the studies of the dichroic filters for the FD2, the results of which
could be fed back into FD1.
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Figure 2.15: Full optical module that is inserted inside an APA. It is a mechanical
structure combining four different SC. Figure from [83].

2.5 The ProtoDUNE Programme
Even though the LArTPC technology has been previously used in other particle
physics experiments, it has never been used in a scale as big as DUNE’s. Because
of that, a strong prototyping programme has been developed to validate the dif-
ferent DUNE technologies, the installation and commissioning procedures, and
the detector performance. This programme is commonly known as ProtoDUNE,
and has been hosted at the CERN Neutrino Platform [108]. The Neutrino Plat-
form is an extension of the CERN North Area with two dedicated beamlines,
whose objective is to provide the infrastructure for the different neutrino exper-
iments at CERN. Its construction started in 2016, and in 2017 the installation
of the first two DUNE prototypes started. They were ProtoDUNE-SP [105] and
ProtoDUNE-DP [109], demonstrators of the LAr single-phase and dual-phase
technology, respectively. ProtoDUNE-SP, to which the next chapter is dedi-
cated, was successfully installed, commissioned and exposed to a charged beam
during 2018, and was operated until Summer 2020 [106, 110]. ProtoDUNE-DP
was installed and operated from 2019 to 2021 [109].
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These two experiments are currently known as ProtoDUNE phase I, and
their results have guided the configurations of DUNE’s FD modules. The first of
them, as previously stated, is going to be SP. This follows the original plan, which
was reinforced by the outstanding performance of ProtoDUNE-SP. However, the
second one, originally meant to be DP, won’t be it anymore. The reason for
this are the difficulties found to properly operate such a big DP LArTPC. Even
though the DP technology is supposed to bring a better performance than the
SP, the technological effort needed for it to properly operate is not worth it.

After a phase I, there is usually a phase II, and this is also the case of
the ProtoDUNE programme. Phase II will consist of two more ProtoDUNEs
hosted in the same cryostats as phase I. The first of them, ProtoDUNE-HD
(Horizontal Drift), is a new SP LArTPC meant to be a ‘module 0’ of DUNE’s
FD1: its different components will be used afterwards in the first module in
South Dakota. Additionally, the detector’s disposition inside the cryostat is
slightly different from ProtoDUNE-SP, being now more similar to the detector
disposition in DUNE’s FD1. The second one, ProtoDUNE-VD, is a variation of
the SP technology aimed to substitute the DP technology. VD stands for Vertical
Drift, meaning that the electron drift happens in the vertical direction. The VD
FD module is expected to have two drift volumes separated by an inner central
cathode, and two charge collection planes formed by perforated PCBs [111]. The
installation of ProtoDUNE-HD started in Spring of 2022, where I was directly
involved, and to which the last section of the Chapter 4 is dedicated. The
installation of ProtoDUNE-VD is happening at the time of writing.
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CERN

It’s still magic even if you know how it’s done.
— Terry Pratchett, A Hat Full of Sky

This chapter describes the ProtoDUNE-SP detector in-depth. Section 3.1 presents
its motivation and main goals; Section 3.2 describes the different detector com-
ponents; Section 3.3 provides a brief description of the cryostat, the cryogenic
system and some highlights of the cryogenic instrumentation; the beam line de-
livering the charged particle beam to the detector is reviewed in Section 3.4; the
data acquisition process, the reconstruction and the simulation of ProtoDUNE-
SP data is detailed in Sections 3.5, 3.6 and 3.7, respectively; the procedure to
calibrate the detector is presented in Section 3.8; and finally, the most important
results obtained are commented in Section 3.9.

3.1 Overview and goals
ProtoDUNE-SP was one of the two first DUNE’s demonstrators of the Proto-
DUNE programme [105]. Located at CERN’s Neutrino Platform (see Figure
3.1), it was a Single-Phase LArTPC which prototyped DUNE’s FD1 technol-
ogy at a technological scale of 1:1 and a LAr scale of 1:20. It constituted the
largest monolithic LArTPC ever built and operated, with a total LAr mass of
0.77 kt. It was hosted by a cryostat with outer dimensions of 11.4 m × 11.4
m × 10.8 m (W×L×H) that kept the LAr at 87 K. The main objectives of the
ProtoDUNE-SP detector were the following:

• Prototype and validate the production, delivery and installation procedures
of the detector components.

• Validate the detector performance of the SP technology.

• Accumulate sufficiently large test-beam data samples to understand and
calibrate the response of the detector to different particle species and to
perform physics analysis.

47
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Figure 3.1: View of the Neutrino Platform. In the front of the picture the
cryostat of ProtoDUNE-SP can be observed. In the left back part, the cryostat
of ProtoDUNE-DP is present too. Image from [112].

• Ensure the long-term operational stability of the detector.

ProtoDUNE-SP installation was completed in Summer 2018, and it was com-
missioned and exposed to a test-beam from September to November 2018. After-
wards, it operated taking cosmic rays data until Summer 2020, when its decom-
missioning started so that the work with the ongoing ProtoDUNE-HD detector
could start. The analysis carried out with ProtoDUNE-SP’s data have shown
that it exceeded DUNE’s requirements for the FD1 technology [106,110], demon-
strating the viability of the SP LArTPC at this scale and reinforcing the choice
of building a SP Horizontal Drift module.

3.2 The Detector

ProtoDUNE-SP comprehended two back-to-back LArTPCs that shared a com-
mon cathode plane, in such a way that the electron drift direction was opposite
in each drift volume. They were hanging from the structure of the cryostat host-
ing them [113]. The APAs, previously described in Section 2.4.1, were enclosing
different photon-collection modules (as the ARAPUCA presented in the previ-
ous chapter), and a cosmic ray tagger system was located outside the cryostat
to accurately identify cosmogenic muons, useful for calibration purposes [105].
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3.2.1 The LArTPC

The TPC had active dimensions of 7.2 m × 6.0 m × 6.9 m (see Figure 3.2),
separated in two different volumes by a cathode plane located at x = 0. The
coordinate system used to describe the detector is the following: the x axis
runs parallel to the drift direction, and its zero is located in the cathode plane
(meaning that one drift volume has negative x coordinates and the other has
positive); the y axis runs parallel to the vertical axis and its zero is located at
the bottom of the APAs; and finally the z axis runs downstream the face of the
detector with the beam plug, with its zero coinciding with the beginning of the
TPC.

Each drift volume had a drift length of 3.6 m and was exposed to a electric
field of 500 V/cm, generated by a -180 kV bias applied to the shared cathode
plane. This was formed by 18 CPAs of 1.16 m wide and 2 m high positioned
forming a grid of 6 columns and 3 rows. In order to protect the TPC from
electric discharges, they were made of a fire-retardant fibreglass-epoxy composite
material and were laminated on both sides with Kapton, which are both heavily
resistive. In addition to the CPAs, a field cage made of aluminium bar profiles
covering the open-sides of the TPC was responsible of bringing the necessary
electrostatic conditions inside the active volume. The bars were connected by
means of resistive divider chains that provided the required voltage gradient. A
high voltage (HV) feedthrough was attached to the CPA connecting it and the
FC with the HV power supply. Ground planes covering the upper and bottom
faces of the FC were used to avoid electric discharges to the argon gas phase and
the cryogenic system deployed in the floor of the cryostat, respectively [105].

Each anode plane was formed by three APAs, composed by a stainless-steel
frame 6.1 m high, 2.3 m wide and 76 mm thick. Four bronze wire planes were
bonded directly over the frame, the first two of which were formed by induction
wires (U and V), the third one by collection wires (X), and the last one by
protective wires (G). As described in the previous chapter, U wires were set at
35.7◦ with respect to the vertical axis, V wires at -35.7◦, and X and G wires
parallel to it. This made induction wires cross only once a given collection
wire on each face of the detector, avoiding reconstruction ambiguities. The
voltage of each wire plane is different (VU = −370V, VV = 0V, VX = 820 V and
VG = −665 V) so that electrons can flow through the induction wires towards
the collection ones. On top of that, electron diverters were installed between
APAs to reduce the amount of charge reaching this inert region. These were
formed by two electrode strips mounted on an insulating board, which after being
biased by an external voltage, modified the local drift field in such a way that
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electrons were redirected towards the active regions of the APAs and away from
the gaps [105]. Unfortunately, during the operation of the detector, the electron
diverters presented short-cuts producing high currents in the active volume, so
they were left unpowered. This generated problems during the reconstruction of
events, in which a big percentage of tracks crossing from one APA to the next one
were miss-recognized as two consecutive tracks instead of a single one [106,110].

The read-out electronics were installed on top of the APAs inside the liquid
argon, and were known as cold electronics (CE) [114]. Front-End Motherboards
(FEMBs) were in charge of reading, amplifying, shaping and digitizing the sig-
nal of the 2560 channels of each APA. FEMBs were connected through the CE
feedthrough to the Warm Interface Boards (WIBs), which distributed the infor-
mation to the data acquisition system (DAQ) [105].

Finally, in order to minimize the energy loss of particles from the test-beam
crossing the cryostat, a beam plug was installed in the face of the detector in
front of the beam. It consisted of a cylindrical pressure vessel filled with nitrogen
gas that penetrated inside the TPC (up to five centimetres inside the FC), so
that the interaction of beam particles and inactive material was minimized. In
Figure 3.2, a model of the ProtoDUNE-SP detector just described is presented.
It can be seen how the disposition of the beam plug made beam particles cross
only one detector volume, making this the ‘beam side’ while the other was the
‘non beam side’ [105].

3.2.2 The Photon Detection System
As commented in the previous chapter, several photon-collector approaches for
the PDS of DUNE’s FD were tested in ProtoDUNE-SP. They were bar-shaped
optical modules of 8.6 cm high, 2.2 m long and 0.6 cm thick, embedded in
the APAs, between the wire planes. All of them worked under the principle of
photon trapping. Each APA had 10 support structures, so 60 optical modules
were installed in total. Two of the available slots were used by a primitive
version of the ARAPUCA concept presented in Chapter 2. The others 58 were
split equally between two other options, known as Dip-coated and Double-Shift
WLS Light Guides [105].

The first approach used a light-guide dipped in a solution of tetraphenyl-
butadiene (TPB) and other solvents to produce a wavelength-shifting layer on
the outer face of the light-bar. LAr scintillation light would reach this layer,
shifting to blue light (425 nm) that would be trapped by total internal reflexion
in the light-guide until being detected by the attached SiPMs [115]. The second
approach used two rounds of shifting (similarly to the X-ARAPUCA), the first
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Figure 3.2: Schematic view of ProtoDUNE-SP TPC detector components. Image
from [105].

one produced by a TPB-coated radiator plate and the second one by a WLS light-
guide, generating a final wavelength of 490 nm [116, 117]. The first one had a
larger optical acceptance due to a single shift of light, whereas the second one had
a larger photon detection efficiency thanks to the largest wavelength achieved,
for which the SiPMs had a better PDE. The ARAPUCA concept mixed both
ideas [118]. Further details are given in Section 2.4.2.

3.2.3 Cosmic Ray Tagger

The Cosmic Ray Tagger (CRT) was a group of scintillator detectors positioned
as XY planes in the upstream and downstream (with respect to the z direction)
faces of the cryostat used to provide triggers from cosmic rays running parallel
to the anode planes [105]. They were recycled from the outer veto of the Double
Chooz experiment [119], formed by four 6.8 m high and 3.65 m wide assemblies
with scintillation strips in two perpendicular directions. This allowed to coarsely
measure the x and y position of cosmic rays passing through in both sides of
the detector. This two hits could be associated with the TPC reconstruction,
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granting a t0 for the cosmic ray that triggered the CRT.
Being ProtoDUNE-SP a surface experiment, it was exposed to a 20 kHz rate

of cosmic rays, adding up to 60 cosmic tracks in each 3 ms TPC acquisition
window. These were particularly interesting for calibration reasons [106,110].

3.3 Cryogenic System and Instrumentation
The ProtoDUNE-SP detector was hosted by the largest LAr cryostat ever con-
structed, with inner dimensions of 8.5 m × 8.5 m × 7.9 m (W×L×H). It was
formed by an outer free-standing stainless steel structure (from which the TPC
was hanging), layers of insulation and an inner corrugated membrane [113], with
several openings (mainly on the top) to allow the installation of the detector
components and the different electrical/signal feedthroughs. It was based on the
technology used for liquefied natural gas (LNG) storage and transport. A de-
tailed description of its design, construction and validation can be found in [106].

Being such a large detector, ensuring LAr purity was essential to guarantee
charge and light collection. Argon received from the supplier had water, oxy-
gen and nitrogen impurities at the level of parts per million, a contamination
substantially above DUNE requirements (100 ppt oxygen equivalent) [83]. The
cryogenic system was responsible of purging, cooling down, and filling the cryo-
stat, maintaining the LAr in the cryostat at the desired temperature, pressure
and level, and more importantly, of purifying the argon and maintaining the
required purity levels [106,120].

A schematic view of the purifying system is presented in Figure 3.3. It was
based on the experience gained from Fermilab with the Liquid Argon Purity
Demonstrator (LAPD), the 35t prototype [121], and MicroBooNE [98]; from the
ICARUS detector [86]; and from the WA105 prototype [122]. It consisted of three
purifying loops: one for the liquid phase, in which argon was pumped through a
series of filters before being reintroduced again by four pipes at the bottom of the
cryostat; another for the argon purged from the cryostat penetrations, which was
filtered as gas, liquefied and merged with the liquid flow on the first loop; and
the last one which directly retrieved and re-condensed argon gas from the boil-
off before mixing it with the liquid loop. All the LAr volume was recirculated
through the purification system in about 4.5 days [106].

Aside from the cryogenic system, a wide range of different devices meant to
monitor the quality and stability of the overall detector environment, to ensure
that the LAr quality was adequate for the operation of the detector, and to help
diagnose the source of any changes in detector operations, was installed inside
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Figure 3.3: Schematic view of ProtoDUNE-SP recirculating and purifying sys-
tem. Image from [110].

the cryostat [105]. Some of them are purity monitors, temperature monitors,
cameras, level meters and gas analysers. In Figure 3.4, an schematic view of the
ProtoDUNE-SP cryostat with the location of many of these devices is presented.
A detailed description and motivation of the purity and temperature monitors is
presented next, and some comments on the performance of the rest can be found
in [123].

3.3.1 Purity Monitors
The probability of charge survival from the ionization point to the collection
point is inversely proportional to the concentration of impurities in LAr. Electron
loss due to these impurities can be parametrized as

Q(t) = Q0e
−t/τ , (3.1)

where Q0 is the charge generated by ionization and not recombined with argon
ions, Q(t) is the charge after a given time t, and τ is the so-called electron
lifetime. Having ProtoDUNE-SP a drift distance of 3.6 m and an electron drift
velocity of 1.5 mm/µs (as DUNE FD1 is going to have, [83]), the expected drift
time from cathode to anode is around 2.3 ms. DUNE’s requirements for the FD1
is to have at least 3 ms electron lifetime (equivalent to 100 ppt of oxygen) [83],
which would imply a charge loss of more than 50% from cathode to anode. As it
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Figure 3.4: Diagram of ProtoDUNE-SP inner cryostat and some cryogenic in-
strumentation. In green, the location of the cameras is highlighted; In yellow,
temperature sensors; in red, purity monitors.

Figure 3.5: Representation of a purity monitor. Image from [86].

can be noticed, this effect is dramatic, and an inappropriate purification of LAr
can blind the TPC.

Purity monitors (PrM) were designed to frequently measure the electron life-
time of the LAr inside the cryostat, independently of the TPC. They are, indeed,
small TPCs, as it can be seen in Figure 3.5. Their design was based on the ones
used in the ICARUS T600’s detector [86]. A Xenon lamp flashes a photo-cathode
generating ionization electrons that travel towards the anode. The electric field
is homogenized by the field rings, which act as a field cage. By measuring the
ratio of charge in the cathode and the anode RQ = QA/QC , the value of the
electron lifetime can be deduced:

QA = QCe
−t/τ → RQ = e−t/τ . (3.2)

A vertical array of three PrMs was installed in ProtoDUNE, behind the APA
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Figure 3.6: Electron lifetime measured by the three PrMs as a function of time
from September 18 until February 2020. At the beginning, the purity was low be-
cause recirculation had not started yet. Later dips represent recirculation studies
and pump stoppages. The bands represent the uncertainty of the measurements.
Image from [110].

plane of the non-beam side. They were located at 1.8 m, 3.7 m and 5.6 m from
the bottom of the cryostat [105]. They measured the electron lifetime through all
stages of the experiment (see Figure 3.6) and, even though the results obtained
were below the 100 ppt oxygen equivalent requirement (particularly, for the last
day of beam data taking, since it was 3.4± 0.7 ppt), a purity stratification was
observed: purity decreased towards the bottom of the cryostat. This effect,
although innocuous to the physics results due to the exceptional high purity
achieved, is currently being investigated.

3.3.2 Temperature Monitoring System

Purity monitors could provide a direct measurement of electron lifetime and the
ppt oxygen equivalent outside the TPC active volume. Because of the detector
geometry, the liquid argon flow and the position of the PrMs, extrapolating this
value to the inner bulk of the TPC is not straightforward. Computational Fluid
Dynamic (CFD) simulations aim to accomplish this. The two main outputs of
these calculations are 3D maps of temperatures and impurities. From the first
simulations that were done before the installation of ProtoDUNE-SP and the
experience gained in the 35 t prototype [121], it was soon realized that the relative
vertical temperature gradient of the liquid argon was strongly correlated with
the concentration of impurities. Particularly, it was observed that temperature
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Figure 3.7: Static T-Gradient Monitor installed inside ProtoDUNE-SP cryostat.

gradients larger than 30 mK along the more than 7 m high LAr were likely to
produce a stratification of the purity. Because of that, simulations pointed out
that injecting LAr at the cryostat’s bottom at a temperature 400 mK above
the average would improve convection movements of LAr, hence reducing the
stratification effect [105]. However, no experimental proof of this was available
for cryostats as large as DUNE’s (nor ProtoDUNE’s).

In order to constrain and validate CFD simulations, a broad set of high pre-
cision temperature sensors were disposed in different locations of the cryostat.
Particularly, 12 were located over the pipes injecting the LAr inside the cryo-
stat, 8 over the top ground planes of the detector, 24 forming a vertical array
close to the PrMs, and 48 forming another vertical array behind the FC in the
downstream face of the detector; adding up to a total of 92. The first array
mentioned was commonly known as Dynamic T-Gradient Monitor, since its sen-
sors could be moved up and down thanks to a stepper motor in such a way that
each sensor would reach the position of the sensor above, allowing for an in situ
calibration (under the assumption of negligible temperature change during the
operation) [124]. The second vertical array mentioned was known as Static T-
Gradient Monitor, since as its name suggests, was not movable [105]. In Figure
3.7 two pictures of this device installed in the cryostat are presented.
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Figure 3.8: Comparison between the vertical temperature gradient measured in
ProtoDUNE-SP by the Static T-Gradient Monitor and the CFD’s prediction.
The red band represents the CFD uncertainty, the data error point account for
statistical and systematic uncertainties. Discrepancies are evident.

Specifically, Lake Shore TP102 platinum sensor with 100 Ω resistance were
used (see 3.7, right). All of them were relatively calibrated in the laboratory
before the installation. The calibration procedure was an iterative process that
improved little by little, and which reached its best performance when calibrating
the 48 sensors of the Static T-Gradient. The estimated average relative precision
of the calibration was 2.6 mK. This is explained in detail in [125].

A comparison between the measurements provided by the Static T-Gradient
Monitor and the output of the CFD simulations is presented in Figure 3.8. As
it can be observed, there are evident discrepancies. During the operation and
commissioning of the detector different tests were done to ensure the measure-
ments were not biased, as exchanging the readout electronics, the cables, or
recalibrating the different current sources. Moreover, after the decommissioning
of ProtoDUNE-SP, the sensors were recalibrated again in the laboratory with a
new set-up and approach, finding the same result. Consequently, it was clear
that CFD simulations were roughly predicting correctly the vertical tempera-
ture gradient, but it was not reproducing the local features observed by the
temperature monitors.

In addition to this, comparisons were also made in a plane located 40 cm
above the cryostat floor using the sensors installed over the pipes. Whereas the
simulation predicted a temperature gradient of about 3 mK between the sensors
located below the cathode plane and the sensors further away from the injection
of argon, experimental measurements showed a gradient of about 20 mK (see
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Figure 3.9: Relative temperature distribution measured at y = 40 cm plane with
respect to the bottom sensor of the Static T-Gradient. The four sensors on the
left (x ≈ −3 m) were the ones on top of the pipes outlet, below the beam side
APAs; the ones in the middle (x ≈ 0 m) were the ones below the CPAs plane;
and the ones on the right (x ≈ 3 m) the ones below the non-beam side APAs
plane, where the extraction pump was located. A gradient of ∼ 20 mK was
measured between the sensors below the cathode and the sensors closer to the
pump. The colors are used so that temperatures and differences are understood
easily.

Figure 3.9), making it evident that more studies were needed to fully understand
liquid argon dynamics inside the cryostat. These studies are currently ongoing
and are expected to be validated in the second phase of ProtoDUNE.

Apart from working as a test-bench for the CFD simulations, temperature
sensors were extremely useful during all stages of the ProtoDUNE-SP experi-
ment. During the filling and emptying process, they were used to measure the
level of LAr inside the cryostat, and also to ensure the detector structural sta-
bility. During the filling (emptying), detector components were exposed to very
large differences of temperature, large enough to break from thermal stress. In
Figure 3.10 this effect can be observed: when the filling started, the temperature
gradient was larger than 100 K in the APA region (red curve), being this a po-
tential threat to their structure. Due to this observation, LAr was sprayed from
the top of the cryostat so that temperature gradient in the region was reduced
(blue curve).

They were also used to ensure the long-term operational stability of the
detector by measuring the vertical temperature gradient during the two years
of operation. This was found to be about 18 mK, stable within approximately
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Figure 3.10: Vertical temperature gradient measured by the Static T-Gradient
Monitor during the filling process of ProtoDUNE-SP. In red, the measurement
before LAr was sprayed from the top of the cryostat; in blue, the measurement
after the spraying started.

10/18 12/18 03/19 05/19
Time [mm/yy]

5

10

15

20

25

T
 [m

K
]

∆

DUNE:ProtoDUNE-SP

Entries     2.36433e+07
Mean    17.73
Std Dev     2.968

0 10 20 30 40
T [mK]∆

0

1

2

3

4

610×

Entries     2.36433e+07
Mean    17.73
Std Dev     2.968

DUNE:ProtoDUNE-SP

Entries     2.36433e+07
Mean    17.73
Std Dev     2.968

Figure 3.11: Left: maximum temperature gradient measured by the Static T-
Gradient Monitor during almost a year. The spikes were caused by recirculation
stoppages. Right: projection of the plot in the left. Each entry corresponds to a
data readout done each few seconds.

3 mK, confirming that the recirculation system performed stably during all the
operation of ProtoDUNE-SP and validating the CFD hypothesis. This can be
observed in Figure 3.11.

Moreover, it was found that they could be used as trigger under accidental
stoppages of the purifying system. At the end of October 2018, due to a coding
error on the cryogenic system, the recirculation and purification processes were
stopped during hours. This was not noticed until the next day, in which a purity
measurement was done with the PrMs. This was a dramatic accident in which
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Figure 3.12: Overview of the accidental stoppage of the recirculating and puri-
fying system of ProtoDUNE-SP at the end of October 2018. In the top plot,
temperature (red) and electron lifetime (blue) are displayed. In the bottom plot,
the normalized argon flow is represented. All three magnitudes are presented as
a function of time. It can be observed how, after the LAr inflow was stopped on
29/10, there was an instantaneous drop of temperatures. This stoppage lasted
for a day, when a new lifetime measurement was done and the problem was
identified. A proper monitoring of temperature profiles would have helped to
recognize this issue much earlier, avoiding loosing half of the electron lifetime.

the electron lifetime of 6 ms that had taken more than one month to achieve
was halved only in a few hours. Afterwards it was understood that this effect
could have been recognized almost immediately if temperature trends would
have been thoroughly monitored, since they were very sensitive to the absence
of incoming warmer LAr through the bottom pipes in the cryostat (see Figure
3.12). Consequently, it was concluded that trigger strategies could be developed
to alert in case of sudden drops in temperature.

Due to the utility of temperature sensors, the not yet completely understood
liquid argon dynamics inside the cryostat, and the importance of properly deter-
mining the electron lifetime inside the active volume of the TPC with sufficient
precision to ensure that the physics results are not compromised, it was decided
to further increase the presence of temperature sensors in FD1. Apart from the
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sensors that will be placed in specific cryogenic locations, like the ones close to
the liquid argon extraction pump, the cryostat walls or the pipes, it was also
decided to place temperature sensors inside the APA frames, behind the wire
planes. In this way the temperature profile measured is closer to the inner active
volume of the detector and will allow a better comparison with CFD simulations.

3.4 Beam Line
ProtoDUNE-SP was located in the CERN North Area, just downstream of the H4
beam line. The proton beam extracted from the SPS (Super Proton Synchrotron)
is collided against a beryllium target generating a mixed hadron beam of about
80 GeV/c of momentum. This secondary beam is collided once more against
another target (made of copper or tungsten), providing a tertiary beam with
momentum ranging from 0.3 up to 7 GeV/c.

The H4 beam line was the one bringing the tertiary beam from the last tar-
get to the detector. It was instrumented with an array of monitors and magnets
that allow to tune the desired beam characteristics and to identify the different
beam particles [126,127]. These are schematically presented in Figure 3.13, top.
Eight profile monitors (XBPF) allow for beam tracking on a particle-by-particle
basis [128] and to reconstruct particles’ momentum (see Figure 3.13, bottom),
with a resolution of 2.5 %. The last XBPFs are the ones that extrapolate the
position and the direction of the particles inside the TPC. Three trigger coun-
ters (XBPF) are used as the beam trigger system and as a time of flight (TOF)
monitor. One is located upstream, another one in the middle of the beam line,
and the last one downstream. A coincident signal in the middle and downstream
ones is used to trigger the TPC read-out during beam data-taking. The up-
stream and downstream trigger counters are separated 28.575 m, and the time
between signals is used to compute the TOF (see Figure 3.14), which can be used
for particle identification (PID). In addition, two Cerenkov (XCET) counters are
used to improve this PID. They are ∼2 m long tubes filled with CO2 at different
pressures, allowing to discriminate between heavier and lighter particles depend-
ing on their momenta [129]. In Table 3.2 the logic applied to identify particle
species is presented. Note that for large momentum, particle identification relies
exclusively on Cerenkov counters, since TOF is the same for all particle species.

3.4.1 Test Beam of ProtoDUNE-SP
As earlier commented, ProtoDUNE-SP was exposed to a charged beam during
the Fall of 2018, before the long shutdown of the SPS. Different particle species at
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Figure 3.13: Top: schematic view of the H4 beam line, its monitors and magnets.
Bottom: diagram of how XBPF can be used to compute particle momentum.
Images from [110].
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Figure 3.14: Particles’ time of flight against reconstructed momentum for several
ProtoDUNE-SP beam runs. Red curves represent predictions for the different
particles species. Image from [110].

different momenta were thrown to the detector, so that it could be calibrated and
its performance studied in-depth. In Table 3.1 a summary of the beam triggers
per particle specie and momentum are presented. Although the original plan for
the test beam was to include both beam polarities and more momentum values,
the data taken have allowed to develop important physics analysis for DUNE.
It is also important to remark that, from the two available targets supposed to
generate the tertiary beam –copper and tungsten, as presented above– tungsten
is preferred to increase the hadron content of the beam at low momentum (below
4 GeV/c). However, the copper target was unintentionally used for the 2 GeV/c
runs, substantially decreasing their hadron abundance.

3.5 Data Acquisition, Timing and Trigger
Data coming from the three detector subsystems described earlier (the TPC, the
PDS and the CRT) were collected, filtered and stored by the data acquisition
system (DAQ). Two different read-out solutions were tested in ProtoDUNE-SP’s
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Table 3.1: Beam instrumentation logic to identify particles species. The numeric
intervals in the TOF column represent the cut applied in ns. LP and HP refer
to low-pressure and high-pressure Cerenkov detectors, respectively; and 1 and 0
represent the presence or absence of signal. A dash is used to indicate that the
instrument is not used in the logic.

Particle Momentum (GeV/c) TOF (ns) LP XCET HP XCET

e

1 0-105 1 -
2 0-105 1 -
3 - 1 1

6-7 - 1 1

µ/π

1 0-110 0 -
2 0-103 0 -
3 - 0 1

6-7 - 1 1

K

1 - - -
2 - - -
3 - 0 0

6-7 - 0 1

p

1 110-160 0 -
2 103-160 0 -
3 - 0 0

6-7 - 0 0

Table 3.2: Beam triggers per beam momentum and particle specie.

Momentum (GeV/c) Triggers (k)

Pion-like Proton-like Electron-like Kaon-like

0.3 0 0 242.5 0
0.5 1.5 1.5 296.3 0
1 381.8 420.8 262.7 0
2 333.0 128.1 173.5 5.4
3 284.1 107.5 113.2 15.6
6 394.5 70.1 197.0 27.9
7 299 58.4 112.9 28.2
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TPC with the aim of selecting the best one for DUNE’s FD: Reconfigurable
Cluster Elements (RCEs) [130] and FELIX [131]. The first one was used in
the three APAs of the beam side, and two out of three of the non beam side.
FELIX, originally designed for the ATLAS experiment, was used in the remaining
APA. Both received the data from the cold electronics and sent it to the DAQ
system [106], controlled by the artDAQ software [132,133].

The timing system was responsible of synchronizing all detector components
by grating a 50 MHz clock, sending triggers from the central trigger board (CTB),
and also interfacing with the SPS. The CTB was a hardware triggering system
that formed high-level trigger signals from the low-level ones from the differ-
ent subsystems (PDS, SPS, CRT, beam instrumentation). Simultaneous trigger
conditions could be checked (for example, checking that all detector components
were active) and hence sending a trigger signal to the timing system which ulti-
mately decided what to do depending on whether a previous trigger signal was
ongoing [106].

If a trigger was accepted, a read-out window (an event) started: 6000 ADC
samples from each TPC wire were digitalised during 3 ms (which represented 2
MHz sampling frequency). Each sample, known as tick, lasted 500 ns. Events
usually started with data acquisition 250 µs before the trigger time, so that charge
deposited before the trigger could also be collected. Coinciding data from the
PDS, the CRT and the beam line was also stored and matched. The CTB could
discriminate between beam-on and beam-off triggers, allowing a straightforward
identification of events with a beam particle entering the detector [106,110].

3.6 Event Reconstruction
After a trigger signal had been sent and an event recorded, the reconstruction
could start. It is in charge of providing high-level analysis objects from the
low-level waveforms generated by each subsystem, which gets particularly com-
plicated when there are several processes happening inside the TPC at the same
time [134]. Since the analysis presented in this dissertation only uses informa-
tion from the TPC, this section is dedicated to describe exclusively the TPC
reconstruction process.

Before any reconstruction could be done, the TPC response had to be prop-
erly characterized. The pedestal and the gain of each ADC channel was mea-
sured in specific calibration runs. Readout, correlated noise and tail-removal
issues were also treated before the final characterization step, which provides the
amount of charge collected by the collection wires or induced in the induction
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Figure 3.15: Example of a reconstructed waveform on a single wire fitted to three
Gauss functions. Image from [110].

wires. After this, signals could be processed appropriately [110].
The signal processing consists in separating the real charge-vs-time wave-

forms from the detector effects [134]. For example, the signal in the induction
wires is also sensitive to charge moving away from the wire itself. Because of
that, a two-dimensional deconvolution involving time and wire dimensions is
needed, producing unipolar signals as output simplifying the hit-finding proce-
dure. Finally, a search for regions of interest within the waveform are done so
that the resolution is increased. A detailed description of this process can be
found in [135,136].

After the waveforms are processed, the reconstruction followed two steps:
first, hit-finding, and second, pattern recognition. In the LArTPC experiment
jargon, a hit corresponds to a two-dimensional object representing a cluster of
electric charge being deposited (or passing by) a wire at a given time, forming a
Gaussian-shaped distribution. Hit-finding algorithms aim to search in the region
of interest and fit these distributions. The area of the curve corresponds to the
total measured charge (in ADC counts×ticks) whilst the mean value corresponds
to the time in which the charge reached the wire [110]. An example of three hits
fitted to Gaussian functions is presented in Figure 3.15.

Since induction wires were wrapped around the APA, a disambiguation is
needed to know where the charge was coming from. Moreover, multiple induc-
tion wires can be matched to a given collection wire. In order to identify the
appropriate matching and the side, the algorithm compares the measured charge
in each wire and matches the most similar ones. Simulations have shown an ef-
ficiency larger than 99% for this procedure. Finally, there could be situations in
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which hits are not represented by a simple Gaussian, for example in the case of a
track parallel to the x axis, in which hits would pile-up in the same wire. Under
this situation, the pulse is divided in an evenly-spaced number of hits [110].

Once the hits have been identified and characterized, the pattern recognition
is ready to start. In the case of ProtoDUNE-SP, it was performed by Pan-
dora [137], a specific software toolkit extensively used in different LArTPC neu-
trino experiments as MicroBooNE [138]. Being a software dedicated to neutrino
experiments, particular developments were needed so that Pandora could work
with two different drift volumes and with the beam particle [139]. The approach
followed by Pandora consists of three steps: firstly forming hit clusters, secondly
reconstructing tracks under the hypothesis of cosmic rays, and lastly removing
all cosmic rays and reconstructing what is left as particles whose origin is the
beam. The result of this process is a hierarchy of particles, in which daughters
and parents are associated.

During the first step, a two-dimensional map of each wire plane, in which
hits are organized in clusters, is created. Then, the clusters across the different
maps are associated, using the excess of information granted by the three planes
to prevent errors. When an appropriate match has been found between the
three planes, a three-dimensional hit (a.k.a. space-point) is created. After all
space-points have been formed, hierarchies can be built.

Pandora attempts to first reconstruct the clusters as cosmic rays. Some are
easily identified either by the fact of being through-going tracks (they cross the
detector from the top face to the bottom face); by having a different t0 than the
one given by the beam trigger; or by not having an associated t0 and consequently
having hits ‘outside’ the TPC volume when reconstructed using the beam t0. Due
to the high rate of cosmic rays crossing the detector, using the PDS to provide a
t0 was complicated.However, if cosmic rays crossed the APAs plane or the CPA
a t0 could be assigned.

The clusters whose origin has been identified as cosmic are removed. Then,
Pandora divides the detector volume in 3D regions containing all hits produced
by a given interaction. These regions could contain unidentified cosmic rays and
particles originated from the beam as well. Because of that, two reconstruction
algorithms are run in parallel (under cosmic hypothesis and under beam hypoth-
esis) and a boosted-decision tree is used to determine which interaction regions
have been produced by the beam and which have not, based on the topology of
the interaction. The algorithm used to reconstruct beam interactions aims to
solve complicated hierarchies with different hadrons or decays in the final states,
so that the final output is the one commented above: a ‘flow’ of object parti-
cles with links between parents and daughters, thus the full chain of processes
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originated from the beam are easily accessible for later analysis. These object
particles can be either showers or tracks [110,139].

Thanks to the development of a convolutional neural network (CNN), further
information from the hits was obtained. This algorithm was trained to associate
a score from 0 to 1 to each hit depending on how likely it was to have been
created by a track, a shower object or a Michel electron [140,141]. This has been
broadly used in the different ProtoDUNE-SP analysis, since it helped to identify
events depending on their topology or to identify miss-reconstructions, like for
example Michel electrons that were reconstructed as part of muon tracks.

3.7 Event Simulation
The Montecarlo (MC) simulation of ProtoDUNE-SP is done with LArSoft [142],
a set of software tools developed to simulate, reconstruct an analyse events in
liquid argon experiments. It is based on Art [143], an event framework created
at Fermilab, that is used by many LAr experiments. They all share the same
software core whilst each of them builds up experiment-dedicated code on top
of it.

In LArSoft, simulation is divided in three steps: i) particle generation, ii)
propagation and iii) detector response simulation. In the first step, the ini-
tial particles with defined specie, momentum and direction are generated. For
ProtoDUNE-SP, they involve beam particles, beam halo particles and cosmic
rays. The first two are simulated by the G4Beamline event generator [144],
FLUKA [145,146] and MAD-X [147], whereas the latest are simulated by COR-
SIKA [148]. Moreover, LArSoft has a dedicated generator for radionuclei de-
cays [105], as 39Ar.

In the second step, all these particles are passed to GEANT4 [149], which
propagates them through the full geometry of the experiment, simulating their
interactions. This propagation is done in steps of 300 µm, far beyond the resolu-
tion of the detector, in which the energy deposited by each particle is computed.
This is GEANT4’s main output.

A minimum ionizing particle deposits approximately 2.12 MeV/cm in liquid
argon, which has an ionization potential of 23.6 eV and a excitation (scintillation)
threshold of 19.5 eV. Thus, thousands of electrons and photons are generated by
each particle each cm they travel. Simulating all these resulting particles and
propagating them up to the wires or the PDS is unfeasible [105]. LArSoft has
tools to reduce the computational time using parametric models and approxi-
mative techniques that provide accurate signal predictions in an affordable time.
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Furthermore, these tools can also simulate other effects as electron drift, recom-
bination, charge attenuation, diffusion or space charge effects (described in the
next section).

In the last step, the charge and the light reaching the TPC wires and the
PDS modules at a given time is calculated, and the true signals are convoluted
with the full electronics response (including noise). The resulting objects are
simulated waveforms which can be fed into the reconstruction chain described
above. Differently to what happens with real data, here the truth information
is available: it is possible to know which particle species were generated, their
location and their exact four-momentum, the relationship between all the other
particles and the processes they underwent, and what kind of signals produced
in the detector.

3.8 Detector Calibration

The LArTPC technology was proposed for neutrino experiments due to its ex-
cellent calorimetric capabilities. The appropriate characterization of final-state
particles dE

dx
constitutes the main source of information to identify particle species

and to reconstruct the energy of the interacting neutrinos. This was one of the
main objectives of ProtoDUNE-SP, and in order to accomplish it, a proper un-
derstanding of the relationship between the deposited energy and the response
of the detector was needed.

Once electrons conforming hits are collected by the X wires, the total charge
associated to each hit (dQ) corresponds to the area under the Gaussian curve
that best fits the hit signal, as shown in Figure 3.15. At this point, charge is in
ADC×ticks units, and it can be converted to an absolute number of electrons
using the ADC calibration constant. To compute the amount of charge per unit
length, dQ

dx
, the dx value (a.k.a. the pitch) is needed. It is obtained by projecting

the direction of the track over the wire axis [110] (in the case of a collection wire,
the vertical axis), as displayed in Figure 3.16.

Afterwards, the number of electrons can be transformed into calorimetric
information (dE

dx
). The relationship between the number of ionization electrons

and the deposited energy is not linear due to the recombination effect, in which
freed electrons are trapped by ions [150–154]. This effect can be described via
the modified box model developed by ArgoNeuT [155], which in an ideal detector
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Figure 3.16: Diagram showing how the pitch of a hit is estimated.

would be

dE

dx
=

ρE
β′

[
exp

(
β′Wion

dQ
dx

ρECcal

)
− α

]
, (3.3)

where ρ is the density of liquid argon, E is the electric field, Wion is the ar-
gon ionization potential, Ccal is the ADC calibration constant and α and β′

are the modified box parameters measured by ArgoNeuT [155] (0.93 and 0.212
(kV/cm)(g/cm2)/MeV, respectively). This model is also used to simulate recom-
bination in the MC.

However, different effects were observed in the detector’s response as the
space charge effect, the charge attenuation, and the detector non-uniformities;
modifying the measured dQ

dx
and the electric field inside the active volume, making

it necessary to calibrate them [110]. These are reviewed next.

3.8.1 Space Charge Effect

As mentioned above, ProtoDUNE-SP was located at the surface and thus it
that was exposed to a high rate of cosmic rays, which continuously crossed
the detector ionizing argon atoms. The ionization electrons drift towards the
anode at a velocity of ∼1.6 mm/µs, whereas the more massive Ar1+ ions drift
to the cathode at a much smaller velocity (∼5 mm/s) [134]. This asymmetry
generated a quick build-up of positive charge in the active volume, which modified
persistently the electric field lines inside the TPC. This is the so-called Space
Charge Effect (SCE), which had a significant effect on ProtoDUNE-SP spatial
and calorimetric reconstruction due to the large dimensions of the detector [110].
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Figure 3.17: Projections of the end position of reconstructed t0-tagged cosmic
rays in the xy plane (left) and zx plane (right). In absence of SCE, projections
should lay over TPC boundaries, represented as black dashed lines in the plots.
Image from [110].

Even though DUNE will not suffer this effect thanks to its underground location,
extrapolating ProtoDUNE-SP results to DUNE required an adequate calibration.

The modification of field lines inside the TPC distorts the electrons drift path
towards the anode. Particularly, they are bent towards the bulk of the active
volumes, since ions tend to accumulate close to the CPA. As a consequence,
trajectories and lengths differ from the original ones. Aside from tracking, SCE
also affects the calorimetry measurements: the relative variation of hits’ position
generates a change on the track local direction, which affects the computation of
hits’ pitch and hence dQ

dx
. On top of this, electron-ion recombination depends on

the magnitude of the local electric field, further affecting the final dE
dx

measure-
ment. In other words, the SCE makes the tracking and the calorimetry depend
on the position inside the detector [110].

The magnitude of the SCE distortion can be qualitatively understood in
Figure 3.17. There, the end-position projections of t0-tagged cosmic rays is
represented in the XY and XZ planes. Through-going cosmic rays should end
at the TPC faces, however their end position is displaced up to tens of centimetres
away from the faces of the TPC due to the SCE.

Although this effect has been simulated in the MC samples by generating
3D positional and electric field displacement maps, significant differences were
found between the positional offsets in data and simulation. Figures 3.18 and 3.19
show these offsets in the end point of the tracks in the direction perpendicular
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to each face of the detector for data and MC, respectively. These discrepancies
were probably due to the unknown value of ion drift velocity and to the effect
of liquid argon flow, which has a similar magnitude to the ions velocity. In
order to overcome these discrepancies, a data-driven approach partially based
on MicroBooNE [156] was followed:

1. The top and bottom (y axis), and downstream and upstream (z axis) faces
of the detector were divided in voxels (or cells) of ∼20×20 cm2 in data and
MC. The average positional offset in the direction perpendicular to each
face was measured for the t0-tagged cosmic rays ending in each of them,
thus allowing to compute a ratio data/MC for each voxel. This ratio was
used as a scale factor for each MC cell.

2. The two drift volumes were completely divided in 3D voxels of ∼20×20×20
cm3. For each voxel, a scale factor was computed in each direction by
means of of linear interpolation algorithms. The scale factor in the y axis
for each cell was computed by linearly interpolating the ratios obtained in
the voxels in the top and bottom faces of the detector. In the case of the
scale factor in the z axis, it was computed by linearly interpolating the scale
factors measured in the upstream and downstream faces of the detector.
Finally, the scale factor in the x axis for each voxel was determined as the
mean of the scale factors in the y and z directions. With this, a 3D map
of scale factors in each axis was obtained.

3. The simulated displacement map on each axis was corrected being mul-
tiplied by the 3D map of scale factors on each axis, generating the final
data-driven SCE spatial distortion maps.

4. The gradient of the spatial distortion along the local drift direction could
be determined by inverting the spatial distortion maps. This, along with
the known electron drift velocity as a function of the electric field, was
used to obtain the electric field distortion maps [110].

Once the data-driven positional and electric field distortion maps were ob-
tained, they were inverted and used to correct the data samples and to simulate
more accurately the SCE effect on the MC simulation.

It is also interesting to note here that SCE presents a clear asymmetry in
both detector volumes, probably due to the fact that LAr injecting pipes were
situated below the beam side of the TPC. This further reinforces the necessity of
developing more accurate CFD simulations, so that this effects can be properly
understood, simulated and calibrated.
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Figure 3.18: Data distortions normal to the top detector face (upper left), bottom
detector face (upper right), upstream detector face (bottom left) and downstream
detector face (bottom right) for data. Colour scale represents the distortion in
cm. Image from [110].

3.8.2 Charge Attenuation

As previously commented in Section 3.3, electronegative impurities such as O2,
H2O or N2 can be attached to argon atoms and reduce the amount of electrons
reaching the collection plane, which generates an attenuation of the collected
charge. This effect, produced by a finite lifetime of drifting electrons in the
TPC, has a larger impact the further away from the collection plane a track
crosses the detector (because it takes more time for electrons to reach the anode
and hence they are more likely to be trapped by impurities). Thus, hits’ dQ

dx

has to be corrected by this effect. Although alternative methods using cathode-
crossing cosmic muons were developed, the electron lifetime used to correct it
was the one provided by the top PrM, which had an uncertainty of 1.8% when
measuring the anode-cathode charge ratio [106,110].
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Figure 3.19: MC spatial distortions normal to the top detector face (upper left),
bottom detector face (upper right), upstream detector face (bottom left) and
downstream detector face (bottom right). Colour scale represents the distortion
in cm. Image from [110].

3.8.3 Detector Non-Uniformities

The SCE and lifetime corrections described above are not perfect. The SCE
affecting the detector is not truly known, in the same way as the distribution
of the electron lifetime in the detector is not known and it is assumed to be
the one measured by the top purity monitor. This may generate small local
inefficiencies after these corrections are applied. Apart from this, there are other
kind of circumstances that could affect the detector’s response that have not been
considered yet, like non-uniform wire response from nearby dead channels, the
presence of electron diverters, or transversal and longitudinal diffusion. These
effects can be corrected by homogenizing the detector response to a nominal value
in a run by run basis using t0-tagged cosmic rays, as it was done in MicroBooNE
[157].

The homogenization process is done separately in the Y Z plane and the x
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axis since the aforementioned effects depend either on hits’ y and z coordinates
(dead wires, electron diverters and transversal diffusion) or x coordinate (lon-
gitudinal diffusion). Firstly, each TPC volume is divided in 5×5 cm2 voxels in
the Y Z plane (which adds up to 16560 voxels per volume) and the measured
dQ
dx

distribution on each voxel is compared to the measured distribution in its
corresponding detector volume. This way, correction factors can be computed
for each voxel

CY Z(y, z) =
MPV (dQ/dx)DV

MPV (dQ/dx)Y Z

, (3.4)

where MPV means most probable value and DV refers to a given detector
volume (beam side or non-beam side), in such a way that the dQ

dx
distribution is

normalized in the Y Z plane. Being this a relative correction, it is indifferent to
use the MPV, the Median, the Mean or the average of the distribution. Secondly,
the whole detector volume is divided in 5 cm wide slices in the X axis (adding up
to 144 slices) and the charge distribution on each slice is compared to the charge
distribution in the whole TPC (considering the just computed CY Z calibration
constants and the diffusion effects):

CX(x) =
MPV (dQ/dx)Run

MPV (dQ/dx)X
, (3.5)

where MPV (dQ/dx)Run refers to the MPV value of the charge deposition dis-
tribution after the YZ and diffusion corrections over the whole detector volume
during a data taking run. In this manner, the detector response in the X axis
has been normalized too. Finally, this response is normalized in a run-by-run
basis, by rescaling every run to a nominal value

CNorm =
MPV (dQ/dx)Nominal

MPV (dQ/dx)Run

. (3.6)

With this, the detector response to the dQ
dx

has been completely standardized
along the detector volume and the different runs [110].

3.8.4 Energy Calibration
The equation describing the modified box model presented above can be written
now as

dE

dx
=

ρE(x, y, z)
β′

[
exp

(
β′Wion

dQ
dx Calibrated

ρE(x, y, z)Ccal

)
− α

]
, (3.7)
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in which the electric field position dependence has been taken into account, and
where

dQ

dx Calibrated
=

dQ

dx SCE+τ
CY ZCXCNorm (3.8)

represents the calibrated dQ
dx

of the hits accounting for SCE, electron lifetime
and detector non-uniformities. The absolute energy scale is then given by the
ADC calibration constant, Ccal, which is computed by fitting the obtained dE

dx

distribution to the theoretical dE
dx

distribution predicted by the Landau-Vavilov
theory [27] for a sample of stopping cosmic muons in the minimum ionising
region. Since MC simulation considers the same effects presented here, MC
samples are corrected following the same procedure. With this, the detector
response has been fully calibrated and the calorimetry information can be used
for the different analysis.

3.9 ProtoDUNE-SP Performance Summary
ProtoDUNE-SP was successfully installed, commissioned and exposed to a char-
ged particle beam during 2018. Subsequently, it operated taking cosmic rays
data until 2020, when its decommissioning started. During these years, different
analysis have validated the single-phase LArTPC capabilities and the detector
performance, whose most important conclusions can be found in [106,110]. Here,
a brief summary is presented.

From the operational point of view, the HV system provided an electric
field in the TPC active volume of 500 V/cm during more than 99.5% of the
data taking periods with beam and cosmic rays. The cryogenic system and the
instrumentation granted a detailed monitoring of the LAr conditions, especially
the electron lifetime. The 3 ms DUNE’s requirement was achieved some weeks
after the purification process started. Concretely, during the last day of beam
data-taking, the electron lifetime was measured to be 89 ± 22 ms. This value
can be transformed to ppt oxygen equivalent, 3.4± 0.7, a much lower value than
DUNE’s requirement of 100 ppt O2 equivalent.

Regarding the TPC and the CE, only 0.2% of the channels were unusable,
five times less than the required value for DUNE’s FD; and an outstanding
signal-to-noise ratio of 40.3 was obtained for the collection wires. This allowed
to demonstrate the PID capabilities of the SP LArTPC technology with muons,
protons, pions and electrons, with a similar resolution that the one used in
DUNE’s sensitivity studies. In Chapter 5, this will be also demonstrated for
kaons.
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With respect to the PDS, the ARAPUCA concept presented the best perfor-
mance among the three proposed technologies, with a good linearity within the
number of detected photons and the momentum of the incoming particles, and
a light-yield four times larger than what is requested by DUNE. Thus, it was
selected as baseline for DUNE’s PDS, as mentioned in the previous chapter.

This outstanding performance presented by the SP LArTPC reinforced the
original DUNE’s plan for the first FD module to be SP.

Finally, the beam data taken is currently being used to develop several anal-
ysis of interest for DUNE’s physics programme. These include argon-hadron
cross-sections, which are necessary to reduce the systematic uncertainty of mod-
els predicting final states particles; recombination, diffusion and lifetime charac-
terizations; or particle identification strategies, among others.





4SiPM Characterization for
DUNE’s Far Detector

Light thinks it travels faster than anything but it is wrong. No matter
how fast light travels it finds the darkness has always got there first,
and is waiting for it.

— Terry Pratchett, Reaper Man

From the different photon detection technologies tested at ProtoDUNE-SP, the
X-ARAPUCA was the best performing one [106,110], and hence the one selected
to be used in DUNE’s far detector [73]. X-ARAPUCA modules are designed
to shift the deep UV light resultant of LAr scintillation into visible light that
can be detected by SiPMs. After this decision was made, different R&D lines
started to explore the optimization of this technology before the starting of the
FD installation. Different studies were done (and are currently being done)
regarding the geometry of the modules, the wavelength-shifting material, the
dichroic filters, or the SiPM model. Particularly interesting were the last ones,
in which I was involved, and to which this chapter is partially dedicated.

After all these studies were relatively concluded, a standardized X-ARAPU-
CA module was defined to be used in FD1 [83]. However, before their final instal-
lation in South Dakota, these modules must be tested in ProtoDUNE-HD, the
second phase of ProtoDUNE-SP, meant to be a ‘module 0’ of FD1. ProtoDUNE-
HD installation took from April to December of 2022. I spent that time at CERN
participating and coordinating the installation of the X-ARAPUCA modules.

This chapter is organized as follows: a detailed explanation of SiPMs is pre-
sented in Section 4.1; the down-selection procedure developed by DUNE to select
the best performing SiPM model is described is Section 4.2; the experimental
set-up and the different measurements carried out at IFIC are reviewed in Sec-
tions 4.3 and 4.4 respectively; the results obtained at IFIC during the down-
selection are detailed in Section 4.5; finally, the activities carried out during the
ProtoDUNE-HD installation at CERN are briefly commented is Section 4.6.
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CHAPTER 4. SIPM CHARACTERIZATION FOR DUNE’S FAR

DETECTOR

4.1 Silicon Photomultipliers

SiPMs are photon-counting devices [158,159], based on semiconductor materials
with a p-n junction [96]. They have been developed to achieve a high gain
and photon detection efficiency, similar to PMTs, but with a much reduced size
and insensitivity to magnetic fields, as Avalanche Photodiodes (APD). They are
indeed formed by multiple APDs operating in the so-called Geiger mode.

When an inverse voltage is applied to a p-n junction, a depletion area is
formed (see Figure 4.1, left). Photons with higher energy than the band gap
are absorbed in this region and generate charge carriers. There are two types
of avalanche processes that the carriers can generate, depending mostly on the
intensity of the electric field result of the applied voltage. For low electric fields,
avalanche processes are created almost entirely by electrons and are one direc-
tional, which implies that they are self-quenched and limited by the thickness
of the depletion area. On the other hand, when the electric field is high, both
type of carriers participate in the avalanche processes making it to grow expo-
nentially. The value of the voltage separating these two regimes is known as
breakdown voltage. Below the breakdown voltage, the photodiodes behave lin-
early: the number of electrons released is directly proportional to the energy of
the incident particle. On the contrary, if the breakdown voltage is exceeded, the
APD starts to work in Geiger mode: the amount of charge carriers released (and
hence the charge) in independent of the energy of the incident photon. Further-
more, even if two or more photons arrive to an APD simultaneously, it provides
a single photoelectron signal.

As mentioned above, a SiPM is an array of several APDs connected in parallel
to the same anode and cathode (see Figure 4.1, right). When all APDs work
in Geiger mode, the SiPM becames a photon-counting device, whose signal is
proportional to the number of fired APDs, and hence proportional to the number
of incident photons. To ensure a Geiger mode operation, the photomultipliers
contain a quenching mechanism which limits the current drawn by the diode and
lowers the reverse voltage. This is obtained by connecting a quenching resistance
in series with the APD, forming what is known as microcell or pixel. Each APD
is formed by a layer of substrate, which is Silicon, and a window material, usually
made of epoxy resin transparent to visible light.

Unlike other light detection systems, SiPMs have an amplification factor
that depends exclusively on the p-n junction characteristics and the quenching
structure. This provides the opportunity to study the configuration that best
fits the experiment’s requirements, ensuring that the response provided by the
sensors is the one that best fits the expected photon flux.
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Figure 4.1: Left: schematic cross-section view of an APD. When there is incident
photon in the photodiodes active area, with energy greater than the band gap
energy, valence electrons are excited. They are accelerated in the depletion
area towards the N-layer, generating a current flow. Image from [160]. Right:
schematic view of the pixels forming an SiPM. Each of them has a quenching
resistor. All of them share the same cathode and anode, thus the signal of the
SiPM is the sum of the signals of every cell. Image from [161].

4.1.1 SiPMs Characteristics

The pulse shape of the detected signal gives information about the SiPM. The
rise time is directly proportional to the total area of the device, whereas the
recovery or fall time is given by the product of the quenching resistance of the
microcells involved in the detection and its effective capacitance.

The sensitivity of the sensor, known as photon detection efficiency (PDE), is
defined as the ratio between the number of detected photons and the number of
incident photons. It is calculated as the product of the quantum efficiency, that
is the probability that carriers are generated by light incident on a pixel; the fill
factor, which is the ratio of active to inactive area of the SiPM; and the avalanche
probability, that is the probability that carriers cause avalanche multiplication.
Mathematically,

PDE = Qeff · Ffill · Pavalanche . (4.1)

However, the main characteristic of a photodiode is the gain, defined as the
amount of electrons released when a photon is detected. This output charge
is determined as the product of the photodiodes junction capacitance and the
applied voltage, Q = CV . The boundaries of the depletion region act as plates
of a capacitor and therefore we obtain a capacitance proportional to the active
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area and inversely proportional to the width of the depletion area, C = ε0S
d

.
Usually, a larger gain value provides a better signal-to-noise ratio (SNR).

The range of detected photons for which the photodetector provides a linear
response defines its dynamic range. For SiPMs this range goes from a single
photon up to incident photons on all of its microcells simultaneously. It is a
magnitude that depends on the number of microcells and their recovery time.

In the photodiode, pulses are produced not only by photon-generated carriers
but also by those that are thermally produced. This happens in semiconductors
because there is a small band gap and valence electrons can gain sufficient energy
when they are thermally excited to go to the conduction band. This is commonly
known as a dark pulse. In Geiger mode, this dark pulses can generate avalanches,
and thus signals indistinguishable from the ones produced by photons. This effect
occurs randomly and it is usually defined as the ratio of pulses surpassing the
half photoelectron level in absence of light. This is know as dark current rate
(DCR).

In addition to this source of uncorrelated noise, there are two sources of corre-
lated noise that need to be presented: cross-talk and after-pulses. The (optical)
cross-talk (XT) phenomenon happens when a bremsstrahlung photon emitted
during an avalanche of an APD is detected by a neighbouring cell, creating an-
other avalanche. It happens instantaneously and consequently a single photon
generates pulses of 2 or more photons. It is a phenomenon that has almost
no dependence on temperature, however it does increase as the bias voltage is
increased, and it also depends on the distance between microcells and its size.
The after-pulse (AP) may happen during the avalanche multiplication process:
the generated carriers can be trapped by lattice imperfections. When they are
released they are multiplied and we observe them as a secondary pulse following
the first one. It also depends on the applied voltage and the size of the cells.
These two kinds of fake signals cannot happen on their own, they need the ex-
istence of a primary real pulse to happen, this is why they are called correlated
noise [158,159].

As it can be noticed, the different SiPMs parameters are somehow interde-
pendent. Larger cell pitches guarantee larger gains and PDE, but lower dynamic
ranges and more probability of correlated noise. On the contrary, smaller pitches
provide a larger dynamic range and lower probability of correlated noise, whereas
the gain is lower. Because of that, a compromise needs to be found so that the
characteristics of the SiPM are the ones that best fit each experiment.



4.2. DOWN-SELECTION 83

Table 4.1: SiPMs requirements at operation voltage

Parameter Value
PDE > 35%
Gain 2-8·106

DCR < 200 mHz/mm2

XT < 35%
AP < 5%

T(VB) < 200 mV

4.2 Down-selection
The down-selection of the appropriate SiPM model is based on a set of high
level physics requirements, that translate on requirements for the photosensors.
Those are listed below:

• The SiPM quantum efficiency –or photon detection efficiency, PDE– in
the photon energy range emitted by compatible wavelength-shifters (peak
wavelength 430 nm) should be at least as good as commercial devices (35%
at 430 nm).

• The SiPM characteristics (along with the associated front-end electronics)
should allow single photon identification. This also applies to the full
optical channels (X-ARAPUCA or any of its variants).

• For a given threshold, the dark count rate of the SiPM at LAr temperature
should not dominate that from radiological decays in the noble liquid.

• SiPMs must perform adequately during long time (years) in cryogenic con-
ditions.

• SiPMs must have mechanical compliance with the X-ARAPUCA model.

These translate into specific low level requirements listed in Table 4.1. Addi-
tional specifications that are not relevant for the discussion in this chapter include
the dynamic range (since this is evaluated as a feature of the X-ARAPUCA mod-
ule and not of the single SiPM), the size of the sensors (6×6 mm2), the packaging
and the cell pitch.

In order to find the sensor that better fulfilled these requirements, the DUNE’s
photosensor working group contacted two different manufacturers, Hamamatsu
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Figure 4.2: Left: individual SiPM. Right: six-SiPM board.

Photonics (HPK) and Fondazione Bruno Kessler (FBK), which produced cus-
tom SiPM models. These were thoroughly tested in different institutions of the
collaboration during the down-selection procedure.

First, vendors provided small samples of 25 SiPMs per model (the 25-batch),
and after a preliminary round of measurements, they provided samples of 250
SiPMs for a massive characterization (the 250-batch). In the first case, sensors
were delivered to the institutions individually (see Figure 4.2, left), while in
the second case sensors were grouped in arrays of six (see Figure 4.2, right),
disposition in which they are installed in the X-ARAPUCA Supercells. In the
following sections, a detailed analysis of the SiPM characterization done at IFIC
is presented.

4.2.1 SiPM Models
Four different models were developed by HPK, whose characteristics are summa-
rized in Table 4.2. Two main features were modified: cell pitch and quenching
resistance. Larger cell pitch provides larger PDE, gain and signal-to-noise ratio
(SNR), at the expense of larger correlated noise. Larger quenching resistance pro-
vides longer pulses and it is expected to reduce dark current and correlated-noise,
but at the same time it should provide lower values of SNR because the time
window to measure the charge of the pulse is longer too. Initially, 16 units of the
25-batch were received At IFIC: 4 units of LQR50µm, 6 units of LQR75µm and
6 units of HQR50µm. An average of their first photoelectron signal is presented
in Figure 4.3. As it can be seen, the shape of the signal strongly depends on the
SiPM model. Later, 20 6-SiPM arrays (120 sensors in total) of the LQR50µm
model were received.

In the case of FBK, two different models were prepared (see Table 4.3). The
first of them had a cell pitch of 30 µm and the trench separating the pixels was
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Table 4.2: HPK SiPMs models and their main characteristics.
Model Cell Pitch (µm) RQ (kΩ) at LN2

HPK S13360-9932 50µm-LQR 50 280
HPK S13360-9933 50µm-HQR 50 660
HPK S13360-9934 75µm-LQR 75 280
HPK S13360-9935 75µm-HQR 75 660
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Figure 4.3: Average single photoelectron signal for each SiPM model tested at
IFIC at 50% PDE.

Table 4.3: FBK SiPMs models and their main characteristics.
Model Cell Pitch (µm) RQ (kΩ) at LN2

Single Trench 30 70
Triple Trench 50 230

the commercial one, and was named as ‘Standard Trench’ or ‘Single Trench’ (ST)
model. The second one had a larger pitch, of 50 µm, and the trench was thicker
to decrease the cross-talk probability. This model was known as ‘Triple Trench’
(TT). 16 6-SiPM arrays of the ST model and 12 arrays of the TT model were
tested at IFIC.

4.2.2 Validation procedure

In order to ensure that the different models fulfilled DUNE specifications, the
following procedure was followed:
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1. Measurement at room temperature of the breakdown voltage and the
quenching resistance and validation with vendor data.

2. Measurement in LN2 of the breakdown voltage and the quenching resis-
tance.

3. Gain and SNR measurement in LN2.

4. Correlated noise measurement (DCR, XT and AP) in LN2.

5. Exposure to thermal cycles.

6. Measurement in LN2 of the breakdown voltage and the quenching resis-
tance.

7. Gain and SNR measurement in LN2.

8. Correlated noise measurement (DCR, XT and AP) in LN2.

9. Measurement at room temperature of the breakdown voltage and the
quenching resistance.

A model is considered to be valid if its different parameters are within DUNE
specifications and it does not show any significant difference after the thermal
cycles. This process was strictly followed for the first batch of SiPMs, and since
no discrepancies were found after the thermal cycles, steps 3 and 4 were skipped
for the second batch in order to speed up the process. Gain and correlated noise
were characterized at three different over-voltages (OV), corresponding to 40%,
45% and 50% PDE. The dependence OV-PDE was provided by the vendor. The
OV is known as the voltage above the breakdown voltage at which a SiPM is
biased. In the case of HPK, for the 50 µm cell pitch models these PDE values
correspond to +3, +4 and +5 OV, whereas for the 75 µm cell pitch models
they are +2, +2.5 and +3 OV. In the case of FBK, the ST model had to be
characterized at +4, +5 and +6 OV, and the TT model at +3.5, +4.5 and +7
OV.

4.3 Experimental set-up
The experimental set-up had to fulfil some specifications so the measurements
described above could be performed in adequate conditions. First, the system
had to perform properly in cryogenic conditions (LN2 temperature). Second, the
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Figure 4.4: Left: black box hosting the electronic boards. Originally both boards
should have been placed inside the box, but a problem with the feed-throughs
made it necessary to locate the amplifier outside the box. Right: black box inside
the cork box, filled with LN2 and ready to take measurements. An optical fibre
was inserted through the cork box and the black box to illuminate the SiPMs
when necessary.

electronic noise level had to be low enough to enable the single p.e. character-
ization and the correlated noise measurements. Third, it had to be light tight,
so that the DCR measurement was not biased. Last, due to the tight schedule
for the down-selection, the set-up had to be easily manageable to speed up the
cool down and warm up processes.

From the mechanical point of view, the system consisted of a stainless steel
box (black box) of 12×16×29 cm3 with two HDMI feed-throughs inside which
the SiPMs and the necessary electronic boards were placed (see Figure 4.4, left).
It provided light-tightness and electronic shielding, acting as a Faraday cage.
The black box was placed inside a larger polystyrene box, which played the role
of a dewar (see Figure 4.4, right). Although it did not provide the thermal
insulation of a real dewar, it was much more versatile and practical to perform
fast thermal cycles. The electronics components of the system were: a power
supply (Rhode & Schwarz HPM4040) was used to bias the electronic boards,
a picoammeter Keithley 6487 was used to bias the SiPMs and measure their
current when necessary, a pulse generator Agilent 33250A was used to fire an
LED whose light was inserted through an optical fibre inside the black box, and
a source current and a RTD monitored the temperature. Finally, an oscilloscope
Tektronix MSO44 was used to digitalize the output signals of the sensors, which
would be analysed offline afterwards.

The electronics evolved from one batch to another. For the first batch, single
SiPMs were received and conditioned to be tested at IFIC. Two custom electronic
boards were designed too. One of them, whose schematic can be seen in Figure
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Figure 4.5: Top: SiPM hosting board used during the 25-batch tests. Although
it could fit up to eight SiPMs, only one channel was used during the down-
selection. Bottom: differential amplifier to which the first board was connected.

4.5-top, could hold up to eight SiPMs and an RTD to measure temperature. It
was designed to perform ganging tests, as it could be possible to add resistances
and capacitors between SiPMs and ground to simulate active and passive gang-
ing. The other one, whose schematic can be seen in Figure 4.5-bottom, consisted
of a trans-impedance differential amplifier that could enlarge the signal from the
eight SiPMs of the first board. Even though the amplifier could work inside and
outside LN2, it was always immersed. The voltage bias for the boards and the
SiPMs was provided through the amplification board.

For the second batch, SiPMs were received in arrays of six, format in which
they are installed in the X-ARAPUCAS. In this case, the electronics used were
the same among all laboratories, and it consisted of a first cold stage hosting
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six single-ended amplifiers [162], one per SiPM, and a second warm differential
amplification stage.

4.4 Measurements

4.4.1 Breakdown Voltage and Quenching Resistance
Breakdown voltage and quenching resistance are obtained from the so-called
Intensity-Voltage (IV) curves. For the breakdown voltage measurement, the
SiPM is connected in reverse bias mode and the outcoming current is measured
as a function of the applied bias voltage. This was done using the Keithley and
a dedicated LabView programme that sequentially measured the current while
varying the voltages in steps of 1 mV. The breakdown voltage is defined as the
point in which the sensor stops working in linear mode and starts working in
Geiger mode, and it is computed as the maximum of the variation rate of the
current, defined as

1

I

dI

dV
. (4.2)

An example of this measurement can be seen in Figure 4.6.
The quenching resistance is measured by connecting the sensor in forward

mode, thus the diode resistance is negligible compared with the one in series of
the quenching resistor. The output current is measured with the Keithley as
a function of the bias voltage, as it was done before. The slope of the curve
(see Figure 4.7) is the inverse of the resistance. Considering the number of cells
of the SiPM (which are connected in parallel) one can compute the quenching
resistance of a single cell. In order to compare the measured quenching resistance
with the information provided by the vendor, the fit has to be done in the range
5.2-6-0 mA.

4.4.2 Gain
The gain is defined as the number of electrons a cell releases each time it is
activated by a photon. In Geiger mode, it is independent of the energy and the
trajectory of the photon, and the number of electrons depends exclusively on the
applied bias voltage. In a controlled set-up with a light source, it can be easily
measured by recording the waveforms generated by the sensor each time light
is emitted by the source (see Figure 4.8 for an example). The waveforms (that
generally represent voltage vs time) can be integrated to obtain their associated
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Figure 4.6: IV curve with reverse bias. Bottom plot shows variation rate of the
current.
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Figure 4.7: IV curve with forward bias at room temperature of a LQR75 SiPM.
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Figure 4.8: Recorded waveforms with the light source activated. It can be seen
the nice performance offered by the electronic boards developed at IFIC, with
very clean and fast signals with single photoelectron sensitivity and almost no
underflow.

total charge. In order to reduce the fluctuations from waveform to waveform, a
simple offline analysis can be done. First, the time region preceding the pulse
–the baseline– is set to zero, so that the integration does not change from positive
to negative regions. Second, the integration is done up to the point in which the
baseline is recovered, or alternatively up to a predefined time value. This value
was set to 1.5 µs for the 25-batch and 5 µs for the 250-batch. 20000 waveforms
were recorded per measurement. If the charge is represented in a histogram
(see Figure 4.9), a distribution with several peaks can be observed (provided
that the SNR of the system is sufficiently large). The first peak corresponds to
the pedestal, which is the integral of the baseline of the system, obtained by
integrating waveforms with no optical pulse. The successive peaks correspond
to one photoelectron (p.e.) signal, two p.e. signal, and so on.

This distribution can be fitted to a sum of Gaussian distributions:

C(Q) =
N∑
i=0

AiG(Q;µi, σi) , (4.3)

and the distance between any two consecutive peaks is considered to be the
gain. Ideally, the gain should be independent of the number of detected p.e.,
meaning that the distance between any two consecutive peaks should be the
same. However, this also depends on the front end electronics, the amplifier, etc.
and usually the gain linearity is lost for a large number of detected p.e.’s.
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Figure 4.9: Charge histogram from a LQR 75 µm SiPM at 50% PDE. The first
peak corresponds to the pedestal (the width of the baseline in the absence of
signals), and the subsequent peaks to a single photoelectron, two photoelectrons,
and so on. The red line represents a fit to the model described by the equations
4.5 and 4.5.

The SNR is computed from the same measurement, and it is defined as the
ratio between the gain, G and the width of the pedestal, σ0:

SNR =
G

σ0

. (4.4)

The sum of Gaussian peaks can be re-parametrized to reduce the number of
free parameters in the following way: first, the mean value of the i-th p.e. peak
can be expressed as the mean value of the pedestal plus i times the gain,

µi = µ0 + iG; (4.5)

second, the width of each peak can be expressed as

σi =
√

σ2
0 + iσ2

cell , (4.6)

where σ0 is the width of the pedestal and σcell is the spread of the gain associated
to the random fluctuations between cells when fired. In this way, the free pa-
rameters of the fit are reduced to µ0, G, σ0, σcell and the different normalization
constants Ai. An example of the fit result can be seen in Figure 4.9. Two more
definitions of SNR can be derived from this parametrization, which are

SNRc =
G

σcell

(4.7)
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Figure 4.10: AP candidate. The identification of the peaks was done with the
ROOT library TSpectrum.

and

SNRF =
G√

σ2
0 + σ2

cell

. (4.8)

4.4.3 Uncorrelated and Correlated Noise
The characterization of the DCR, XT and AP probabilities can be done in a
single measurement. In absence of light, waveforms surpassing the threshold
level of half p.e. are recorded. The total number of recorded waveforms divided
by the time of the measurement is considered to be the DCR. At the same time,
if the DCR is sufficiently low, it can be assumed that any signal coming from the
SiPM corresponding to more than a single p.e. has been generated by optical
cross-talk, so it can be estimated as the ratio of events above one and a half
p.e. divided by the total number of events. Finally, under the same assumption,
if two events happen very close in time (∼ µs), it can be considered that the
second event is an after-pulse of the first one; thus, the AP probability can be
estimated as the number of events whose delay time with respect to the previous
event is below a given temporal threshold divided by the total number of events.
This temporal threshold can be chosen arbitrarily depending on the needs of the
experiment, and for the scope of DUNE it was decided to be set to 5 µs. An
example of an AP event can be seen in Figure 4.10.

The above definitions are summarized in Equations 4.9,4.10,4.11.

DCR =
#Events

T
, (4.9)
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Figure 4.11: Correlated plot distribution. The AP events are the ones on the
left box, the XT candidates the ones in the big box, and all of them contribute
to the DCR.

XT =
#Events(> 1.5pe)

#Events
, (4.10)

AP =
#Events(∆t < 5µs)

#Events
. (4.11)

As in the case of the gain, waveforms are recorded and analysed offline.
In this way, the waveforms triggered by electronic noise can be removed. The
identification of the peaks was done using the ROOT library TSpectrum. In
Figure 4.11 the result of one of these measurements is shown. The amplitude of
each peak is represented against the delay time with respect to the previous one.
The events with a very short delay time (the ones in the left rectangle) are the
ones contributing to AP. The ones above the one and a half photoelectron level
(the ones in the big rectangle) are the ones contributing to the XT probability.
All of them contribute to the DCR. In order to have significant results and to
avoid statistical fluctuations, waveforms were recorded during 40 minutes or up
to 4000 waveforms.

One of the very first thing noticed when performing these measurements
was that, instead of following a clear correlation with the bias voltage, DCR
apparently followed no trend, no matter the SiPM model (see Figure 4.12-left).
A closer look at the delay time between events (see Figure 4.12-right) revealed
that DCR had two different components: one corresponding to the standard
DCR (right peak of the distribution) and another one corresponding to the so-
called ‘burst’ phenomena (left peak of the distribution). Bursts were observed to
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Figure 4.12: Top-left: DCR measured for the six LQR 75µm SiPMs. No clear
trend with the PDE was observed for any of them. Top-right: Delay time dis-
tribution for a correlated noise measurement. Bottom: delay time of each event
with respect to the previous event. Valleys are associated to the so-called burst
phenomena.

be very large optical pulses, of the order of hundreds of p.e.’s, that were followed
by trains of single p.e. pulses separated by ms. This can be appreciated in Figure
4.12-bottom, in which the delay time of each event is presented in a logarithmic
scale. We can distinguish ‘mountains’ (consecutive uncorrelated dark events with
a time separation of the order of seconds) and ‘valleys’ (trains of events with a
separation of ms, or ‘bursts’).

This phenomenon was finally attributed to cosmic rays. Since this effect
will be highly suppressed in DUNE’s FD, only the standard DCR contribution
needed to be characterized. Therefore, a fit was needed, either in the delay time
plot, or its inverse (which is directly the rate) (see Figure 4.13). In the case of
the fit to the rate distribution, a Landau function with a constant was used to
identified the most probable value of the rate.
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Figure 4.13: Rate distribution (inverse of the delay time) fitted to a Landau
distribution plus a constant. The peak corresponding to the burst contribution
does not appear because of the axis range.
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Figure 4.14: Temperature profile during some cryogenic cycles.

4.4.4 Cryogenic Cycles

The resistance to cryogenic conditions was tested by exposing the SiPMs to
several controlled cryogenic cycles. The sensors were slowly cooled down from
room temperature to LN2, first by being exposed to nitrogen gas, and when
temperature was close to LN2 temperature, being completely immersed. After
a period of ten minutes, sensors were brought back to room temperature by
extracting them from the liquid phase and warming up slowly in the gas phase.
This cycle had to be repeated 20 times. In Figure 4.14 the temperature profile
during few cycles can be observed.
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4.5 Results
In this section the results of the characterization done at IFIC are presented. For
the 25-batch SiPMs from HPK, only gain, SNR, and correlated and uncorrelated
noise will be reviewed, since it is interesting to see the measurements before and
after the thermal cycles for different models. The results of the IV curves will
be presented only for the SiPMs of the 250-batch, since the available statistics
were much larger.

4.5.1 25-batch HPK
Figure 4.15 shows the results of the characterization of the HPK single SiPMs
after the LN2 thermal cycles. In Table 4.4 these results along with the mea-
surements performed before the cycles are shown. In general, all models fulfilled
DUNE’s specifications. All of them had a DCR much smaller than 200 mHz/mm2

(even considering bursts), a XT below 35% and an AP below 5% for all OVs.
Moreover, none of the SiPMs showed a particular deviation after the thermal
cycles.

Particularizing, it can be observed in the plots how the larger pitch model,
LQR75µm, presents a much higher gain and SNR for the same PDE than the
other models, without a significant increase of DCR or correlated noise. For
the 50 µm models, the LQR50µm presented a slightly larger SNR value due
to the shorter waveforms. On the other hand, the HQR model presented a
relative smaller XT probability. With this information, and considering DUNE’s
requirements, it is clear that the larger pitch model is preferable due to their
significantly larger gain and SNR.
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Figure 4.15: HPK characterization after the thermal cycles. Each point corre-
sponds to the average of all SiPMs of each model, and the error corresponds to
the standard deviation. Top left: gain. Top right: SNRF . Mid left: total DCR.
Mid right: DCR subtracting burst component. Bottom left: XT probability.
Bottom right: AP probability.



4.5. RESULTS 99
Ta

bl
e

4.
4:

R
es

ul
ts

of
th

e
ch

ar
ac

te
riz

at
io

n
of

th
e

H
PK

25
-b

at
ch

Si
PM

s
te

st
ed

at
IF

IC
pr

ev
io

us
to

th
e

LN
2

cy
cl

es
(P

B)
an

d
af

te
r

th
e

cy
cl

es
.

Ea
ch

va
lu

e
is

th
e

av
er

ag
e

ov
er

al
lS

iP
M

s
of

ea
ch

m
od

el
,a

nd
th

e
er

ro
r

co
rr

es
po

nd
s

to
th

e
st

an
da

rd
de

vi
at

io
n.

Fe
at

ur
e

PD
E

(%
)

LQ
R

75
µm

LQ
R

50
µm

H
Q

R
50

µm
PB

A
B

PB
A

B
PB

A
B

G
ai

n
(#

e−
)
×
10

6

40
3.
62

±
0.
06

3.
59

±
0.
11

2.
20

±
0.
03

2.
40

±
0.
02

2.
41

±
0.
06

3.
38

±
0.
05

45
4.
40

±
0.
09

4.
40

±
0.
15

3.
15

±
0.
07

3.
14

±
0.
09

3.
14

±
0.
08

3.
14

±
0.
05

50
5.
22

±
0.
11

5.
20

±
0.
11

3.
87

±
0.
08

3.
85

±
0.
10

3.
94

±
0.
09

3.
94

±
0.
04

SN
R

40
8.
8
±
0.
7

7
±

2
5.
1
±

0.
8

4.
9
±
0.
4

3.
4
±

0.
8

4.
3
±
0.
3

45
10
.4
±
1.
5

9
±

2
6.
6
±

1.
3

5.
8
±
0.
6

5.
0
±

0.
5

5.
4
±
0.
4

50
12
.4
±
0.
4

11
±

2
7.
6
±

1.
3

6.
9
±
0.
4

5.
7
±

0.
6

6.
5
±
0.
6

D
C

R
(m

m
H

z/
m

m
2
)

40
50

±
9

40
±

8
56

±
19

48
±

9
70

±
30

36
±
15

45
47

±
5

51
±

10
92

±
14

61
±

8
69

±
17

90
±
60

50
52

±
13

49
±

7
70

±
8

49
±

7
46

±
5

48
±
9

D
C

R
-W

B
(m

m
H

z/
m

m
2
)

40
6.
2
±
1.
5

5
±

3
7.
6
±

0.
8

9
±
3

6
±

2
6
±
3

45
7.
6
±
1.
6

6.
0
±

1.
6

7.
9
±

1.
7

9.
2
±
1.
6

6.
7
±

0.
3

6.
6
±
0.
8

50
10
.0
±
1.
4

8.
6
±

1.
1

8.
0
±

1.
0

11
±

3
9.
0
±

0.
6

7.
3
±
1.
1

X
T

(%
)

40
8.
0
±
0.
6

7.
4
±

0.
4

6.
5
±

1.
0

6.
7
±
0.
9

6.
8
±

1.
5

7.
6
±
1.
0

45
10
.1
±
0.
5

9.
9
±

0.
6

9.
6
±

1.
1

9.
5
±
1.
1

8.
0
±

1.
3

7.
8
±
0.
2

50
12
.5
±
0.
7

12
.2
±

0.
4

12
±

2
12
.8
±

1.
3

10
.4
±

1.
6

10
.0
±
0.
6

A
P

(%
)

40
1.
0
±
0.
4

1.
1
±

0.
4

0.
84

±
0.
02

0.
9
±
0.
3

1.
3
±

0.
5

1.
2
±
0.
3

45
2.
0
±
0.
4

1.
5
±

0.
2

2.
0
±

0.
8

1.
6
±
0.
2

1.
5
±

0.
2

1.
6
±
0.
2

50
2.
3
±
0.
4

2.
3
±

0.
4

2.
0
±

0.
4

2.
2
±
0.
4

2.
1
±

0.
2

2.
2
±
0.
3



100
CHAPTER 4. SIPM CHARACTERIZATION FOR DUNE’S FAR

DETECTOR

4.5.2 250-batch HPK

As previously mentioned, from the 250-batch provided by HPK, the IFIC re-
ceived 20 boards of six SiPMs. The breakdown voltage and the quenching resis-
tance of these SiPMs were measured at room temperature—and in LN2, before
and after being exposed to 20 cryogenic cycles. In Figure 4.16-top, the compar-
ison between the measurements done at room temperature and the information
of the vendor is shown. As it can be observed, the breakdown voltage distribu-
tions are very similar in shape but they present a small shift. This is due to the
different method used to compute the breakdown voltage: while in this work the
maximum of the variation rate of the intensity vs voltage curve is used, HPK
estimates the breakdown voltage from the gain vs voltage curve, extrapolating
the voltage to the point of zero gain. On the other hand, in the quenching re-
sistance comparison it can be seen how the distribution measured in Valencia
is consistent with the single measurement given by the vendor. These compati-
ble measurements were taken as a validation of the experimental set-ups of the
different laboratories involved in the down-selection procedure.

Figure 4.16-bottom, shows the impact ot thermal cycles on the breakdown
voltage and the quenching resistance. As it can be seen, for the breakdown
voltage the differences are below 0.5%, while for the quenching resistance they
are around 2% and homogeneously distributed among zero, which indicates that
sensors were not changing their behaviour after the thermal cycles.

A subsample of 12 SiPMs was fully characterized after the cryogenic cycles,
and in Table 4.5 the resulting measurements are shown. The results obtained for
the 25-bath LQR50µm model after the thermal cycles are also presented so they
can both be compared. It can be observed an increase of the measured gain,
probably due to an improper calibration of one of the two set-ups. However, this
is not relevant since all laboratories used the same electronic set-up for the 250-
batch tests, not affecting the down-selection procedure. It can also be observed
an increase in the SNR, which was expected since the set-up used to characterize
the 250-batch SiPMs had two amplification stages1. What is more interesting to
note is the systematic increase in the measurements of DCR without bursts and
XT, and also in their respective associated errors. This effect, observed for all
SiPM models and in all laboratories, is not yet understood.

1and SiPMs were plugged-in the cold amplifiers
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Figure 4.16: IV characterization for the 120 LQR50µm tested at IFIC. Top left:
breakdown voltage at room temperature and comparison with vendor’s infor-
mation. Top right: quenching resistance at room temperature. The red band
represents the measurement provided by the vendor with the associated uncer-
tainty. Bottom left: variation of the breakdown voltage at LN2 temperature
before and after thermal cycles. Bottom right: variation for the quenching resis-
tance at room temperature before and after thermal cycles. Bin width has been
chosen to represent set-up sensitivity.

4.5.3 250-batch FBK

16 and 12 six-SiPMs boards were received at IFIC from the ST and TT models
respectively. The IV measurement was done for all of them before and after
the thermal cycles, and none of the sensors presented degradation, as shown in
Figure 4.17. Data from the vendor was not available for a comparison.

After that, 6 SiPMs of each model were fully characterized, and their results
are presented in Figure 4.18 and Table 4.6. The results of the LQR50µm are
also represented in these plots for reference. A substantially larger gain and SNR
for the TT model can be observed with respect to the ST model, thanks to its
larger pitch. DCR and XT are similar for both models, while AP is clearly lower
for the ST model. XT is particularly high for both of them, being close to the
upper limit set for DUNE of 35% correlated noise probability. Then, it is clear
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Table 4.5: Results of the characterization of the HPK 250-batch SiPMs tested
at IFIC after the cycles. Each value is the average over all SiPMs of each model,
and the error corresponds to the standard deviation. Measurements of the SiPMs
of the same model of the 25-batch are also presented for comparison.

Feature PDE (%) LQR50µm 250-batch LQR50µm 25-batch

Gain
(#e−) ×106

40 2.55± 0.05 2.40± 0.02

45 3.28± 0.04 3.14± 0.09

50 4.01± 0.06 3.85± 0.10

SNR
40 9.2± 1.7 4.9± 0.4

45 10± 3 5.8± 0.6

50 12± 3 6.9± 0.4

DCR
(mmHz/mm2)

40 51± 9 48± 9

45 48± 5 61± 8

50 58± 13 49± 7

DCR-WB
(mmHz/mm2)

40 17± 7 9± 3

45 16± 6 9.2± 1.6

50 18± 7 11± 3

XT (%)
40 10± 3 6.7± 0.9

45 11± 3 9.5± 1.1

50 13.7± 1.8 12.8± 1.3

AP (%)
40 1.1± 0.5 0.9± 0.3

45 1.5± 0.3 1.6± 0.2

50 2.0± 0.6 2.2± 0.4

that the TT presented the better performance for gain and SNR, but it did not
show the reduction of correlated noise that was expected. It is also worth noting
that despite having a larger gain than the HPK model, the TT does not present
a significantly larger SNR, probably due to its larger capacitance.

4.5.4 Down-selection Result

The results presented above were used along the ones obtained in other institutes
to decide what model would perform better in DUNE. A detailed explanation
of these procedures can be found in [163, 164]. The tests carried out with the
individual SiPMs demonstrated that all models fulfilled DUNE’s requirements,
including the thermal resistance. Then the 250-batch was requested, in which
250 sensors of each model were delivered and mounted in the 6-SiPMs boards
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Figure 4.17: IV difference before and after thermal cycles for the FBK sensors
tested at IFIC. Top left: breakdown voltage difference for ST sensors. Top right:
quenching resistance difference for ST sensors. Bottom left: breakdown voltage
difference for TT sensors. Top right: quenching resistance difference for TT
sensors.

used in the X-ARAPUCA design. All of them passed the thermal tests. However,
although the second batch of sensors was tested using the same electronic set-up
in all laboratories, systematic differences were found between the results of the
first and second batches. These differences were mainly observed in DCR and
XT, being larger in the second batch than in the first, and more spread within
each sensor model, no matter the laboratory or model. Despite this, all sensors
were still fitting DUNE’s specifications.

Regarding the HPK models, it was observed than the 75µm cell-pitch SiPMs
presented a significant increase in the gain and the SNR for the same PDE than
50µm models, with no significant increase in dark current and correlated noise.
Indeed, it was observed that the high quenching resistance models presented an
overall correlated noise (XT+AP) smaller than the LQR ones, demonstrating
with this the initial intention of the vendor. In view of these two results, the
selected model from HPK was the HQR75µm [163]. This was also validated later
by testing X-ARAPUCA Supercells formed by SiPMs of different models, and it
was found that the ones using the selected model were the ones that performed
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Figure 4.18: FBK characterization after the thermal cycles. LQR50µm results
are also presented for reference. Each point corresponds to the average of all
SiPMs of each model, and the error corresponds to the standard deviation. Top
left: gain. Top right: SNRF . Mid left: total DCR. Mid right: DCR subtracting
burst component. Bottom left: XT probability. Bottom right: AP probability.
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Table 4.6: Results of the characterization of the FBK 250-batch SiPMs tested
at IFIC after the cycles. Each value is the average over all SiPMs of each model,
and the error corresponds to the standard deviation.

Feature PDE (%) ST TT

Gain
(#e−) ×106

40 1.97± 0.03 4.69± 0.03

45 2.39± 0.02 5.96± 0.02

50 2.81± 0.02 3.85± 0.06

SNR
40 6.2± 0.3 10± 3

45 6.2± 0.4 10± 2

50 7.6± 0.6 14± 2

DCR
(mmHz/mm2)

40 79± 15 40± 3

45 84± 9 44± 9

50 88± 7 62± 10

DCR-WB
(mmHz/mm2)

40 18± 7 17± 2

45 20± 6 16± 3

50 23± 5 23± 12

XT (%)
40 18± 2 16± 5

45 23.3± 1.9 21± 4

50 29± 2 32± 3

AP (%)
40 1.2± 0.6 1.5± 0.4

45 1.1± 0.3 2.2± 0.8

50 1.1± 0.2 2.6± 0.5

best [163].
On the other hand, regarding FBK models, it was also observed that the

triple-trench design presented a much larger gain and SNR than the single trench
due to its larger cell pitch. However, the TT was expected to have a lower XT
probability than the ST, but this was not clearly observed. The TT model was
the one selected from FBK [164].

Comparing the models provided by the two vendors, it is clear that HPK’s
models performed better overall than the FBK’s. Even though the TT model had
a larger gain than the HQR75µm, it presents a significantly larger XT probability,
being close to the upper limit of 35% for 50% PDE; and a slightly larger AP
probability. This is probably due to the fact that the FBK models need a much
larger bias voltage to reach the same PDE than HPK SiPMs.

Regardless of this, the approach decided by the photosensors working group
was to select the best model of each vendor, being one the ‘primary’ choice
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Figure 4.19: Left: working group assembling the optical modules. Right: instal-
lation of the dichroic filters with the PTP evaporation.

(the HQR75µm HPK model) and the other the ‘secondary’ choice (the TT FBK
model), and split the DUNE SiPM production between both models (in a 60-40
proportion). In this way, if any of the vendors had problems during the pro-
duction of the devices, the other would still have time to provide the remaining
sensors.

4.6 Installation in ProtoDUNE-HD
As previously explained at the beginning of the chapter, the installation of the
next iteration of ProtoDUNE-SP detector, ProtoDUNE-HD, started in Spring
of 2022, including the PDS. After the down-selection of the SiPM models, a
mass-test process was developed to validate all the sensors to be installed, and
to prepare the optical modules. The X-ARAPUCA supercells were produced
and tested by different laboratories and delivered to CERN, where they had
to be mechanically and electronically assembled in groups of four to form the
final optical modules. It was a tough and long process that had to be done
carefully. First the mechanic structure had to be prepared, then all the pins
of the SiPMs had to be routed to the electronic leading board, and finally the
four supercells had to be connected to the electronic mother board (Figure 4.19,
left). This board had four cold amplifiers, one per supercell. Four different SC
were prepared, mixing the two SiPMs models down-selected and two wavelength-
shifting plate technologies. These are Glass To Power and Eljen.

After the assembly, each module was tested in a black box to ensure the
electronic routing had been done appropriately. Then, the dichroic filters had to
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Figure 4.20: Left, insertion of the modules in an APA. Right, module inside the
APA frame, behind the wire planes.

be installed in the outer surface of the modules so they were completed. Each
optical module had 24 filters. The PTP evaporation on the filters surface was
really sensitive, so this process required a high level of precision (Figure 4.19,
right).

Once filtered, the modules were ready for the installation in the APAs frames.
In total, 40 optical modules were successfully prepared for the installation, 10 per
APA. The installation inside the APAs was a delicate operation that required the
use of a mobile elevating work platform (MEWP) (see Figure 4.20). From the 40
inserted modules with 160 channels in total, only one of them belonging to APA2
had no electrical continuity after the insertion. The cause of this problem was
found to be that one of the wires of the channel had no continuity between the
optical module and the inner APA cabling. Although irreparable, understanding
the source of the problem has helped to improve the QA procedures needed for
DUNE.

Each APA, after being completely instrumented, had to be tested in the cold
box, which is a large stainless steel structure capable of keeping an APA at
argon gas temperature. This was the last step before the final installation in the
cryostat. The PDS had to be connected to the readout system and continuously
tested during the cool down and warm up processes. When in cold, optical
channels’ performance was studied. Mainly, the gain what was studied in a
similar way to the one described in section 4.4.2. After the whole process of
testing the four APAs, the following incidences were found:
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Figure 4.21: APA completely instrumented about to be tested in the cold box.

• a channel from APA1 presented deformed signals at cold temperature,
probably caused by a malfunctioning wire.

• the channel without electronic continuity in APA2 presented some de-
formed signals at cold temperature. This reinforced the hypothesis of a
wire not properly soldered, which made a better contact after thermal
contractions of the different materials.

• a channel from APA4 had no electronic continuity after the warm up pro-
cess.

From a total of 160 optical channels, only three ( 2%) presented problems
after the cold box testing. This ratio of failure is compatible with the DUNE
requirements for the far detector installation. Moreover, no outliers were found
when studying channels’ response.

Following cold-box tests, APAs had to be installed inside the cryostat, two on
each drift volume, which was a complicated operation. This included connecting
the cold cables, bundling them with the cold electronics cables (Figure 4.22, top,
left), installing the cable trail (Figure 4.22, top, right), lifting the cables out of
the cryostat through the corresponding chimney, connecting cables to the flange
and testing continuity (Figure 4.22, bottom).

In summary, the installation of the PDS of ProtoDUNE-HD was successful. It
was done in time with a failure rate compatible with DUNE specifications. What
is most important, the sources of these failures were identified and understood,
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Figure 4.22: Installation of the APAs inside the cryostat. Top left: cold cables
installation. Top right: cable trail installation. Bottom: flange installation.

and the QC/QA procedures have been improved. Currently ProtoDUNE-HD is
completely assembled in the Neutrino Platform (Figure 4.23) waiting for LAr,
so its operation can start.
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Figure 4.23: ProtoDUNE-HD beam drift volume completely instrumented.



5Secondary K+ selection in
ProtoDUNE-SP

I have no use for people who have learned the limits of the possible.

— Terry Pratchett, The Last Hero

This Chapter presents an overview of the secondary kaon selection developed
in ProtoDUNE-SP, and it is organized as follows: Firstly, Section 5.1 motivates
the necessity of this analysis; secondly, Section 5.2 explains why stopping kaons
could not be generated as primary particles in the beam and had to be searched
as secondary products in hadronic reactions; thirdly, Section 5.3 presents the
event selection with a detailed explanation of each cut applied to the sample;
and finally, Section 5.4 presents the kaon PID capabilities of the detector.

5.1 Motivation
As discussed in section 2.2.2, several channels have been presented for the proton
decay hypothetical phenomenon [77], amongst which the so-called golden channel
p → K+ν̄ has the largest branching ratio [91] (in general, even though it depends
on the theoretical framework). Since the neutrino escapes the detector without
interacting, the only signal of the process is the kaon, whose momentum is around
340 MeV/c. For the case of water Cerenkov detectors, the momentum is below
the Cerenkov threshold [71], so this channel can only be detected by the decay
products of the K+ at rest or de-excitation photons of the nucleus that suffered
the proton decay. One way or another, it is a complicated search for water
Cerenkov detectors. On the other hand, this particular channel is optimum for
LArTPC detectors, which can provide a full reconstruction and identification
not only of the kaon but also its decay products.

The main decay channel of the kaon is K+ → µ+νµ (64%), so the expected
signal of this process in DUNE is a low-momentum track compatible with a
kaon originated within the fiducial volume of the detector, followed by a low-
momentum muon. The dominant background is generated by neutrino charged
current (CC) quasi-elastic (QE) scattering, νµn → pµ−. When the muon happens
to have a momentum similar to the 237 MeV/c expected for the K+ decay at

111
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Figure 5.1: Diagram of proton decay signal (left), and the main source of back-
ground, (right).

rest and does not capture, it is indistinguishable from the one resulting from
p → K+ν̄ followed by K+ → µ+νµ. So the discrimination between signal and
background relies on two factors: first, the capability to differentiate kaons and
protons, and second, the direction of the hadronic track. In Figure 5.1, a drawing
of the different topologies for signal and background is displayed.

It is usually argued that, if the reconstruction cannot differentiate between
kaons and protons, the direction of the hadronic track should be sufficient to
discriminate between signal and background events [88]. For an atmospheric
neutrino, the proton and muon are originated from the same neutrino interaction
point, so for both tracks the Bragg peak is in the farthest end with respect to
the vertex. For the kaon decay, the Bragg peak of the kaon happens to be in the
vertex.

However, this backward-forward differentiation of the tracks could be compro-
mised in events where final-state interactions are significant, because additional
energy deposition may happen at the vertex point. We are not expecting to have
many proton decays in general, thus it is fundamental to ensure the LArTPC ca-
pabilities to identify kaons and distinguish them from all other particles species,
particularly from protons.

In this chapter, a selection of low-energy (stopping) kaons is presented, thanks
to which the kaon PID capabilities of ProtoDUNE-SP –and, by extension, of
DUNE– will be demonstrated. Afterwards, in Chapter 6, a detailed study of their
energy loss will be discussed. Chapter 7 will study the effect of the systematic
uncertainties of the ProtoDUNE-SP detector over this selection. The final results
will be presented in Chapter 8.
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5.2 Stopping K+ in ProtoDUNE-SP
The ideal situation to study stopping particles is to generate them in the beam
with a momentum such that they can arrive to the detector and, at the same
time, not interact with argon nucleus, thus depositing all their energy within the
active volume. Additionally, as the beam instrumentation is capable of tagging
different species of particles, the selection of these stopping particles should be
straightforward. As explained previously in Chapter 3, during the beam time
of ProtoDUNE-SP several particle species with different momenta were thrown
to the detector, and the ideal situation described above was found for positrons,
protons, pions and muons. Naturally, this was not the case for kaons.1. The
beam target more likely to produce hadrons at 2 GeV/c was unintentionally
not used, significantly reducing the hadron proportion at that energy. For this
reason, almost no low energy kaons were produced during the beam runs. This is
why the first analysis carried out with the ProtoDUNE-SP beam data presented
the Particle Identification for muons, positrons and protons [110], but not for
kaons.

Beam kaons were residually produced at 2 GeV/c, and more significantly
produced at 3, 6 and 7 GeV/c momenta. From 3 GeV/c, almost all of them
interact inelastically when reaching the detector. Furthermore, at 2 and 3 GeV/c
they are indistinguishable from protons for the beam instrumentation. All things
considered, studying stopping kaons from the beam was very unlikely.

It was considered then the idea of looking for secondary kaons on hadronic re-
actions of higher energy. For protons at 7 GeV/c, approximately 1% are expected
to generate charged kaons [165].

Assuming similar multiplicities for primary pions and kaons, and taking into
account the number of triggers of each specie at 6 and 7 GeV/c, it was decided to
study the feasibility of finding stopping kaons among all the secondary particles
generated on reactions from primary particles of the beam.

5.3 Event Selection
The event selection is based on the kaon’s main decay channel, which is K+ →
µ+νµ. Neutrinos are not interacting inside the detector, so from the recon-
struction point of view the wanted signature is the one of a track with a single
daughter, which is compatible with an stopping muon (which is indeed the same
signature that will be used in DUNE for proton decay searches). Here it is intro-

1Thankfully! this chapter would have not existed otherwise
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duced the definition of ‘candidate’ for the event selection. Any descendant of
the beam particle with a single reconstructed daughter is considered
to be a candidate. Thus, even though this selection has been presented as ‘sec-
ondary kaon selection’, we are not only trying to select secondary kaons but any
kaon generated inside the TPC by the beam particle, no matter its position in
the genealogical tree. It is important to notice that, for a given beam event, the
beam particle —or any of its descendants— can generate more than one particle
compatible with the definition above, therefore having more than one possible
candidate per event. In other words, the event selection which is going to be
explained does not work on an event-by-event basis but on a candidates-by-event
basis —more than one candidate in a single event can pass the selection.

It is interesting to highlight here some information obtained from the sim-
ulation before developing the event selection (see Tables 5.1 and 5.2). 12% of
the beam events generate at least one kaon inside the detector, and their re-
construction efficiency is around 45%. Approximately 1% of the reconstructed
particles originated by a beam event correspond to a kaon, and only 5% of these
reconstructed kaons are properly reconstructed along the associated muon con-
sequence of their decay. Overall, an identifiable kaon is produced per 203 beam
events at 6 GeV/c and per 212 beam events at 7 GeV/c. Considering that these
ratios are the same for data, and considering all available statistics (463043 and
252598 beam events identified within the TPC at 6 and 7 GeV/c, respectively),
approximately 3500 selectable kaons are expected. The size of the final selected
sample will depend on the selection efficiency. So, as it can be seen, selecting
a sufficiently large sample of stopping kaons among all the particles inside the
detectors is a challenging task.

In the following subsections the different cuts applied will be explained and
justified. Their values have been estimated by maximizing the product Efficiency×
Purity.

5.3.1 Beam Particle cuts
As commented in Chapter 3, a beam line with different instrumentation was
responsible of throwing charged particles to ProtoDUNE-SP. This instrumen-
tation was used to characterize the particle of the beam, commonly known as
beam particle, and provide a measurement of its momentum, expected position
and direction in the TPC volume, and a PDG hypothesis using the TOF and
the Cerenkov counters.

However, regarding our analysis, only one cut can be done. As previously
explained, secondary kaons are produced in hadronic reactions. At 6 GeV/c
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Table 5.1: True information regarding kaons for a subsample of the MC simula-
tion. The percentage shown is with respect to the number above. The particles
considered are exclusively the ones belonging to the true beam particle hierarchy.

Beam Momentum (GeV/c) 6 7
# Events 47906 49854

# Events with at least one true K+ 5435 (11.3%) 6462 (13.2%)
# True Kaons 9191 11064

# True K+ → µ+ν̄µ 2532 (27.6%) 2965 (26.8%)

Table 5.2: Reconstructed information regarding kaons for a subsample of the
MC simulation. The percentage shown is with respect to the number above.
The particles considered are exclusively the ones belonging to the beam particle
hierarchy.

Beam Momentum (GeV/c) 6 7
# Events 47906 49854

# Events with at least one reco K+ 4226 (8.8%) 3582 (7.2%)
# Total particles 379994 413789

# Reco kaons 4226 (1.1%) 5017 (1.2%)
# Reco K+ truly decaying to µ+ 944 (22.3%) 1002 (20.0%)

# Reco K+ and µ+ 236 (25%) 235 (23.5%)

of momentum, the beam instrumentation can distinguish between kaons and
protons, but not between muons, pions and electrons [110]. Looking at Figure
5.2, one can see how the most abundant particles in the beam are pions, thus, if
we want to have a sufficiently large sample of kaons, no hadron filtering can be
done using the beam instrumentation PID. Because of that, the only cut that
can be done with respect to the beam instrumentation is to request that the
event has a reconstructed beam particle.

• Beam particle existance: the event must have a reconstructed particle
inside the TPC considered to be the beam particle.

It has been usual in other ProtoDUNE-SP analysis focused on the particle
generated by the beam to consider extra geometric cuts on its characteristics
[166–168] for several reasons. First, to ensure that the particle selected as beam
particle by Pandora was truly a particle coming from the beam and not a miss-
identified cosmic. Second, to reject events in which the beam particle interacts
with the cryostat wall and generates particles of different species and different
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Figure 5.2: Beam particle momentum measured by the beam instrumentation
for 6 GeV/c runs and MC. The plotted category correspond to the true beam
particle.

trajectories. Third, to reduce residual differences between the beam simulation
and the real beam. However, since the scope of this analysis is not the primary
particle but its reaction products, this kind of cuts are not necessary.

5.3.2 Candidate existance
Once events with a primary particle have been selected, they are requested to
have at least one candidate, which is any descendant of the beam particle with
a single reconstructed daughter.

• Candidate existance: the event must contain at least one candidate.

It can be observed in the distribution of candidates per event (Figure 5.3)
a difference between data and MC, which apparently indicates that more can-
didates per event are generated in MC than in data. This is due to a known
issue in the MC simulation. When the first analysis of ProtoDUNE-SP started,
it was noticed that tracks passing from one APA to another were usually broken
at reconstruction level due to the not-powered electron diverters. Thus, instead
of reconstructing a single track, two tracks were reconstructed and one assigned
as daughter of the other (which matches the definition of candidate presented
above). This effect was reproduced in MC, but the amount of broken tracks was
overestimated. As a consequence, the proportion of candidates is larger in MC
than in data.
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Figure 5.3: Number of candidates per event. The category plotted represents
the particle specie of the true beam particle.

For coding comfortability, a maximum number of 10 candidates per event is
considered for the event selection.

5.3.3 Candidate’s daughter cuts

As explained above, the daughter of the candidate should be compatible with a
stopping µ+ with a very well defined momentum centred in 237 MeV/c. Several
cuts can be obtained from this. First, from the reconstruction point of view,
Pandora can differentiate between tracks and showers inside the TPC and, con-
sequently, it provides an object code of 1 for showers, 2 for tracks and 0 for
unknowns (see Figure 5.4). Muons are more likely to behave as tracks rather
than showers.

• Track-like: The daughter must be a track-like object, meaning that its
reconstructed object code must be equal to 2.

Secondly, from the calorimetric point of view, stopping muons should be
easily distinguishable from heavier particles. The particle identification based
on calorimetry is done by comparing the deposited energy per unit length (dE

dx
)

as a function of the residual range with the MC expectation for a given particle
specie. Remember that the residual range is defined as the distance from a given
point of a track to its end point. This comparison allows to define a χ2 value for
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Figure 5.4: Daughter object type. Zero corresponds to unknown, 1 to shower, 2
to track. The category plotted represents the particle specie of the true particle
associated to the daughter of the candidate. The discrepancy in the relative
proportion between tracks and showers is due to the broken tracks between
APAs overestimation in the MC simulation.

each track as:

χ2
Part =

1

Nhits

Nhits∑
i

( dE
dx

∣∣Data

i
− dE

dx

∣∣MCPart

i
)2√

[σ( dE
dx

∣∣Data

i
)]2 + [σ( dE

dx

∣∣MCPart

i
)]2

, (5.1)

where i runs over all the hits of the track within its last 26 cm, σ(dE
dx i

) is the
associated error of the dE

dx
for the i-th hit, and MC Particle refers to the expec-

tation based on the simulation for a given particle specie, so that a different χ2

value can be defined for each of them. For our purpose, we can use the χ2
µ, and

select the tracks with low value of this parameter (see Figure 5.5):

• χ2 PID: The daughter χ2
µ should be compatible with the one of a muon,

daughter χ2
µ < 6.

Finally, from the kinetic point of view, the momentum by range of the daugh-
ter should be compatible with the one of a muon of 237 MeV/c (Figure 5.6). The
momentum by range is computed by assuming a particle specie (and hence an dE

dx

profile) and applying the continuous slowing down approximation (CSDA) [169].

• Momentum by range: The daughter must have a momentum by range
under muon hypoteshis compatible with 237 MeV/c, 0.221 < daughter
pRange [MeV/c]< 0.245.
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Figure 5.5: χ2 distribution under muon hypothesis for candidates’ daughters.
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Figure 5.6: Momentum by range under muon hypothesis for candidates’ daugh-
ters.

5.3.4 Candidate cuts

Although the sample has been already cleaned substantially, some more cuts are
needed to further isolate stopping kaons and differentiate them from background,
which is mainly formed by pions. First, as the K+ decay happens at rest (and
has zero spin), the muon direction with respect to the kaon end direction is
isotropic. This is not the case for the pions, the distribution of which is more
forward than backward (see Figure 5.7). Thus, rejecting the forward distribution
is a good way of reducing the background even more. This approach is similar
to what was done in MINERνA, where they also looked for kinks in order to
identify kaons [170].
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Figure 5.7: Daughter angular distribution with respect to candidate end direc-
tion.

• Candidate-daughter angle: Daughter should not go forward with re-
spect to candidate’s end direction, cos(candidate-daughter) < 0.64.

Part of the remaining background is formed by miss-reconstructed inelastic
interactions. In some interactions with two outgoing daughters, frequently one
of the daughters and the incoming particle are reconstructed as a single track,
having as a result a track with a single daughter compatible with the candidate
definition (Figure 5.8, top). However, in these cases, the starting point of the
daughter tracks is far away from the end point of the mother track. One can
make use of this distance to remove this kind of events.

• Candidate-daughter distance: The distance between the end point of
the candidate and the beginning point of its daughter must be small, 0.0
< distance candidate-daughter [cm] < 10.

After applying all cuts mentioned above the resulting sample has, approxi-
mately, a 50% purity, and it can be seen how kaon population (signal) and pion
population (main source of background) are clearly distinguishable in the χ2

K

(under kaon hypothesis) distribution (Figure 5.9). Furthermore, they can also
be distinguished in the two-dimensional distribution of dE

dx
vs residual range,

which, as it will be explained in the following Chapter, is where this analysis is
focused on (see Figure 5.10).
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Figure 5.8: Top: Diagram showing background formed by miss-reconstructed
inelastic interactions. Bottom: Distance between daughter and candidate.
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Figure 5.9: Top: Kaon candidates χ2 distribution under kaon hypothesis. Two
peaks are clearly distinguishable, the one in the left corresponding to the stopping
kaons (signal), and the one in the right corresponding to the background.
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Figure 5.10: dE
dx

distribution as a function of the residual range. Top: Data.
Bottom: MC. The up-going population corresponds to the selected stopping
kaons, whereas the flat distribution corresponds to the background.
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5.3.5 Selection Result
After the event selection described above, a sample of about 600 kaons with a
purity of 50% has been obtained (the total selected population is 1200 candi-
dates). The sample is sufficiently large and the separation with background is
large enough to perform a detailed study of K+ energy loss in liquid argon, which
will be presented in Chapter 6. It is interesting to notice here that this compli-
cated selection has been achieved making use only of the TPC information. The
information of the photon detection system has not been used, so this is a differ-
ent approach from scintillation experiments. This highlights the capabilities of
the LArTPC as a particle detector, which will be considerably increased when
combined with the photon detection system in DUNE’s far detector.

Since the kaons we have selected are stopping, we can estimate their initial
momentum from the calorimetric measurement done by the TPC. The total
energy deposited by the particle is

Ed =

Nhits∑
i

dE

dx

∣∣∣∣
i

dxi (5.2)

were dxi is the pitch of each hit. Using energy conservation, we have√
p2i +m2

K = mK + Ed → pi =
√
E2

d + 2EdmK (5.3)

where pi is the initial momentum of the kaon and mK is the kaon mass. The
initial momentum distribution for the sample of stopping kaons is presented in
Figure 5.11-left. A cut has been applied in the χ2

K distribution (see Figure 5.9,
χ2
K < 50) so that only kaons are represented. It can be observed how the initial

momentum of these particles is very low, slightly above the expected momentum
of a K+ result of a proton decay (red vertical line in the plot, 340 MeV/c [88]).
Even though the real momentum of a kaon result of a proton decay would be
lower due to nuclear effects, it it really encouraging to see the capabilities of
ProtoDUNE-SP to properly tag and characterize these low momentum particles.

Figure 5.11-right shows exactly the same figure but the category plotted
represents the particle specie of the MC beam particle that generated the beam
event. As we will see later, the proportion of pion-like, proton-like and kaon-like
beam events is approximately 85%, 10% and 5%. however, it can be observed
that kaon-like beam events generate about 15% of the selected kaons, being the
particle more efficient producing selectable secondary kaons. This is due to the
strangeness conservation: it is easier to produce a secondary kaon when there
was a already a primary kaon.
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Figure 5.11: Left: initial momentum of the stopping kaons sample computed
using calorimetry information. The red line represents the initial momentum of
a kaon resulting of a proton decay. Right: same distribution, but the category
plotted represents the particle specie of the primary MC beam particle.

It is important no notice here that we have not studied yet the effect of
systematic uncertainties on the selection. This will be done in Chapter 7

5.3.6 Efficiency and Purity
In Figure 5.12 the evolution of the efficiency and the purity is presented. As it
has been seen during this chapter, the purity of the sample has gone from less
than 1% up to 50%, using exclusively the TPC information. For the same reason,
the truly low efficiency achieved (0.5%, approximately) is not a surprise. The
efficiency for each cut is computed from the true information, as the amounts of
true kaons that pass the cut divided by the initial amounts of true kaons. Note
that for a true kaon to pass any cut, it has to be associated to a reconstructed
object (which are the ones that are being analysed in the event selection). This
is why there is such a big drop from the second step to the third, in which we
are indeed requesting the reconstructed candidate to exist.

There is no variation in the first cut because of how the analysis n-tuple is
generated: it does not fill any entry of the output tree unless there is a particle
tagged as beam particle.

5.3.7 Summary of the selection
Table 5.3 presents a summary of the different cuts of the selection, and the
evolution of candidates (not events) in data and MC, along the efficiency and
the purity of the selection.
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Figure 5.12: Evolution of purity and efficiency as a function of the applied cuts
during the event selection.
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Figure 5.13: Diagram of the two different topologies of the signal events.

5.3.8 Event Displays
Here a selection of data events passing the selection are presented in Figures
5.14, 5.15, 5.16, 5.17 and 5.18. They can be recognized for the kinks formed by
the kaon and the muon, and the muon and the Michel electron, forming a ‘hook’
(see Figure 5.13). It can be appreciated the truly complicated topologies that
have been reconstructed thanks to the good tracking capabilities of the LArTPC
technology.
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Figure 5.14: Kaon candidate event display. The candidate is in the bottom right
of the image.

Figure 5.15: Kaon candidate event display. The candidate is a long track crossing
the detector and ending in the right side of the image.
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Figure 5.16: Kaon candidate event display. The candidate is the middle large
track going from left to right. It can also be observed the effect of the electron
diverters, splitting the tree long tracks.
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Figure 5.17: Kaon candidate event display. At the wire ∼ 250, there is a vertex
with four outgoing particles. The longest one is the candidate, forming the hook
described above.

Figure 5.18: Kaon candidate event display. The candidate tracks starts approx-
imately at the wire 400 and ends in the 700.
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Figure 5.19: χ2
prot for stopping protons, kaons and muons.

5.4 ProtoDUNE-SP Kaon PID Capabilities
Figure 5.19 presents the χ2

prot distribution for stopping protons, kaons and muons.
The kaons are the ones obtained from this analysis. It can be observed how
clearly the LArTPC technology differentiates heavier and lighter particles, and
also how kaons and protons are well distinguished too. This is a key point for
proton decay searches, since it should be possible to differentiate background
and signal events only by studying the hadronic track dE

dx
profile, as assumed in

the sensitivity studies of DUNE’s FD.





6Detailed study of K+ energy loss

THAT’S MORTALS FOR YOU, Death continued. THEY’VE ONLY
GOT A FEW YEARS IN THIS WORLD AND THEY SPEND THEM
ALL IN MAKING THINGS COMPLICATED FOR THEMSELVES.
FASCINATING.

— Terry Pratchett, Mort

As previously explained in Chapter 5, a proper identification of low energy K+ is
fundamental for proton decay searches in DUNE’s Far Detector. In the case of a
LArTPC, the identification is done through calorimetric information: the energy
deposited in the detector by a charged particle depends on its velocity, hence,
the distribution of the dE

dx
as a function of the momentum allows to distinguish

between particle species [96].
However, neither ProtoDUNE-SP nor DUNE can directly measure particles

momenta inside the TPC. What is typically done for stopping particles is to
exchange the momentum by the residual range (RR from now on) [101]. The
RR of a hit is defined as the distance from the hit to the end of the track, as
previously seen in Section 2.4.1.1.

In the previous Chapter, a selection of stopping kaons was developed without
using their calorimetric characteristics, meaning that this information has not
been biased by the selection. Consequently, it is possible to do now an in-depth
study of the dE

dx
versus RR profile, such that the MC prediction and the sensitivity

studies carried out for the Far Detector searches can be validated. In the case
of finding discrepancies, these can be used to fine-tune the simulation and to
propagate systematic uncertainties in other analysis considering kaons.

This chapter is organized as follows: first, the approach to differentiate signal
and background contributions is presented in Section 6.1; second, Section 6.2
describes the fitting algorithm developed to characterize the dE

dx
; Section 6.3

presents the results from the fit; finally, the fit stability is evaluated in Section
6.4.

133
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6.1 Residual Range slices
In order to properly characterize signal and background contributions, one can
divide the 2D plot presented at the end of the previous Chapter in residual
range slices, forming 1D dE

dx
histograms as the ones presented in Figure 6.1, in

which both contributions can be differentiated: the left one corresponding to the
background, and the right one corresponding to the signal. This way, the energy
loss per unit length can be fitted in order to properly consider both samples.
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Figure 6.1: dE
dx

distribution for different residual ranges. The top two plots
correspond to the RR slice between 1 and 3 cm; the bottom two plots to the
slice between 9 and 11 cm. The right peak corresponds to the stopping kaon
population, and the left one to the background. The histogram has been nor-
malized in such a way that the sum of all of the entries is 1. The RR slice width
of 2 cm has been chosen so that a compromise is found between statistics and
resolution.

Concretely, each contribution can be described as a convolution between a
Gaussian and a Landau distribution, so the total distribution is the sum of two
Landau-Gaus distributions. This is done because the Landau distribution is the
one describing the energy loss and the Gaussian is used to account for detector
resolution and smearing produced by the RR binning. The resultant distribution
has 4 independent parameters: the most probable value of the Landau (µ), the
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Landau width (σL), the Gaussian width (σG) and a normalization factor. The
Gaussian is centred in the Landau’s µ. In Figure 6.2, an example of this fit can
be observed for data and MC.
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Figure 6.2: dE
dx

distribution for residual range between 31 and 33 cm fitted to a
sum of two Landau-Gaus distributions. Left: MC. Right: Data

It could be possible to apply this approach to every RR slice and make an
estimation of the most probable value (µ) of the energy loss per unit length of
the signal for each slice. However, it is clear that this way the information is
not being shared between slices since they are being treated independently. In
addition, the available statistics –which are sufficient but not excessive– have
more impact with this approach. In order to maximize the information available
and the correlation between consecutive slices, and additionally reduce the effect
of the low statistics, the Coherent Fit approach is used.

6.2 Coherent Fit
The so-called Coherent Fit strategy aims to characterize the dE

dx
considering the

correlations between RR slices. It is based on the approach developed to study
the PID capabilities of the ALICE TPC [171]. It relies on the following observa-
tion: the parameters describing each contribution along the RR slices
should vary smoothly from one slice to another.

Let’s consider the most probable value of the signal distribution (µS). It is
clear than for the first RR slice (the one closest to the end of the track), µS should
be larger than for the second slice. In the same way, µS in the second slice should
be larger than in the third slice, and so on. Provided infinite statistics, one could
make differential RR slices and study µS for each one of them, and it would be
seen how µS varies continoulsy from one slice to another. This variation could be
described as an smooth function of RR, namely µS = f(RR,~a), with ~a a vector
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of parameters. Coming back to our real-life problem, and given an appropriate
function f(RR,~a), the goal changes from finding the µS that best describes
each RR slice individually, to find the best estimation for the parameters ~a that
describe µS across all the slices simultaneously. The same applies to the other
parameters of the different contributions.

If this is done, all dependencies lie down exclusively on the RR and only a
single minimization procedure for all histograms is needed. This way, the in-
formation across slices is used coherently (contrarily to what was done in the
previous section, in which the information was not shared and then used inco-
herently).

From now on, the MC information will be used to find the functions that
better describe every family of parameters across the slices.

6.2.1 Parametric Functions

Using the MC information, one can study separately the signal contribution (the
one formed by kaons) and the background, and look for appropriate models
describing each family of parameters.

As it will be explained later, the minimization procedure uses the Migrad
algorithm [172], which uses first and second —numerical— derivatives to reach
the minimum, hopefully in a finite amount of time. In order for Migrad to find a
proper minimum with a well-defined error matrix, one needs to make sure that
the function to be minimized and its derivatives are well-behaved (namely, that
a small variation in one of the parameters generates a small variation on the
function).

The parametric functions that are going to be presented next have been
selected to fulfil two requirements: first, to properly describe the dE

dx
distributions;

and second, to ensure a good convergence of the Migrad minimization algorithm.

6.2.1.1 Signal Parametrization

In Figure 6.3 different signal slices (formed exclusively by reconstructed objects
associated to true kaons) are presented. Two different contributions can be
observed. The one in the right, which is the ‘pure’ signal that needs to be
characterized, and the one in the left, formed by reconstruction errors or miss-
associations of cosmic rays’ hits. The one in the left, as it will be seen afterwards,
is partially absorbed by the background contribution, so in this section we are
only trying to parametrize the pure signal.
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Figure 6.3: Signal distribution for different residual range slices. The big peak
corresponds to the real contributions, whereas the left distribution of points are
caused by reconstructed errors and miss-associated cosmic rays’ hits. The red
line corresponds to a double Landau-Gauss fit.

Each residual range slice can be fitted independently to a sum of two Landau-
Gauss distributions, as can be seen in Figure 6.3. The four parameters describing
the Landau-Gauss of the pure signal can be represented as a function of the RR
(see Figure 6.4). The red line present in some of the plots corresponds to the
parametric function describing the behaviour across slices, and they are given by
equations 6.1, 6.2 and 6.3. In these equations, x represents the residual range in
cm, and the parameters used to describe each one of them are different from one
another (in other words, α in equation 6.1 is different from α in equation 6.2 or
6.3). Normalization is left constant across the slices.

σS,L(x) = (
α

x
− 1)/x+ β (6.1)

µS(x) = α

[
βx− 1

βx+ 1
+ γ

]
(6.2)

σS,G(x) =
α

x+ 1
+ β (6.3)
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Figure 6.4: Dependence of the Landau-Gauss parameters with the residual
range. The error bar is given by the fit result. The red line represents the chosen
parametrization, given by the equations 6.1, 6.2 and 6.3.

6.2.1.2 Background Parametrization

In Figure 6.5 different background slices (formed by reconstructed objects that
have no true kaon associated) are presented. In general, the background contri-
bution is quite homogeneous along slices, and they can be fitted to a Landau-
Gauss function too.

In Figure 6.6 the evolution of the different parameters with the residual range
slice is presented. All of them are almost constant along slices, and are left as a
constant during the Coherent Fit. Only the most probable value is assumed to
have a linear variation with the RR:

µB(x) = α + βx (6.4)

6.2.1.3 What-Is-Left Parametrization

As previously presented, signal and background contributions are easily de-
scribed as Landau-Gauss distributions. However, there are some leftover regions
which have no easy description (see the left group of points present in each plot
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Figure 6.5: Background distribution for different residual range slices. The red
line corresponds to a Landau-Gauss (plus constant) fit. The constant is added
to take into account the homogeneous layer of counts covering all the X-axis,
which would have strongly driven the fit otherwise.

of Figure 6.3, or the ones visible just at the right of the main peak in Figure
6.5-top-left, or the layer of points covering all the X axis homogeneously in each
slice of Figure 6.5). Furthermore, these regions of points overlap with each other
when the whole sample is represented. In other words, describing appropriately
this region between both peaks is not easy. However, it is necessary, because
the fit procedure (which will be explained in the next section) is a maximum
likelihood fit, thus heavily driven by low statistics. In order to find an appro-
priate description, the following approach was developed: once the signal and
background descriptions were known, the whole sample was fitted to the fixed
signal and background distributions with and additional contribution, meant to
consider this non-yet-fitted regions.

Several options for this extra contributions were tried. The first one was,
of course, a Gaussian function, provided that, in general, any distribution with
sufficiently high or sufficiently low statistics can be fitted to a Gaussian. It
worked well when signal and background contributions were fixed, but it did not
work when everything was left free in the last stage of the fitting algorithm.

Next option was, for the sake of coherence, another Landau-Gauss distribu-
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Figure 6.6: (Almost non) dependence of the Landau-Gauss parameters with
the residual range. The error bar is given by the fit result.

tion, which worked well in this stage and also in the last stage of the fitting
procedure. Each residual range slice was fitted then to the (fixed) signal plus
background distribution plus an additional Landau-Gauss function with no con-
straints to its parameters. Then, the dependence of each family of parameters
with the residual range was studied. Only a clear dependency was found for σL

(shown in Figure 6.7):

σW,L(x) =
α

x+ 1
+ β, (6.5)

whilst the other three parameters, µW , NW and σW,G were left as constants across
slices.

6.2.2 Minimization Procedure

Now that every family of parameters has been parametrized as a function of RR,
we can proceed to explain the fitting procedure. Since the 1D dE

dx
histograms

represent counts, the fit is based in a maximum likelihood estimation method
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Figure 6.7: σL dependence for the what-is-left contribution.

[173] in which the function l is maximized

l =
∑
i

∑
j

P

[
f

(
RRi,

dE

dx j

)
;M

(
RRi,

dE

dx j

)]
, (6.6)

where i runs over RR slices and j runs over dE
dx

bins. f is the measured distri-
bution and it is normalized at every RR such that

∑
j

f

(
RRi,

dE

dx j

)
= 1; (6.7)

M is the proposed model, and is given by

M

(
RRi,

dE

dx j

)
=

∑
k=B,W,S

[
Ni,kLG(

dE

dx j
;µi,k, σi,k;L, σi,k;G)

]
, (6.8)

where subscripts B, W and S refer to background, what-is-left and signal con-
tributions, respectively. LG represents the Landau-Gauss distribution. Implicit
RR dependence is assumed for each parameter µk, σk,L, and σk,G, following the
parametric functions described in the previous sections. The model is normalized
at each slice so that

Ni,B +Ni,W +Ni,S = 1. (6.9)

Finally, P represents the Poisson probability density function (p.d.f)

P (n,m) =
mnem

n!
. (6.10)

In other words, we look for the set of parameters described in the previ-
ous sections that make the distribution M more likely to have generated the
measured distribution f slice by slice and bin by bin.
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The minimization procedure is done with the program TMinuit of the ROOT
software [174], concretely using the MIGRAD algorithm [172]. It is a variable-
metric method with inexact line search, a stable metric updating scheme, and
checks for positive-definiteness. The main weakness, as previously stated, is that
it depends heavily on the knowledge of the first derivatives, and it is very likely
to fail if they are very inaccurate or sensitive.

6.2.3 Fit Algorithm
Although the Coherent Fit allows to substantially reduce the number of param-
eters used to characterize the K+ energy loss and consider correlations, it is
needed to develop a proper algorithm that guarantees the convergence of the fit
in MC and data. Such algorithm proceeds as follows:

1. MC is separated in signal and background distributions. Signal is fitted
incoherently at each RR slice (as shown in Section 6.1). From the obtained
results, a first approximation of the coherent parameters can be done.
Repeat for background.

2. MC signal is fitted coherently across all RR slices using as a seed for the
fit the results obtained in 1. Repeat for background.

3. MC signal and background are left constant to the values obtained in 2
to estimate the best description for the so far non-considered part of the
distribution (a.k.a what-is-left).

4. The whole MC sample is fitted coherently using as a seed the results ob-
tained in 2 and 3.

5. Data sample is fitted coherently using as a seed the results obtained in 4.

In this way, the estimation of the parameters is guided from what is known
(MC true information) to what is unknown (data samples).

6.3 Fit Results
The Coherent Fit approach provides a good convergence for MC and data as
well, with a well-defined positive error matrix. In Figure 6.8 an example of the
fits is presented. All histograms with their corresponding fits can be found in
Appendix A. We can make here some general appreciations:
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• The pulls show in general a good behaviour, being distributed between ±
1.

• The statistical fluctuations are more evident in data than in MC. Even
though data and MC have similar statistics, having MC thinner distribu-
tions makes them smoother.

• The model has problems to describe the far right end of some of the his-
tograms, since the Landau-Gauss functions tend to zero whereas the ho-
mogeneous layer of entries covering the X axis does not. This happens for
histograms where the X axis extends further away from the peaks’ region,
as in Figures A.13, A.14 or A.24. It was considered the option to add a
constant to take care of that effect, but then normalizing the model would
have been more complicated. Nevertheless, this effect is small on the over-
all result of the fit, as seen in the pulls, mainly because these regions are
indeed far away from the peaks we are trying to describe.

• The region between peaks is better described in data than in MC. This is
due to the resolution of the peaks being worse in data than in MC, and
it happens that the main two peaks are covering almost completely that
region.

• The what-is-left contribution behaves differently in data than in MC. This
a consequence of what was explained in the last point: this contribution
was added to account for the region between peaks. Since this region is
not well defined in data and can be covered by the two main contributions,
the third one is somehow hidden below the main background peak and
has a small effect. On the other hand, in MC, this third contribution is
placed between peaks because this region is more clear and needs to be
considered. An agreement had to be found to describe equally data and
MC, and this option was the one working properly in both samples.

• Particularly, the model has problems to describe the last slice in MC (see
Figure A.30).

Despite these previous comments, it is important to notice here that just
using 17 parameters (8 for signal, 5 for background, and 4 for what-is-left) it
has been possible to fit 30 residual range slices to a sum of three Landau-Gauss
distributions each, which would have used 360 parameters if they had been fitted
incoherently. Also, it is also important to remind that the displayed fits are not
the result of individual fits, but the result of a single global fit of the coherent
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Figure 6.8: Coherent Fit result for the slice corresponding to residual ranges
between 5 and 7 cm. The dashed lines represent the individual contributions.
The bottom histograms correspond to the pulls of the fits above. Left: MC.
Right: data.



6.3. FIT RESULTS 145

parameters: this ensures that all information has been used, and that all the
slices have an effect on others.

In the following subsections, the different parametric functions of the signal
distribution will be discussed.

6.3.1 σS,L Coherent Fuction
In Figure 6.9 the σS,L is presented for data and MC. The fact that data presents
a larger width than MC is not a surprise, since this could be seen directly from
the one-dimensional histograms. In the Table 6.1 the values obtained for the
coherent parameters for data and MC are presented (remember that σS,L is
described by Equation 6.1), and in Table 6.2 the correlation coefficients obtained
from the Coherent Fit. The error of the graph is propagated by throwing random
Gaussian numbers for each parameter following the correlation coefficient.
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Figure 6.9: σS,L parametric function for data and MC. The band represents the
1σ statistical error.

Figure 6.10 shows a comparison between the MC σS,L coherent function and
the σS,L result of fitting the true signal histograms incoherently. It can be ob-
served a similar shape, it both cases, but the coherent function presents in general
a larger value of the Landau’s width.

6.3.2 σS,G Coherent Fuction
In Figure 6.11 the σS,G is presented for data and MC. As in the previous case,
data presents a larger width than MC. In the Table 6.3 the values obtained for
the coherent parameters for data and MC are presented (see Equation 6.1), and
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Table 6.1: Parameters describing the σS,L coherent function for data and MC.
Errors shown are statistical.

α (MeV cm) β (MeV/cm)
MC 4.48± 0.14 0.103± 0.002

Data 5.4± 0.2 0.141± 0.003

Table 6.2: Correlation coefficients for data and MC for the σS,L parameters
extracted from the Coherent Fit.

MC Data
α β α β

α 1 −0.242 1 −0.364

β −0.242 1 −0.364 1
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Figure 6.10: σS,L parametric function and incoherent σS,L values obtained for
MC.

in Tables 6.4 the correlation coefficients obtained from the Coherent Fit. As
before, the error of the graph is propagated numerically.

Figure 6.12 shows a comparison between the MC σS,G coherent function and
the σS,G result of fitting the true signal histograms incoherently. In this case,
the coherent function is below the result of the incoherent fits, compensating the
behaviour observed for the σS,L. This points that the global fit favours more the
Landau behaviour than the Gaussian behaviour.
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Figure 6.11: σS,G parametric function for data and MC. The band represents
the 1σ statistical error.

Table 6.3: Parameters describing the σS,G coherent function for data and MC.
Errors shown are statistical.

α (MeV) β (MeV/cm)
MC 3.95± 0.09 0.046± 0.005

Data 5.31± 1.4 0.061± 0.008

Table 6.4: Correlation coefficients for data and MC for the σS,G parameters
extracted from the Coherent Fit.

MC Data
α β α β

α 1 −0.717 1 −0.762

β −0.717 1 −0.762 1

6.3.3 µS Coherent Fuction

It is not accidental that, having presented during all this dissertation the Landau-
Gauss parameters in the order of σL, µ and σG, µS is presented now the last. It is,
of course, the most important result of this work, thus deserving the maximum
expectation possible. But, at the same time, it is presented the last one because
there is an unexpected result. In Figure 6.13 the signal MPV obtained for data
and MC is presented, in Table 6.5 the fit results and in Table 6.6 the correlation
coefficients. As it can be seen, there is good agreement between both for larger
residual rangers, however there is a clear difference when the residual range goes
to zero: data presents larger values of dE

dx
than MC.
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Figure 6.12: σS,G parametric function and incoherent σS,L values obtained for
MC.
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Figure 6.13: µS parametric function for data and MC. The band represents the
1σ statistical error.
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In Table 6.5 the results obtained for each parameter and its error are pre-
sented. Differently to what was done for the previous coherent parameters, in
this case a more comprehensive study of the errors has been done. Once Minuit
finalizes the minimization procedure, it provides what is known to be a parabolic
approximation of the error. This means that it computes the error of the param-
eters assuming that the function that has just been minimized (either a χ2 or a
likelihood) behaves as a parabola. These are the errors that have been presented
previously. However, if the found minimum is robust and has a well defined
error matrix, one can call the MINOS algorithm [175, 176] for a comprehensive
analysis of the errors. MINOS does not assume any shape of the likelihood func-
tion, instead it just follows its shape until it crosses the value (min+nσ), where
min is the minimum of the minimized function and n the number of statistical
significances desired. In the case of a χ2 minimization process, σ corresponds to
1; for a maximum likelihood minimization, σ corresponds to 0.5. When there are
more than one free parameters, the MINOS error of a parameter is defined in the
following way: the change in the value of the parameter which causes min′ to
increase nσ, being min′ the minimum of the minimized function with respect to
all of the other free parameters. In this way, MINOS is considering not only the
shape of the function, but also non-linearities and correlations between parame-
ters. Usually, the errors provided by MINOS are asymmetric. This computation
is very time consuming, so it was only performed for the µS parameters. As it
can be seen, in MC, the α, β and γ parameters have a 1σ relative statistical
uncertainty of 1%, 2% and 0.2% respectively, whereas in data they have a 2%,
3% and 0.4%. The difference is probably due to the wider distributions of data,
for which statistical fluctuations become more evident.

In Figure 6.14 the residual range slices corresponding to the region with a
different behaviour of the MPV in data and MC are presented. As it can be seen,
there is a clear discrepancy between both samples for low residual ranges, but
when residual range is close to 10 cm this discrepancy starts to disappear. This
means that the observed difference in µS is not a whim of the fitting procedure
but a real effect that the Coherent Fit is highlighting.

Finally, Figure 6.15 shows a comparison between the MC µS coherent function
and the µS result of fitting the true signal histograms incoherently. A good
agreement is observed, remarking what was said before: the observed difference
between data and MC is a real effect and it is not generated by the fitting
algorithm.
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Figure 6.14: Comparative of data and MC of the residual range slices for the
region of discrepancy between both samples. It can be observed how for lower
values than 9-11 cm, the difference is more evident.
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Table 6.5: Parameters describing the µS coherent function for data and MC.
Errors shown are statistical and have been computed by MINOS. Even though
positive and negative errors were slightly different, their first significant digit was
equal.

α (MeV/cm) β γ

MC −3.96± 0.04 0.160± 0.003 −1.420± 0.003

Data −4.63± 0.08 0.208± 0.006 −1.375± 0.005

Table 6.6: Correlation coefficients for Data and MC for the µS parameters
extracted from the Coherent Fit.

MC Data
α β γ α β γ

α 1 −0.881 −0.816 1 −0.966 −0.893

β −0.881 1 0.466 −0.966 1 0.754

γ −0.816 0.466 1 −0.893 0.754 1
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Figure 6.15: µS parametric function and incoherent µS values obtained for MC.
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6.3.4 Likelihood Weight
Looking at Figure 6.13 it may feel strange the obtained error band. Seeing the
different slices, it is clear than the signal distribution is much widther for lower
residual ranges than for larger. One would have expected to find the opposise
behaviour: larger errors for lower residual ranges than for larger. However, some
considerations need to be done. First, the available statistics for the first slices
are larger than for the last slices. This is because all tracks have and end,
meaning that all selected tracks contribute to the first slices, but not all of them
contribute to the last ones. Because of that, the statistical weight during the
minimization procedure is larger for lower residual ranges than for larger, as it
can be seen in Figure 6.16. Second, even though the signal peak is wider for the
first slices, it is clearly more separated from the background peak than for the
last slices. Considering this two things one can understand why the statistical
error shown presents such shape.

0 20 40 60
Residual Range [cm]

0.02

0.04

0.06

0.08

Li
ke

lih
oo

d 
W

ei
gh

t

MC

Data

DUNE:ProtoDUNE-SP

Figure 6.16: Likelihood weight with respect to the full likelihood as a function
of the RR slice.

6.3.5 Signal and Background: combined result
Even though we are still missing the evaluation of systematic unceratinties, it is
worth now to have a look at the two-dimensional distribution of the dE

dx
against

the residual range, in which the result of the Coherent Fit has been superimposed
(see Figure 6.17). As it can be appreciated, the agreement between the fitted
model and signal and background contributions is quite good, for both data and
MC.
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Figure 6.17: dE
dx

distribution as a function of the residual range. Top: MC.
Bottom: data. The red line represents the MPV, and the black dashed line
represents the MPV of the background, both obtained from the Coherent Fit.
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6.4 Fit Stability
The fit algorithm explained above consists in a set of sequential steps that allows
us to go from what is known (MC true information) to what is unknown (data).
Before applying the coherent fit to the whole MC sample, we estimate the seeds
for the parameters to be used during these steps: first, incoherent fits are applied
to the residual range slices of signal and background, then both samples are fitted
coherently on its own, and lastly the last contribution (what-is-left) is estimated.
With this, the seeds to be used to fit the whole MC sample are computed.
However, that estimation has an associated uncertainties (of the order of few
percent), so one could wonder how much stable is the algorithm with respect to
these uncertainties. Or, in other words, what is the systematic error associated
to the fitting procedure.

In order to ensure that the fit algorithm provides a good convergence within
the range of these initial estimation, or in case it doesn’t, to estimate the con-
fidence in the results we are obtaining, we repeat the last stage of the fitting
algorithm (the fit to the whole MC sample) in multiple toy experiments, in
which each seed of each parameter has been randomly varied within their es-
timation error, independently of one another. After 100 toys, the maximum
spread on the three µS coherent parameters is fit results is below 0.05, 0.07 and
0.01% for α, β and γ (see Figure 6.18). The maximum spread is defined as the
maximum variation obtained for any two toy experiments, divided by the mean
value obtained for all of them. This means that the systematic error associated
to the fit algorithm is negligible. Furthermore, this means that the developed
procedure is robust, and that the likelihood function is stable, producing almost
identical results from one toy to another.

The results presented in this Chapter were not considering yet the effect of
the detector systematic uncertainties. They will be evaluated in the following
chapter, and the final results of the dE

dx
measurement will be shown in Chapter

8.
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7Evaluation of Systematic
Uncertainties

The presence of those seeking the truth is infinitely to be preferred to
the presence of those who think they’ve found it.

— Terry Pratchett, Monstrous Regiment

The results presented so far were considering only statistical uncertainties. The
effect of systematic uncertainties will be discussed in this Chapter, which is
organised as follows: Section 7.1 describes how systematic uncertainties can
affect our analysis; the different methods to propagate these uncertainties are
presented in Section 7.2; finally, the different systematic sources are evaluated
from Section 7.3 to 7.9. The final results of this dissertation accounting for the
systematic unceratinties studied here will be presented in Chapter 8.

7.1 Effect of Systematic Uncertainties
Systematic uncertainties include –forgive the repetition– systematic differences
between data and MC after the entire simulation process (usually at reconstruc-
tion level), MC imperfections, and inaccuracies associated to some magnitudes
that are used during the analysis. Propagating them consists in studying their
effect on the final number of selected events and on the dE

dx
fitting procedure de-

scribed in the last chapter. Ideally, one should study the effect of varying basic
parameters in the MC (like the electron lifetime or the recombination effect) so
that their effect can be propagated to the entire simulation and reconstruction
chain, finally affecting all physics quantities used in the event selection and the
dE
dx

study. In this way, all correlations between the different effects would be
taken into account. However, this requires a deep knowledge of all the underly-
ing physics processes involved, in both data and MC, and large computational
and time resources to generate all possible outcomes, which is impractical. Con-
sequently, what is done in practice is to characterize some derived parameters
used during the event selection for data and MC (as the calorimetric calibration
constants) so that the differences in these parameters can be propagated.

157
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As an example of this method the simulation of the beam plug of Proto-
DUNE-SP could be mentioned. It could be possible that the MC simulation
does not reproduce exactly the pressure of the nitrogen inside the plug, which
is exposed to variations due to atmospheric conditions, leading to different in-
teraction probabilities of the beam particles in MC with respect to data. This,
at the same time, could generate differences when Pandora tries to identify the
beam particle, resulting in asymmetries between data and MC for the different
particle species and momenta. For example, it could be possible that MC has a
better efficiency than data identifying pions in comparison to kaons and protons,
producing as a result a larger proportion of pion beam events selected in MC
than in data. In view of this situation, one could try to properly characterize
the nitrogen pressure accounting for the multiple effects in it, and re-run the MC
production so that it could better reproduce the data; or simply compare the
beam particle selection efficiency for data and MC and propagate the possible
differences.

Data-MC dissimilarities can be observed in the mean and in the resolution
of the reconstruction observables, as in the case of the calorimetric calibration
constants mentioned above. These constants depend on the SCE and lifetime
corrections, which are not exactly reproduced in MC. Consequently, it may be
possible that the accuracy determining them is different in data and MC. Ulti-
mately, these differences alter the number of events passing the cuts using the
calorimetric information.

When quantifying these differences, associated uncertainties are obtained.
Thus the propagation of systematics has two steps: first, to correct the simulation
so that it reproduces better the observed data (if needed); and second, to apply
variations that account for the uncertainty in the corrections. Consequently,
they are propagated by multiple random throws (a.k.a. toy experiments). This
second step is the one accounting for the effect of the systematic uncertainties,
since it is taking into account all possible outcomes of the experiment. In general,
any systematic uncertainty can be propagated as a weight or as a variation.

Weight systematics are used for general event properties (normalisations) or
reconstruction efficiencies. After the event selection, a weight different than 1
is assigned to each event such that its contribution when represented in an his-
togram is different than the original one. The weight is variated from toy to toy
to consider the associated uncertainty. For the Coherent Fit procedure previ-
ously explained, this implies that the same event will contribute differently to
the dE

dx
histograms from one toy to another, thus a different set of 1D histograms

is obtained for each throw.
Variation systematics account for uncertainties in continuous magnitudes



7.2. PROPAGATION MODELS 159

Table 7.1: Summary of systematic uncertainties considered.

Systematic error source Propagation model Correction
Calorimetry Calibration Variation No
SCE (geometric level) Variation No
Recombination Variation Yes
Broken tracks in APAs borders Efficiency-like Yes
Beam PID Efficiency Efficiency-like Yes
Beam species composition Normalisation Yes
Beam momenta composition Normalisation Yes

and/or reconstructed observables. These magnitudes (and their derived quan-
tities) are varied for each toy experiment previous to the event selection. This
means that a given event may or may not pass the selection in different pseudo-
experiments, and it will have a different value for each of them when represented
in a histogram. Thus, migration of events from bin to bin may happen. As in
the previous case, a different set of histograms is obtained for each throw.

As a result of the propagation of the different systematic uncertainties, we
obtain a different number of events passing the selection from one toy to another,
and this variation of events is the effect of the systematic over the selection. We
also obtain a different set of dE

dx
histograms for each toy. The Coherent Fit

procedure is then applied to each set and a different result is obtained for each
pseudo-experiment. When all results corresponding to, for example, the MPV
parameters, are represented in a histogram, the width of the distribution is a
direct measurement of the effect of a given systematic uncertainty over these
parameters (and hence also over the MPV).

In both weight and variation systematics, a Probability Density Function
(pdf) needs to be assumed. In all cases treated here a Gaussian pdf will be
used. In Table 7.1, a summary of the systematic uncertainties considered for
this analysis is presented. They will be described in the following subsections,
after the different propagation methods are explained.

7.2 Propagation Models

7.2.1 Efficiency-like systematics
Efficiency-like systematics are computed by comparing well-understood con-
trol samples (CS) in data and MC, so that differences in tracking/reconstruc-
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tion/identification between data and MC can be measured. However, the analysis
samples do not satisfy (in general) the same conditions as the control samples,
so a model is needed to extrapolate the data-MC differences from the control
sample to the analysis sample. Provided that a good control sample is available,
the simplest approach is to assume that the ratio of efficiencies in the control
sample is the same that in the analysis sample:

εdata
εMC

=
εCS
data

εCS
MC

→ εdata = rCSεMC , (7.1)

where εdata and εMC are the data and MC efficiencies in the analysis sample,
and εCS

data and εCS
MC are the data and MC efficiencies in the control sample, re-

spectively. It is also deduced that rCS is the data/MC efficiency ratio in the
control sample. When a MC object has been properly (or efficiently) recon-
structed/matched/identified, it has to be weighted by the efficiency ratio in such
a way that the corrected efficiency is the one of the real data:

Weff = rCS . (7.2)
On the contrary, when a MC object has not been treated efficiently, it contributes
to the inefficiency and has to be weighted by the ratio of inefficiencies:

Wineff =
1− εdata
1− εMC

=
1− rCSεMC

1− εMC

. (7.3)

Notice here that the efficiency weight depends only on the control sample whereas
the inefficiency weight depends on the MC efficiency of the analysis sample.

In order to propagate a systematic instead of doing a simple correction, a
variation has to be done from toy to toy, as commented above. This variation
has the form of

W ′
eff = r′CS = rCS + δ · σrCS

, (7.4)
where δ is the variation in number of standard deviations and can assume positive
and negative values, and σrCS

is the uncertainty associated to the efficiency
ratio computed using the control samples. This variation is also applied to the
inefficiencies,

W ′
ineff =

1− r′CSεMC

1− εMC

. (7.5)

In the case that more than one MC object contributes to the efficiency (or in-
efficiency) of an event, the weight of the event is computed as the product of
efficiencies (or inefficiencies) of the different MC objects. Overall, a single weight
is computed for each event, so the selection does not need to be redone.
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7.2.2 Normalisation systematics
This method is applied when the systematic uncertainty accounts for a general
property of the event that is different for data and MC. Each MC event is
weighted following the variation suggested by the systematic error studies:

W = W0(1 + δ · σW ), (7.6)

where W is the weight to be applied to the MC event, W0 is the value of the
correction weight (1 when no correction is needed; different from 1 if a correction
is needed), σW is the associated uncertainty of the correction and δ is the number
of variations in number of standard deviations. As in the previous case, there is
one weight per event, meaning that the selection does not need to be redone.

7.2.3 Reconstructed observable variation
This method is used to consider differences between data and MC in the mean
or resolution of continuous variables that affect the event selection. In general,
the magnitude variation is applied as follows:

x′ = x+∆x+ δ · σ∆x, (7.7)

where x is the nominal value of the MC variable, ∆x is the correction that should
be applied such that the mean of the MC matches the one of the data, σ∆x is
uncertainty associated to the correction, and δ is the variation in number of
standard deviations. In the case that the mean of data and MC coincide but the
resolution is different, ∆x would be 0 and σ∆x would be the quadratic difference
between data and MC.

Since the variables change from one toy to another, the selection has to be
redone for each toy experiment so that the events passing or discarded during
the selection are properly considered.

7.3 Calorimetric calibration
As previously explained in Section 3.8, the TPC’s response is affected by physics
processes that may deteriorate the detector performance, so it has to be cali-
brated. From the raw dQ

dx
, the dE

dx
is obtained as

dE

dx
=

ρE(x, y, z)
β′

[
exp

(
β′Wion

dQ
dx Calibrated

ρE(x, y, z)Ccal

)
− α

]
, (7.8)
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with

dQ

dx Calibrated
=

dQ

dx SCE+τ
CY ZCXCNorm, (7.9)

meaning that several steps are applied to the dQ
dx

before it is fully calibrated.
These steps are:

• SCE correction. It modifies the position of each hit and therefore their
pitch. Thus, dQ

dx
value is affected since dx is related to the pitch. The

correction depends exclusively on the position of each hit.

• Lifetime correction. Change attenuation from the production point to the
APAs depends on the electron lifetime. A change on this quantity affects
the magnitude of the correction for the dQ

dx
. It depends on the X position

of each hit.

• Local corrections. After the two steps above, local corrections are com-
puted to erase any remaining fluctuations of the TPC response and ac-
counts for other local effects. Corrections are computed first for YZ voxels
and then for X voxels. They depend on the hits’ position and the hits’ dQ

dx
.

They are computed for each data run.

• Run normalisation. All runs are normalized to a reference value taken
arbitrarily for the detector.

• ADC calibration. It converts ADC counts into number of electrons based
on the absolute energy scale.

In order to study the systematic uncertainties associated to the entire cal-
ibration procedure, one can study the uncertainty on the computation of the
calibration constants, and from that point, only consider the error associated to
such constants. This simplifies the process since the dQ

dx
is multiplied by these

constants and, once their error is known, the propagation is trivial. This ap-
proach is the one typically followed in the literature [101, 157], usually focusing
on the systematic uncertainty of the local corrections. This is because these lo-
cal corrections are supposed to absorb the inaccuracies on the SCE and lifetime
calibrations.

These local corrections are computed using t0-tagged muons that do not stop
in the active volume, so that it can be assumed to be Minimum Ionizing Particles
(MIPs). They are tagged because they cross either the cathode plane, the anode
plane or the cosmic ray tagger. Each TPC volume is divided in voxels, and the
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mean (or median or MPV) of the dQ
dx

distribution in each voxel is scaled to match
the one of the whole volume. Fractional corrections are computed for each voxel
and, in this way, the TPC response is completely homogenized along the entire
volume. This procedure is performed in two steps: first in the YZ plane (each
detector volume is divided into 16800 5× 5× 360 cm3 voxels)

CY Z =
MPV [dQ/dx]run

MPV [dQ/dx]Y Z,run

; (7.10)

and second in the X axis (the whole volume is divided into 144 slices of 5 cm)
(see equations 7.10 and 7.11)

CX =
MPV [dQ/dx]run
MPV [dQ/dx]X,run

. (7.11)

To assign a systematic uncertainty to these constants, the following proce-
dure was followed in MicroBooNE [157]: first, the constants are computed using
all available tracks; second, the constants are computed again but now using
subsamples of the tracks utilized in the first step, binning in the angle of the
track with respect to the wires; and finally, the difference between the constants
obtained in the two steps is taken as the systematic uncertainty. The result ob-
tained was an increasing uncertainty with the binning angle. The cause of this
is the alignment of the tracks with the wires: the more parallel the tracks are to
them, the larger their pitch and their sensitivity to corrections.

This approach was reproduced in ProtoDUNE-SP [167]. Due to the limited
available statistics, only two angular subsamples could be compared, and the
average uncertainty on the dQ

dx
calibration was estimated to be 1% in the MC

and 1.8% in the data. As a conservative choice, the uncertainty in the final dE
dx

has been 3% so far.
Alternatively to this method, one can directly propagate the uncertainty on

the SCE and the lifetime corrections to the local calibration constants, providing
a direct measurement of the uncertainty of these constants. This approach will
be explained and followed in this analysis using information from the MC and
the data run 5770.

7.3.1 Space Charge Effect on calibration constants
The SCE effect, as previously explained in Section 3.8.1, is generated by the
constant high rate of cosmic rays crossing the detector. The argon nuclei are
continuously being ionized, and the ions’ drift velocity is lower than that of the
electrons. This generates a total electric charge present inside the active volume
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of the detector that is not zero, thus modifying the electric field within. This
variation affects the drift of the electrons towards the APAs when a track crosses
the detector, biasing its reconstruction [110]. As explained in Chapter 3, a 3D
correction map was obtained with a data-driven method, which provides spatial
and electric field calibrations using interpolation algorithms.

Variations on the SCE corrections can affect the computation of local con-
stants in two different ways: first by changing the voxel to which a hit is con-
tributing; second, by modifying the dQ

dx
of the hit (because of its pitch and the

diffusion). In order to quantify this effect, the local calibration procedure is re-
peated in several toy experiments in which the SCE correction map is varied from
one to another. The variations are done by Gaussian random throws with a 5%
σ, since this is the estimated error of the SCE calibration [110]. One calibration
constant per voxel is obtained for each throw. When all the values obtained for
the different toys for a given voxel are represented in a histogram, the width of
the distribution is a direct measurement of the effect of the SCE uncertainty on
that calibration constant.

When this process is done for all voxels, two different uncertainty maps are
obtained, one for YZ coordinates (corresponding to YZ local corrections, Figure
7.1 top left) and another one for X (corresponding for X local corrections, Figure
7.1 bottom). This computation is very time and memory consuming, so it was
restricted to the beam side of the detector (where the majority of the analysis
takes place).

As it can be observed, the effect of the SCE correction uncertainty is of the
order of 0.5% for both XY and X calibration constants. This is due to the fact
that SCE is smoothly parametrized and corrected, and the voxels used for the
SCE evaluation are much larger than the voxels used for the corrections.

7.3.2 Electron lifetime effect on calibration constants
The electron lifetime correction accounts for the attenuation effect during elec-
trons drifting towards the anode. The electron lifetime used is the one measured
by the top purity monitor closest to the data taking period. The error associated
to the charge ratio is 1.9% [106] (remember Equation 3.2). As for the SCE, this
uncertainty can be propagated to the computation of the calibration constants
using toy experiments. For each one of them, the charge ratio is varied by ran-
dom Gaussian throws with a σ of 1.9%, and then the electron lifetime used to
correct the charge attenuation is different from one toy to another. Note that the
relationship between the charge ratio and the electron lifetime is not lineal, so
the electron lifetimes used during the toy experiments will not form a symmetric
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Figure 7.1: Systematic uncertainty propagation of the SCE on the local cali-
bration constants. Top left: error in YZ corrections. Top right: one-dimensional
projection of the plot on the left. Bottom: error in X corrections.

distribution.
During the 6 GeV data taking period, the average RQ measured was 0.891

(that corresponds to τ ≈ 20 ms). During the 7 GeV runs, RQ was found to
be 0.720 (τ ≈ 7 ms). The MC simulation is done with a nominal τ of 35 ms,
which corresponds to RQ ≈ 0.936. The effect of the RQ uncertainty has been
studied for these three different values in the MC sample, finding no significant
differences. In Figure 7.2, the error maps are displayed for MC with τ = 35 ms.
It can be observed a similar effect than the generated by the SCE for the YZ
corrections, whereas for the X corrections it is not only is larger in average, but
also has a very well defined profile.

This profile may feel strange, considering that the charge attenuation in-
creases the further away from the APAs (located at -360 cm in the X plot).
Intuitively, one would have expected that the error on the correction of the at-
tenuation effect generated a larger uncertainty in the corrections closer to the
cathode (located at 0 cm in the X plot), and that this error would decrease to-
wards the APAs. Ideally, after applying SCE and lifetime corrections, the dQ

dx
dis-

tribution versus the X coordinate should be flat and, under these circumstances,
an error on the electron lifetime correction would generate this behaviour. How-
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Figure 7.2: Systematic uncertainty propagation of the lifetime correction on the
local calibration constants. Top left: error in YZ corrections. Top right: one-
dimensional projection of the plot on the left. Bottom: error in X corrections.

ever, in our detector, after applying the SCE, lifetime and YZ calibrations, the
diffusion effect is still present, which makes the dQ

dx
profile on the X axis non-flat

(see Figure 7.3). The local corrections are relative corrections, meaning that
they refer each voxel to the average value of the whole volume, which happens
to be located around -110 cm. Variations of the electron lifetime are generating
larger absolute variations of the dQ

dx
further away from the APAs, but the rela-

tive variation with respect to the average dQ
dx

is smaller, thus generating a smaller
uncertainty on the X calibration constants and this unusual profileť

7.3.3 SCE and Electron Lifetime combined effect
The two effects described above can be propagated simultaneously to account for
correlations or anti-correlations. In Figure 7.4 the effect on the YZ corrections are
presented for data (concretely, run 5770) and MC. Two things can be highlighted
here: first, that the combination of both effects in the MC generates a lower
effect than the one presented by the electron lifetime uncertainty alone, meaning
that they are slightly anti-correlated; second, that data and MC show a similar
behaviour, although data shows a larger mean error (as expected, since the true
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Figure 7.3: dQ/dx distribution along X axis after SCE and lifetime corrections.
The non-flat profile is due to the diffusion effect. The red line represents the
global MPV value.

corrections in data are not known).
The effect on the X corrections is presented in Figure 7.5. Both distributions

have very similar profiles, although data presents larger uncertainties.
Since no specific position dependence can be observed for the uncertainty of

the YZ calibration constants, one can take the MPV of the uncertainty in YZ
and add it quadratically to the uncertainty in X constants, which do show a
clear dependence with the X position. In this way, the systematic uncertainty
associated to the dQ

dx
as a function of the position of each hit is the one presented

in Figure 7.6. As MC uncertainty was slightly lower, the one to be used is the
one of the data. As previously commented, this computation has been done
exclusively to the beam side of the TPC, as it is where almost all our analysis
takes place. Table 7.2 translates this plot into the systematic source to be used
when propagating the systematic in the analysis. X position values have been
written in absolute values so it can be used for the non-beam side of the TPC
too, in case it is necessary.

The obtained systematic uncertainty for the calorimetry calibration is smaller
that what was obtained using the MicroBooNE approach (∼ 1.8%) for data, but
similar for MC. Further studies of this approach are needed to understand angle
dependences and run-by-run variations, so a proper estimation of the calibration
uncertainty can be obtained for each data run. Since other ProtoDUNE-SP
analysis do not consider the systematic effect on the recombination, the overall
error over the dE

dx
is assumed to be 3%. However, the recombination effect will

be directly studied on this dissertation.
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Figure 7.4: Systematic uncertainty propagation of the combined SCE lifetime
corrections on the YZ local calibration constants. Top Left: error in YZ cor-
rections for MC simulation. Top right: one-dimensional projection of the plot
on the left. Bottom Left: error in YZ corrections for run 5770. Bottom Right:
one-dimensional projection of the plot on the left.
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Figure 7.5: Systematic unceratinty propagation of the combined SCE lifetime
corrections on the X local calibration constants. Left: MC. Right: Run 5770.
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Figure 7.6: Systematic uncertainty on the dQ
dx

calibration procedure. Bins size
has been computed so the uncertainty to be applied has only one significant digit
below 1%.

Table 7.2: Systematic source for the propagation of the calorimetry calibration
systematic.

|Hit X position| (cm) σr(dQ/dx)

0-85 1.0
85-130 0.9
130-225 1.0
225-275 1.1
275-320 1.2
320-355 1.3
355-360 1.4

7.3.4 Error Propagation

This uncertainty source just studied constitutes a clear example of a variation
systematic. The dQ

dx
of each hit of each track is varied following the source of Table

7.2, generating different dE
dx

values for each hit from one toy to another. Derived
quantities as χ2 values are also affected, directly modifying the outcome of the
secondary kaon selection. The relative uncertainty for the selection is related
with the variation on the number of events passing the selection for the different
pseudo-experiments, and it is computed as the RMS of the number of events
passing the selection along all toy experiments divided by the by its average
value. With this, we can compute a total integrated uncertainty, which in this
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Table 7.3: Relative uncertainty of each coherent parameter of the MPV function
due to the systematic uncertainty on the calorimetry calibration .

α β γ

σr (%) 1.1 0.7 0.2

case is 0.3%. Additionally, we can compute a differential relative uncertainty,
as in Figure 7.7, where the uncertainty is represented as a function of χ2

K . This
depends on the observable plotted and on the binning. In this case, the χ2

K

variable is chosen because it is a summary of the dE
dx

information, and the binning
is chosen so that each bin has a significant amount of entries. The average
differential relative uncertainty is approximately 3.5%. The difference between
the integrated and the relative uncertainty points out that, even though the
final number of events passing the selection suffers a small variation, it exist a
significant migration of events between bins from toy to toy.
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Figure 7.7: Systematic uncertainty of the calorimetric calibration propagated
to the selection. The relative error is larger in the regions with lower statistics.

Apart from the selection, the effect over the dE
dx

measurement still needs to
be evaluated. The fit procedure is repeated for every set of histograms obtained,
one per toy, and the different values of the parameters are presented in Figure
7.8. The systematic uncertainty associated to each parameter is computed as
the RMS divided by the mean value of the distribution. The results obtained
are presented in Table 7.3.
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Figure 7.8: Effect of the calorimetry systematic over the coherent parameters.

Table 7.4: Modified Box Model parameters measured in ProtoDUNE-SP. The
third row corresponds to the ratio data/MC, and the error is obtained by error
propagation from the fitted parameters.

Data MC Ratio
α 0.905± 0.015 0.920± 0.015 0.98± 0.02

β 0.220± 0.007 0.212± 0.005 1.04± 0.04

7.4 Recombination
Once the dQ

dx
value of each hit has been calibrated, it still has to be converted

into the real energy deposit of the particle, dE
dx

. The relationship between the
energy deposited and the measured charge by the detector is not linear due to
the recombination effect, where some of the freed electrons are absorbed again
by some of the argon ions. In ProtoDUNE-SP this effect is simulated by the
Modified Box Model developed by the ArgoNeuT collaboration [155].

The Modified Box Model has two free parameters, α and β, which can be
estimated by comparing the measured deposited charge with the expected en-
ergy loss per unit length. The recombination analysis done in ProtoDUNE-SP
found a small discrepancy for these parameters between data and MC (see Table
7.4). While MC values are consistent with ArgoNeuT input values, data val-
ues are slightly different. This discrepancy can be implemented as a systematic
uncertainty by varying the recombination parameters in the MC to match the
ones measured in data. This, as in the previous case, is an example of variation
systematic, since it affects the dE

dx
value of each hit, hence the χ2 calculation, and

the selection has to be redone for each toy experiment.
To propagate the systematic, the MC parameters are multiplied by the ratio

data/MC, which has an associated error. From one toy to another, each ratio
is varied within this error by random Gaussian throws. Since the α and β

parameters are obtained from the same analysis and the same fit, they have a
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Table 7.5: Relative uncertainty of each coherent parameter of the MPV function
due to the recombination systematic uncertainty.

α β γ

σr (%) 4.9 3.1 2.2

correlation matrix (concretely, the correlation coefficient is 0.85) and hence, the
throws have to follow this relationship. This can be easily done in the following
way: provided a real positive defined matrix M (as in this case, a correlation
matrix), it exists a lower triangular matrix L such that

M = L× LT . (7.12)

This is known as Cholensky decomposition (particularized for real matrices).
Once the matrix L is known, given a vector of uncorrelated random numbers R,
another vector of correlated random numbers R′ can be computed as

R′ = L×R . (7.13)

Applying the Cholesky decomposition to the correlation matrix of the recombi-
nation fit, we obtain:

L =

[
1 0

0.85 1

]
. (7.14)

In this way, the parameters α and β can be varied in a correlated way1.

7.4.1 Error Propagation
The effect of this systematic over the selection can be observed in Figure 7.9. As
it can be seen, it has a larger effect than in the previous case. This is probably
due to the fact that the relationship between dE

dx
and α and β parameters is

not lineal, further distorting the larger dE
dx

values. This affects much more the
calculation of the χ2 than the previous systematic. The integrated relative error
over the selection is 4.7%, whereas the average differential error is 14.0%. As
before, the large difference between integrated and relative uncertainty is due to
the strong migration of events between bins. Table 7.5 presents the effect over
the coherent parameters.

1Yes, I agree, that one was easy.
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Figure 7.9: Recombination systematic uncertainty propagated to the selection.

7.5 Space charge geometric effect
As previously explained in Section 3.8.1, apart from modifying the dQ

dx
, the SCE

affects the reconstruction process at geometric level. Electrons drifting towards
the anode are deviated from what would be their standard trajectories due to
the fluctuations of the electric field, meaning that particles’ trajectories are not
reconstructed as they have originally happened. The effect becomes larger closer
to the faces of the detectors, where tracks are heavily shrunken. The SCE cor-
rection tries to take care of this effect, modifying the position and the direction
of particles’ hits.

These modifications have two effects on our analysis (apart from the one in
the dE

dx
described above). The first one is on the selection, since it depends on

the SCE correction:

• varying the absolute length of the tracks (as a consequence, the computa-
tion of the momentum by range changes too);

• modifying the initial and end position/direction of the tracks, affecting the
cuts that consider the relative position/direction between particles;

• and also modifying the residual range of each hit (affecting to the χ2 cal-
culations and the cut based on it).

This makes it a variation systematic. The second effect is caused by the variations
in the residual range that can generate a migration of events between residual
range slices in the fitting algorithm.
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Contrary to what was done with the dQ
dx

, there is no straightforward way to
parametrize the SCE at geometric level, so in this case it has to be propagated
directly: the analysis loop is repeated in several toy experiments in which the
absolute value of the SCE map is varied by throwing random Gaussian numbers
with a 5% width. This variation can be done globally (the same variation is
applied to all voxels) or locally (a different variation is applied to each voxel).
Both approaches had been tried, finding almost no difference in the obtained
result. The reason for this is the same as the one aforementioned: the SCE is
smoothly parametrized, and the size of the voxels describing it is very large,
reducing possible local fluctuations. Consequently, the SCE systematic is prop-
agated by applying global variations of the correction map, since they are less
time consuming than the local variations.

7.5.1 Error Propagation

Figure 7.10 shows the differential relative error due to the SCE systematic (glob-
ally variated). The effect is lower than before, with an average differential error
of 2.4% and an integrated relative error of 0.4%. In the case of the local varia-
tions, a differential relative error of 2.6% and an integrated relative error of 0.6%
was obtained. Table 7.6 presents the effect over the coherent parameters, which
again is small. The uncertainty obtained by the two methods was the same.
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Figure 7.10: SCE systematic uncertainty (at geometric level) propagated to the
selection.
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Table 7.6: Relative uncertainty of each coherent parameter of the MPV function
due to the SCE systematic uncertainty.

α β γ

σr (%) 0.4 0.7 0.1

0 200 400 600
Beam Particle End Z [cm]

0

10

20

30

40

50

310×

#e
ve

nt
s/

(1
0 

cm
)

Data
    0.01 %-e
    0.15 %-π
    0.01 %

-
k

    8.57 %+µ
    5.46 %+e
   69.53 %+π
    4.12 %+k

p   12.15 %

Data
    0.01 %-e
    0.15 %-π
    0.01 %

-
k

    8.57 %+µ
    5.46 %+e
   69.53 %+π
    4.12 %+k

p   12.15 %

DUNE:ProtoDUNE-SP

Figure 7.11: Beam particle end position for 6 and 7 GeV sample. The two peaks
at 220 and 440 cm correspond to the broken tracks in the region between APAs.
This effect is overestimated in MC.

7.6 Broken Tracks on APAs borders

As commented in Chapter 3, due to a problem with the electron diverters located
between APAs, particles passing through the detector and passing from one APA
to another are very likely to be miss-reconstructed: the track is split in two in the
region between the APAs, and the second half is commonly assigned as daughter
of the first half. This effect can be seen in Figure 7.11, where the Z end position
of the beam particles is represented. Two clear spikes can be seen around 220
and 440 cm, which are the regions between APAs.

It can also be observed the imbalance commented before: the effect of broken
tracks between APAs has been simulated in MC, but apparently it is overesti-
mated. This can bias our measurement, and hence has to be propagated as a
systematic. The effect on our analysis can be seen in Figure 7.12: the kaon
candidates starting in the region between APAs are partially a product of the
electron diverters problem, being some broken tracks that have a starting point
more upstream than what has been reconstructed. Since this affects more MC
than data, the candidates are on average shorter in MC than in data. This
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Figure 7.12: Electron diverters effect on the analysis sample. Top: kaon candi-
date’s Z start position. Bottom: schematic view of this effect. The two kaon
tracks correspond to a single kaon, so the one selected as the candidate (the
second one) is shorter than what it truly is.

implies that, in general, the 1D dE
dx

histograms corresponding to larger residual
ranges might be less populated in MC than in data.

This effect can be propagated as an efficiency-like systematic. Let’s suppose
there is a particle coming from the beam going downstream in the detector.
When it reaches the region between APAs, there is a probability (or efficiency)
ε of its trajectory being broken (thus, ending in that region). In the same way,
there is a probability 1−ε of it being properly reconstructed and ending wherever
it is meant to end.

Since we are working with secondary particles, these probabilities have to be
properly assigned. In our case, for a true candidate created before the region
between APAs and ending after it, there is a probability ε of breaking, and hence
of the reconstructed candidate to start in the region between APAs. In the same
way, there is a probability 1−ε of the true candidate not breaking, meaning that
the reconstructed candidate would start before the breaking region.
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Figure 7.13: Control sample for breaking efficiency measurement. It is formed
by 1 GeV/c µ+ π+ from the beam.

7.6.1 Efficiency Measurement with a Control Sample
To properly measure this efficiency, a control sample is needed. The control
sample chosen is formed by 1 GeV/c µ+ and π+ from the beam. This sample
is represented in Figure 7.13, where it can be seen how a significant number of
tracks reach the electron diverters region. In Figure 7.14-left, it can be observed
how, from Z = 220 cm to Z = 234, there is an excess of ending tracks, which
corresponds to the region between APAs. Because of that, the breaking efficiency
is defined as

ε =
NBroken

NZ>220

, (7.15)

where NZ>220 represents the number of tracks reaching, at least, the electron
diverters region, and NBroken represents the number of broken tracks. Naturally,
not all of the tracks ending in the region between APAs are necessarily broken,
so a small selection can be done to maximize the amount of selected broken
tracks. From the MC information it is easy to determine which tracks are truly
broken: one can simply look at the true Z end position of the track, and check
if the track truly stops near the APA region (meaning that it is not broken) or
it stops further away from it (meaning that it is broken). Broken tracks are the
ones that:

• end between Z = 220 cm and Z = 234 cm (see Figure 7.14, left), and

• the cosine of the angle formed with respect to the outcoming direction of
the daughter is larger than 0.9 (see Figure 7.14, right).
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Figure 7.14: Selection of broken tracks. Left: control sample Z end position.
Right: cosine between the track and its daughter. Bottom: selection result.

Table 7.7: Broken track efficiency measured with the control sample. The errors
shown are statistical. Upper and lower levels of the efficiency are almost sym-
metric, so the mean value is taken as the error. The error shown for the ratio is
computed by error propagation.

Data MC rCS

NZ>220 15936 20763

Nbroken 3786 9956

εCS 0.238± 0.003 0.480± 0.004 0.496± 0.007

After this small selection, the control sample has a purity of 80% (see Figure
7.14, bottom). It is important to notice here that the purity is not considering the
no-truth information, so it is interesting to see that the amount of truly broken
tracks passing the selection is very small. Now, the efficiency ratio between data
and MC can be computed. The result of the computation is presented in Table
7.7.

In order to estimate a width for the rCS variation from toy to toy, the control
sample just presented can be divided in subsamples based on the θXZ and θY Z

angles of the track (see Figure 7.15). The θXZ distribution can be divided above
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Figure 7.15: Left: θXZ angle for the selected sample. Right: θY Z angle for the
selected sample. The difference is due to an error in the beam simulation, which
enters the detector with a different orientation than data.

Table 7.8: Broken track efficiency measured for different subsamples of the con-
trol sample. Errors shown are statistical.

εCS
data εCS

MC rCS

θlowXZ , θ
low
Y Z 0.222± 0.006 0.465± 0.008 0.477± 0.016

θlowXZ , θ
high
Y Z 0.213± 0.007 0.475± 0.008 0.449± 0.018

θhighXZ , θlowY Z 0.243± 0.006 0.472± 0.007 0.516± 0.015

θhighXZ , θhighY Z 0.272± 0.008 0.492± 0.006 0.553± 0.017

and below 15◦ for data and MC, and the θY Z distribution can be divided above
and below 23◦ for data and above and below 17◦ for MC. The observed difference
between data and MC for the θY Z distribution is due to a well-known error of
the simulation, where the beam orientation with respect to the TPC is not well
implemented. The efficiencies and ratios measured for these subsamples are
presented in Table 7.8. The maximum deviation between any sample and the
main value computed before is 0.057. This value can be taken as the error, so
the ratio to be used during the propagation is 0.50± 0.06.

Finally, only the εMC on the analysis sample is needed, which can be com-
puted using the true information. The denominator of the efficiency is defined as
the number of candidates passing the selection that start above 220 cm and the
parents of which start before 220 cm and end after 220 cm. This means that the
denominator is formed by tracks broken and tracks that could have been bro-
ken. On the other hand, the numerator is formed by the candidates (subsampled
from the denominator) that start between 220 and 234 cm but which their true
starting position is outside this range, meaning that they are truly broken. Both
samples are presented in Figure 7.16. The result obtained is εMC = 0.39± 0.04.
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Figure 7.16: Sample and subsample used to compute the true efficiency of the
MC in the analysis sample.

7.6.2 Weight Assignment
As previously mentioned, since we are working with secondary particles, effi-
ciency and inefficiency weights have to be properly assigned. Because of how the
event selection is developed, only four situations (shown in Figure 7.17) can be
considered.

1. A track has been broken, being the first half ‘lost’ and the second half se-
lected. In this case, the second half starts in the region between APAs and
the angle with respect to its parent is above 0.9. This kind of candidates
need to be weighted by the efficiency ratio, so that the number of broken
tracks is the same in MC and in data.

2. A candidate starts and finishes before the breaking region, meaning that
it is not affected by the efficiency or inefficiency, so no weights need to be
applied.

3. A candidate starts naturally in the broken track region. No weight is
needed since this situation happens equally in data and MC.

4. A candidate passes through the region between APAs without being bro-
ken. In this case, the track is part of the inefficiency, thus it has to be
weighted by the inefficiency ratio.

Following this weight assignment scheme, we are obtaining a virtual migration
of events from the broken track region towards more upstream locations.
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Figure 7.17: Topologies to be considered when assigning efficiency and inef-
ficiency weights in the broken tracks systematic. From top to bottom: broken
track that has to be weighted by the efficiency ratio; non broken track that does
not have to be weighted; non broken track that starts naturally in the electron
diverters regions and does not have to be weighted; and non broken track that
has to be weighted by the inefficiency ratio.

Table 7.9: Relative uncertainty of each coherent parameter of the MPV function
due to the broken tracks systematic.

α β γ

σr (%) 0.1 0.1 0.1

7.6.3 Error Propagation

Figure 7.18-left presents the differential relative uncertainty for the χ2
K distri-

bution, the average value of which is 0.2 %. The integrated uncertainty is 0.06
%. In addition, the same distribution but for the initial position of the selected
candidates is shown in Figure 7.18-right , where it can be clearly seen how the
bins in the region between APAs suffer a migration of events towards the bins
at their left. Table 7.9 presents the error over the coherent parameters.
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Figure 7.18: Broken tracks on APAs region systematic propagated to the se-
lection. Left: χ2

K distribution. Right: Start Z distribution. The region between
peaks is merged in a single bin due to the low available statistics. The same is
done with the region at the right of the second peak.

7.7 Beam Particle Selection Efficiency
Pandora algorithms, apart from reconstructing the different objects inside the
TPC (tracks or showers) from lower pieces of information (hits, clusters) to larger
ones (tracks/showers, hierarchies), have the responsibility to find the particle
thrown at the detector by the beam, namely, selecting one of the reconstructed
particles as the beam particle.

An efficiency can be defined for this task as the amount of beam events with
an identified beam particle from all the beam events with a reconstructable beam
particle. It is worth noticing that this efficiency is not discriminating whether
the selected track is the correct one or not, it is only measuring the capability
of identifying one of the tracks as the primary particle of the event. These
studies were presented in [139], where small discrepancies were found between
data and MC depending on the particle specie coming from the beam and its
nominal momentum (see Figure 7.19). These differences can be propagated as
an efficiency-like systematic uncertainty.

Since at 6 and 7 GeV/c it is not possible to differentiate between pions, muons
and positrons, the efficiency was not measured for this sample. Because of that,
and in order to be conservative, the efficiencies considered for them are the ones
of pions and muons at 3 GeV/c, which are the ones with the largest discrepancy
and error. Table 7.10 presents the systematic source for the propagation. The
errors on the ratios data/MC are statistical and small, so in addition to these
the difference with respect to 1 will be taken as a systematic uncertainty. This
allows us to be cautious because we are not interested in measuring any particular
characteristic of the beam particle and because the expected error over the kaons’
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Figure 7.19: Beam particle identification efficiency for different particle species
and momenta. Image from [139].

dE
dx

is small, since their energy loss does not depend on which particle generated
the kaon.

As events with no reconstructed beam particle cannot pass the event selec-
tion, no event can be weighted by the inefficiency ratio. Consequently, all the
events will be weighted by the corresponding efficiency ratio (depending on the
particle specie), so at the end of the day this systematic is simply going to work
as a normalisation.

The propagation of this systematic is going to give MC events a weight dif-
ferent from 1 and it will depend on the beam particle momentum and specie.
Technically, this should not have a direct effect on our measurement, because the
measured dE

dx
of stopping kaons is independent on which particle generated the

stopping kaons. However, it might be affected secondarily due to the electron
diverters systematic propagated above: the number of particles reaching the re-
gion between APAs can depend slightly from the particle coming from the beam
and originating the secondary particles that we are looking for. For example,
protons are usually interacting more upstream inside the detector (further away
from the electron diverters) than pions. This implies than we expect a very low
effect from this systematic source.
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Table 7.10: Ratio data/MC for the beam particle identification efficiency, for
different particle species and beam momenta. The true efficiency for the analysis
sample is also presented. Errors shown are statistical. Values from [139].

Particle Momentum (GeV/c) εMC (%) rCS

e+
6 90.9 0.963± 0.002

7 92.1 0.963± 0.002

µ+ 6 94.0 0.963± 0.002

7 85.7 0.963± 0.002

π+ 6 78.3 0.963± 0.002

7 75.3 0.963± 0.002

K+ 6 80.7 0.961± 0.011

7 78.3 0.99± 0.02

p
6 78.9 0.983± 0.006

7 73.8 0.993± 0.010

Table 7.11: Relative uncertainty of each coherent parameter of the MPV function
due to the beam particle identification efficiency systematic.

α β γ

σr (%) 0.2 0.3 0.1

7.7.1 Error Propagation
Figure 7.20 presents the differential relative uncertainty, the average value of
which is 2.4 %. The integrated uncertainty is 2.4 % too. It is worth noticing
than this systematic is mainly affecting the normalization of the selection, since
the relative uncertainty profile obtained is almost flat. Table 7.11 presents the
effect over the coherent parameters. It is very small, because of the reason
just explained; this systematic affects only secondarily to other systematics, and
being propagated alone only generates statistical fluctuations.

7.8 Beam Particle Species normalisation
As originally commented, the charged beam used in ProtoDUNE-SP was formed
by e+, π+, µ+, K+ and p (and some residual negative charged particles). At 6
and 7 GeV/c of momentum, the beam instrumentation can distinguish between
kaons, protons and others. The proportion of kaons, protons and others are
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Figure 7.20: Beam particle identification efficiency systematic propagated to
the selection.

Table 7.12: Percentage of beam particle species with respect to the total number
of beam events as a function of the beam momentum. Errors are computed as
Poisson variables and the error on the ratio is computed by error propagation.

Particle Mom
(GeV/c)

% w.r.t. total RatioData MC

e+, µ+, π+ 6 83.0± 0.2 85.8± 0.2 0.968± 0.003

7 83.0± 0.2 85.1± 0.3 0.976± 0.005

p
6 11.73± 0.06 10.68± 0.05 1.098± 0.007

7 11.41± 0.07 10.86± 0.09 1.051± 0.011

K+ 6 5.23± 0.04 3.56± 0.03 1.470± 0.016

7 5.59± 0.05 4.09± 0.05 1.37± 0.02

slightly different in data and MC (depending on the momentum). This small
difference, which should not have any direct effect in our measurement, can
have an indirect effect for the same reason explained above. Because of that, a
normalisation systematic can be propagated here: the MC events are weighted
by a normalisation factor such that the proportions of different particle species
are the same as in data. In Table 7.12 the proportion of beam events of each
particle specie is presented. The ratio presented in the last column is the ratio
data/MC, which corresponds to the weight to be applied to the MC events,
depending on the particle specie and momentum of the beam particle.

As in the case of the beam particle identification efficiency, this effect is
not expected to directly affect the measurement, since the dE

dx
of the kaons is
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Table 7.13: Relative uncertainty of each coherent parameter of the MPV function
due to the beam particle normalisation systematic.

α β γ

σr (%) 0.2 0.5 0.1

independent on which particle generated the secondary kaon. Because of that,
the variation from toy to toy of the weights that are applied is not significant.
Indeed, if we applied the same weight different from 1 to all the events, we would
obtain the same result. As a conservative choice, the error of these weights is
assumed to be the difference with respect to 1.

7.8.1 Error Propagation

Figure 7.21 presents the differential relative uncertainty, the average value of
which is 4.8%. The integrated uncertainty is 4.6%. Even though this effect is a
normalisation, we can see that the effect on the distribution is non flat. Beam
kaons events are the ones being more affected by this systematic. Since they
are the ones that produce secondary kaons more efficiently, the part of the χ2

K

distribution where secondary kaons are located is the one affected the most.
Table 7.13 shows the effect over the coherent parameters, which is, as before,
small.
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Figure 7.21: Beam species normalisation systematic propagated to the selection.
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Table 7.14: Total number of beam events for each beam momentum. Errors are
statistical.

# Events Ratio Data/MCData MC
6 GeV/c 334882 463043 -
7 GeV/c 269317 150477 -
Ratio 7/6 0.804± 0.002 0.3250± 0.0012 2.475± 0.011

7.9 Beam Momentum normalisation
Another normalisation systematic can be propagated from the proportion of
beam events at 6 and 7 GeV/c momenta. This proportion is much larger in
data than in MC, as it can be seen in Table 7.14. Looking at Figure 7.22, it
can be observed how the normalized χ2

K distribution looks very similar at 6 and
7 GeV/c momenta, for both data and MC. This points out that the different
proportion between 6 and 7 GeV/c beam events for data and MC should not
directly affect the dE

dx
evaluation. However, other effects, as the quantity of tracks

reaching the electron diverters region, the beam particle identification efficiency
and the beam normalisation by specie, can depend on the initial momentum of
the particle. This, as in previous cases, might affect secondarily to our study, so
simple normalisation weights could be applied to the MC sample.
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Figure 7.22: χ2
K distribution normalized for 6 and 7 GeV/c beam events. Left:

MC. Right: data.

Nevertheless, it is necessary to be cautious when applying this weights. Since
the correction is large (2.47 � 1), and it is applied to a large fraction of the MC
events, we are increasing a lot the available statistics. An option would have been
to weight downwards the 6 GeV MC events, but since the overall statistics that we
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have are reduced in data and in MC, this would have made impossible to fit the
resulting dE

dx
distributions in MC. Thus, this option was dismissed, and it was only

possible to weight upwards the 7 GeV/c events. As the fit is a likelihood fit and
consider this fake inflation of the number events would complicate the evaluation
of the errors, we can check instead that this effect has no direct impact over our
measurement. In order to accomplish that, the Coherent Fit was repeated by
weighting the 7 GeV/c events by 1.5, 2, 2.5, 3, 3.5 and 4 (without propagating
any other systematic), and no significant differences were found in the obtained
coherent parameters apart from statistical fluctuations (see Figure 7.23). Indeed,
it can be observed how the statistical error of the parameters slightly decreases
for larger weights due to the inflation of the statistics, previously mentioned.
However, since this inflation is not directly affecting the fit result, an in order
to be conservative, we can apply the obtained weight with a large error, so that
possible correlations with previous systematics are highlighted. Thus, the weight
to be applied to the 7 GeV/c MC beam events is 2.5± 1
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Figure 7.23: Effect of applying different normalisation weights over 7 GeV MC
events on the coherent parameters.
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Table 7.15: Relative uncertainty of each coherent parameter of the MPV function
due to the beam momentum normalisation systematic.

α β γ

σr (%) 0.1 0.1 0.0

7.9.1 Error Propagation
Figure 7.24 presents the differential relative uncertainty, the average value of
which is 16%. The integrated uncertainty is 16% too. It can be observed a com-
pletely flat profile, meaning that this systematic is mostly affecting the normal-
ization. The effect is very large because the assigned uncertainty to the weight
is large (of the order of 40%). The small variation obtained for the coherent
parameters is shown in Figure 7.15.
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Figure 7.24: Beam momentum systematic propagated to the selection.





8Results

They say a little knowledge is a dangerous thing, but it’s not one half
so bad as a lot of ignorance.

— Terry Pratchett, Equal Rites

The final results of this dissertation are presented in this Chapter. The resulting
kinematic distributions after the event selection considering the effect of system-
atic uncertainties are presented in Section 8.1. The final evaluation of the kaons’s
dE
dx

is presented in Section 8.2. Section 8.3 closes the chapter with a discussion
regarding the next steps to follow with respect to the kaon studies.

8.1 Secondary Kaon Selection

8.1.1 Evaluation of systematic uncertainties
Now that all systematic sources have been evaluated and propagated in Chapter
7, it is time to propagate all of them simultaneously so correlations or anti-
correlations can be considered during the event selection. Table 8.1 shows a
summary of all the previous systematic uncertainties propagated independently
and the result of propagating all of them together. The beam momentum nor-
malization systematic has been excluded of this evaluation, since it was inflated
to account for possible secondary effects on the dE

dx
evaluation and its error was

highly overestimated (on purpose), and it was affecting only the normalization on
its own. The differential relative uncertainty for the χ2

K distribution is presented
in Figure 8.1. The integrated uncertainty is 7.9%, whereas the average relative
uncertainty is 19.2%. The difference between both values indicates that there is
a strong migration of events between bins in the different toy experiments. The
systematic uncertainties have been applied to the analysis in such a way than
the ones affecting others have been applied first.
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Figure 8.1: All systematic uncertainties propagated to the selection.

8.1.2 Signal and Background Distributions
In Figure 8.2 the χ2

K , length, Z initial and end position distributions are pre-
sented for the whole sample, accounting for both systematic and statistical errors.
Several things can be noticed here. First, it can be observed how the system-
atic uncertainty on the χ2

K distribution is larger than the uncertainty on the
other distributions. This is because the evaluated uncertainties of the calorimet-
ric calibration and the recombination generate a significant migration of events
in dE

dx
related variables, whereas the migration generated by the Space Charge

geometric effect and the breaking tracks is smaller. Second, we can observe a
good agreement in the Z starting and ending position of the selected sample,
although in the ending position there is a discrepancy in the region between the
first and the second APA (Z ∼220 cm) that is not present in the starting posi-
tion. This means that the systematic considering the effect of the broken tracks
in the electron diverters region has corrected well the excess of tracks starting
in the electron diverters region but is still under-correcting the excess of tracks
ending in that region. Third and final, it can be observed how there is a larger
accumulation of shorter tracks in data than in MC. This can be also observed in
the starting and ending Z distributions: looking at the first three bins of both
plots, it can be noticed that MC tracks start before than data tracks, and that
data tracks end before MC tracks. This, as a result, generate shorter tracks
in the region of the first APA. This is probably related with the SCE. It has
the largest effect near the faces of the detector, and the candidates selected are
mostly starting in the first meter of the TPC, being heavily shrunken, likely
more than MC tracks.
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Figure 8.2: Final distributions for the whole sample accounting for statistical
and systematic uncertainties. Top left: χ2

K distribution. Top right: length
distribution. Bottom left: Z start position. Bottom right: Z end position.

8.1.3 K+ Distributions
In Figure 8.3 the initial momentum, length and dE

dx
distributions are presented for

the kaon sample (by cutting below 50 in the χ2
K), accounting for both systematic

and statistical errors. In the initial momentum distribution it can be seen how
data kaons have a slightly lower initial momentum than in MC. This effect can
also be observed in the length distribution, in which data events are shorter
than MC. It is also visible how the dE

dx
is the one more sensitive to the systematic

uncertainties.

8.1.4 µ+ Distributions
In Figure 8.4 the initial momentum and dE

dx
distributions are presented for the

daughter of the candidates (mostly muons) (by cutting below 50 in the χ2
K in

the candidate distribution), accounting for both systematic and statistical errors.
The momentum distribution is narrow due to the momentum by range cut, but
not as narrow as the cut, highlighting the worst resolution of the calorimetric
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Figure 8.3: Top: initial momentum distribution with statistical and systematic
error for the signal sample. Mid: length distribution. Bottom: dE/dx distribu-
tion.

reconstruction of the momentum with respect to the length reconstruction. The
dE
dx

is more sensitive to the systematics, as in the previous case.
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Figure 8.4: Top: initial momentum distribution with statistical and systematic
error for the daughters of the signal sample. Bottom: dE/dx distribution.
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Table 8.2: Summary of the propagation of all systematic uncertainties individu-
ally over the coherent fit parameters. The last two rows represent the quadratic
addition of the individual propagations and the fully correlated study.

Systematic σrel (%)
α β γ

Calorimetry Calibration 1.1 0.7 0.2
Recombination 4.9 3.1 2.2
Space Charge Geometric Effect 0.4 0.7 0.1
Broken Tracks on APAs 0.1 0.1 0.1
Beam PID Efficiency 0.2 0.3 0.1
Beam Specie normalisation 0.2 0.5 0.1
Beam Momentum normalisation 0.1 0.1 0.0
Quadratic Sum 5.0 3.3 2.2
Total Correlated 5.3 3.3 2.5

8.2 Results on dE
dx Characterization

8.2.1 Evaluation of Systematic Uncertainties

The result of propagating all of the systematic uncertainties simultaneously in
the Coherent Fit parameters that describe the most probable value of the kaons
energy loss per unit length is presented in Table 8.2. The final distributions for
these parameters are presented in Figure 8.5, along with the results obtained at
the end of Chapter 6 (with no systematics considered). It can be observed that
the α parameters shows a preference for more negative values when accounting
for the systematics uncertainties, even beyond the statistical error. β presents
a preference for larger values after the systematics beyond the statistical uncer-
tainty of the result without systematics too. Finally, γ, shows a more similar
behaviour.

In Table 8.3 the final results for the Coherent parameters describing the
kaon dE

dx
MPV are presented for data and MC. Figure 8.6 shows a comparison

for the MPV for data and MC. It can be observed how, despite of the systematic
uncertainties, it still seems that MC underestimates K+ energy loss for low
residual ranges. Figure 8.7 shows the same plot but the data result has been
subtracted to data and MC, so that the differences and the error bars are better
comprehended.



8.2. RESULTS ON dE
dx

CHARACTERIZATION 197

Mean  4.119− 

Std Dev    0.2175

5.5− 5.0− 4.5− 4.0− 3.5− 3.0−
 [MeV/cm]α

0

20

40

60

80

100

Mean  4.119− 

Std Dev    0.2175

DUNE:ProtoDUNE-SP

No Systematics

Mean  4.119− 

Std Dev    0.2175

Mean   0.1628

Std Dev    0.005327

0.12 0.14 0.16 0.18 0.20
β

0

20

40

60

80

100

120

140

Mean   0.1628

Std Dev    0.005327
No Systematics

DUNE:ProtoDUNE-SP

Mean   0.1628

Std Dev    0.005327

Mean  1.416− 

Std Dev    0.03502

1.8− 1.6− 1.4− 1.2−
γ

0

50

100

150
Mean  1.416− 

Std Dev    0.03502
No Systematics

DUNE:ProtoDUNE-SP

Mean  1.416− 

Std Dev    0.03502

Figure 8.5: Coherent fit parameters for the signal MPV after the propagation of
all systematic uncertainties in 1000 toy experiments. The red line represents the
results obtained without systematics, and the pale band represents the associated
statistical uncertainty.

Table 8.3: Parameters describing the µS Coherent function for data and MC.
The MC uncertainties shown are first statistical (using MINOS) and second
systematic. Data uncertainty is statistical and computed by MINOS.

α (MeV/cm) β γ

MC −4.12± 0.04± 0.22 0.163± 0.003± 0.005 −1.416± 0.003± 0.035

Data −4.63± 0.08 0.208± 0.006 −1.375± 0.005



198 CHAPTER 8. RESULTS

0 20 40 60
Residual Range [cm]

4

6

8

 [M
eV

/c
m

]
Sµ

MC stat+syst
Data

DUNE:ProtoDUNE-SP

Figure 8.6: K+ dE
dx

MPV comparison for data and MC after systematic uncer-
tainty propagation.
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8.3 Future Prospects
Although we are reaching the end of this dissertation, the secondary kaon analysis
presented here can still be expanded in the near future. The most important
thing to do is to further study the observed discrepancy in kaons’ dE

dx
between

data and MC and, in the case of being confirmed, to modify the simulation chain
so that this discrepancy is properly considered.

Apart from that, having demonstrated the capability of ProtoDUNE-SP to
identify and differentiate kaons from other particle species allows us to think
about other analysis involving kaons. One of them is the measurement of the
production cross-section of secondary kaons. Using the χ2

K PID strategy, kaons
produced by the beam particle could be isolated from protons or pions, and a
measurement of their production rate for the different beam momenta could be
obtained. However, this strategy would allow to select only stopping kaons, so
an efficiency correction based on the MC would be needed. In order to reduce
the dependence in this efficiency correction, it would also be desirable to expand
the selection to non-stopping kaons by means of a likelihood fit of their dE

dx

versus residual range profile, in which the experimental profile is displaced in the
residual range axis by a free parameter to find the point with better agreement
with the theoretical profile. A likelihood could be obtained for each particle
hypothesis, and they could be dismissed by means of a likelihood ratio test.

Finally, the selection of stopping kaons has allowed to validate DUNE’s sen-
sitivity studies regarding proton decay searches. However, even though we have
demonstrated the capability to identify low energy kaons, we have also observed
than the MC simulation is overestimating the energy resolution of ProtoDUNE-
SP. Thus, it is necessary to do a deep study of the systematic differences of the
dE
dx

and repeat these sensitivity studies for DUNE’s FD with more realistic values
of energy and position resolution.
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“Why do you go away? So that you can come back. So that you can
see the place you came from with new eyes and extra colors. And
the people there see you differently, too. Coming back to where you
started is not the same as never leaving.”

— Terry Pratchett, A Hat Full Of Sky

This thesis has summarized a big part of the work carried out during the last
five years regarding different aspects of ProtoDUNE-SP, ProtoDUNE-HD and
DUNE FD11. The main result of this dissertation is the demonstration of the
kaon PID capabilities of the LArTPC technology using ProtoDUNE-SP data.
Understanding the behaviour of low energy kaons in liquid argon is fundamental
for DUNE, since the golden decay channel of the proton has a kaon in its final
state. Using the 6 and 7 GeV/c momentum beam runs taken during 2018, a
selection of secondary stopping kaons produced in hadronic reactions has been
presented. As a result, a population of approximately 1200 stopping kaons with
a purity of 50% has been obtained. This selection has been developed without
using calorimetric information of the kaons or from the PDS, demonstrating the
outstanding capabilities of the detector. The selected sample has been compared
with other samples of stopping protons and muons, and it has been shown how
they can be distinguished and identified by means of a χ2 test of the energy
loss profile. This result is of outmost importance, since it demonstrates the
capabilities of the LArTPC detector technology to study this hypothetical proton
decay process.

In addition to this, a detailed study of the kaons dE
dx

profile as a function of the
residual range has been presented. Using the MC truth information, the Coher-
ent Fit approach has been implemented, tested and validated. This has allowed
to compare the predicted profile of the simulation with the measured one in the
ProtoDUNE-SP detector. After the evaluation of the systematic uncertainties,
significant differences have been found for lower residual range values, meaning
that apparently the simulation is underestimating the kaon energy loss for low

1Past, present and future.
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momentum. This information can be used now as a new systematic uncertainty
to be considered in analysis involving kaons, as in proton decay sensitivity stud-
ies or kaon production cross-section measurements; and, naturally, to adjust the
simulation after further confirmation.

The analysis presented in this dissertation is only one of the many analyses
currently being carried out with ProtoDUNE-SP data, on account of the suc-
cessful installation, commissioning and operation from Summer 2018 to Summer
2020. During these two years, lessons were learnt and decisions were taken in-
volving the design of the future modules of DUNE’s Far Detector. Examples
presented in this thesis are the approval of arranging a temperature monitor-
ing system inside the active volume in the FD1, and the selection of the X-
ARAPUCA technology as a baseline for the PDS.

The PDS is fundamental for DUNE’s physics goals, since it is responsible of
providing the t0 for non-beam events, as for the proton decay. Different R&D
lines have been developed in the last three years to optimize the X-ARAPUCA
design, aiming one of them to find the best performing photo-sensor according
to DUNE’s requirements. Several sensor models of two manufacturers (FBK
and Hamamatsu) were thoroughly tested in different institutions. The tests
done at IFIC for more than a year have been summarized in this work, and in
agreement with the results obtained in other laboratories, it was found that HPK
models were in general better than FBK’s. Furthermore, it has been observed
that larger cell pitch models provide better gain and signal to noise ratio with no
significant increase of dark current or correlated noise, and that larger quenching
resistance models presented lower values of correlated noise. Consequently, the
HPK HQR75µm model was selected as a primary SiPM model for DUNE PDS,
and the FBK Triple Trench as a secondary one.

The last test for the PDS before the final deployment in South Dakota is the
second phase of the ProtoDUNE programme. ProtoDUNE-SP has been replaced
by ProtoDUNE-HD, which is a detector hosted by the same cryostat and that
will use the final version of all FD1 components prior to their mass production.
The installation of this new experiment was recently completed, with substantial
IFIC involvement in the cryogenic instrumentation and the PDS. At the time of
writing, ProtoDUNE-HD is awaiting at CERN for liquid argon, so that it can
be filled and operated in the near future.

All the different topics addressed in this thesis give a sense of the complexity
of a project like DUNE. The many details that need to be comprehended and
under control require a community effort at every level. However, despite the
delays and the funding problems, DUNE keeps gearing up, slowly but steady, so
that the first day of data taking will arrive at the beginning of the next decade,
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and we will be able to keep studying neutrinos beyond.





AFits to histograms

In this appendix all residual range slices with their corresponding fits are dis-
played.

5 10 15
dEdx [MeV/cm]

0.0

0.2

0.4

0.6

0.8

P
ro

ba
bi

lit
y 

de
ns

ity

DUNE:ProtoDUNE-SP MC

0.0

0.2

0.4

0.6

0.8

P
ro

ba
bi

lit
y 

de
ns

ity

5 10 15

dEdx [MeV/cm]

3−
2−
1−
0
1
2
3

P
ul

ls

5 10 15
dEdx [MeV/cm]

0.0

0.2

0.4

0.6

P
ro

ba
bi

lit
y 

de
ns

ity

DUNE:ProtoDUNE-SP Data

0.0

0.2

0.4

0.6

P
ro

ba
bi

lit
y 

de
ns

ity

5 10 15

dEdx [MeV/cm]

3−
2−
1−
0
1
2
3

P
ul

ls

Figure A.1: Coherent Fit result for the slice corresponding to residual ranges
between 1 and 3 cm.
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Figure A.2: Coherent Fit result for the slice corresponding to residual ranges
between 3 and 5 cm.
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Figure A.3: Coherent Fit result for the slice corresponding to residual ranges
between 5 and 7 cm.
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Figure A.4: Coherent Fit result for the slice corresponding to residual ranges
between 7 and 9 cm.
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Figure A.5: Coherent Fit result for the slice corresponding to residual ranges
between 9 and 11 cm.
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Figure A.6: Coherent Fit result for the slice corresponding to residual ranges
between 11 and 13 cm.
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Figure A.7: Coherent Fit result for the slice corresponding to residual ranges
between 13 and 15 cm.
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Figure A.8: Coherent Fit result for the slice corresponding to residual ranges
between 15 and 17 cm.
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Figure A.9: Coherent Fit result for the slice corresponding to residual ranges
between 17 and 19 cm.
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Figure A.10: Coherent Fit result for the slice corresponding to residual ranges
between 19 and 21 cm.
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Figure A.11: Coherent Fit result for the slice corresponding to residual ranges
between 21 and 23 cm.
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Figure A.12: Coherent Fit result for the slice corresponding to residual ranges
between 23 and 25 cm.
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Figure A.13: Coherent Fit result for the slice corresponding to residual ranges
between 25 and 27 cm.
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Figure A.14: Coherent Fit result for the slice corresponding to residual ranges
between 27 and 29 cm.
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Figure A.15: Coherent Fit result for the slice corresponding to residual ranges
between 29 and 31 cm.
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Figure A.16: Coherent Fit result for the slice corresponding to residual ranges
between 31 and 33 cm.
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Figure A.17: Coherent Fit result for the slice corresponding to residual ranges
between 33 and 35 cm.
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Figure A.18: Coherent Fit result for the slice corresponding to residual ranges
between 35 and 37 cm.
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Figure A.19: Coherent Fit result for the slice corresponding to residual ranges
between 37 and 39 cm.
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Figure A.20: Coherent Fit result for the slice corresponding to residual ranges
between 39 and 41 cm.
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Figure A.21: Coherent Fit result for the slice corresponding to residual ranges
between 41 and 43 cm.
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Figure A.22: Coherent Fit result for the slice corresponding to residual ranges
between 43 and 45 cm.
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Figure A.23: Coherent Fit result for the slice corresponding to residual ranges
between 45 and 47 cm.
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Figure A.24: Coherent Fit result for the slice corresponding to residual ranges
between 47 and 49 cm.
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Figure A.25: Coherent Fit result for the slice corresponding to residual ranges
between 49 and 51 cm.
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Figure A.26: Coherent Fit result for the slice corresponding to residual ranges
between 51 and 53 cm.
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Figure A.27: Coherent Fit result for the slice corresponding to residual ranges
between 53 and 55 cm.
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Figure A.28: Coherent Fit result for the slice corresponding to residual ranges
between 55 and 57 cm.
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Figure A.29: Coherent Fit result for the slice corresponding to residual ranges
between 57 and 59 cm.
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Figure A.30: Coherent Fit result for the slice corresponding to residual ranges
between 59 and 61 cm.
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