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“Reason is, and ought only to be the slave of the passions, and can never pretend 

to any other office than to serve and obey them.” 

David Hume  
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Foreword 

Each cognitive ability contributes some functionality, but the convergence of all 

enables us to carry out the most complex executive function: decision-making. Our future 

depends on our decisions. The consequences of our choices give rise to the paths we 

traverse, which essentially define our lives. The process of decision-making has 

concerned us since classical philosophy: why do we decide what we decide? Is there a 

best decision? What is the path to reaching it? Reason or emotion? These questions have 

guided the field of decision-making study, with economics making the primary 

contributions over the past two centuries. Today, cognitive sciences and neuroscience take 

the baton and seek to update classical models and theories by providing evidence on 

human nature and how it shapes our decisions. This doctoral thesis is placed within this 

frame. 

Section 1 contains the general introduction, beginning with a brief historical 

overview of the main contributions from economics and culminating in the development 

of Prospect Theory by Kahneman and Tversky. From there, the main criticisms of 

classical approaches and the emerging alternative lines of thought that guide cutting-edge 

studies on decision-making are detailed. Once the object of study of this thesis has been 

outlined within the provided framework, the main objectives are defined, accompanied 

by a comprehensive explanation of the studies employed to address them. 

Section 2 presents these studies. Specifically, the scientific articles obtained after 

their completion have been included. Eight of them are in their original format, as they 

were published in international and influential journals. Study 9, however, is presented in 

its final version, which is under review at the time this thesis is deposited. 

Section 3 consists of a general discussion on the results obtained in the nine 

studies, structured according to the objectives proposed in Section 1. This section also 

includes the common limitations across all our studies, as well as proposals to overcome 

them and avenues for future research. Finally, a general conclusion is drawn, integrating 

the knowledge contributed by this thesis and presented in bullet-point format. 

Section 4 contains all the references cited throughout the doctoral thesis, 

following the format specified by the American Psychological Association (APA), in its 

seventh version.  
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1. Do we make good decisions? 

When studying the cognitive capacities of the human being, it is customary to first 

establish a criterion that indicates its normative functioning. After empirically observing 

a representative percentage of the population, it is possible to employ statistical tools to 

describe the central tendency of the scores. This methodology not only provides 

information on typical performance, but also allows for the detection of significant 

deviations from the normative standards in specific contexts or when affected by 

pathologies (Evans, 2014). For example, human auditory capacity ranges from 20 to 

20,000 hertz (Lasrado, 2019), and an audiometry test could detect hearing loss. On the 

other hand, our short-term memory capacity was estimated to be 7 ± 2 units of information 

(Miller, 1956; Saaty & Ozdemir, 2003), and a simple memory test could indicate that 

someone who remembers 20 words has above-average capacity.  

By relying on empirical data, this normative criterion serves a dual purpose: it 

describes human nature and acts as a watchdog when something deviates from it, in any 

direction. Additionally, it prevents biased interpretations: in the absence of an objective 

benchmark, anyone could judge our capacity based on inadequate criteria. For example, 

even someone who retains 20 words in their immediate memory, a lot for a human, would 

appear to have serious cognitive limitations if compared to a computer. In Einstein's 

words, "...if you judge a fish by its ability to climb a tree, it will live its whole life 

believing it is stupid." Therefore, it is crucial to establish an appropriate criterion that 

allows for evaluations to be made in comparison to our true nature. 

But what happens when we evaluate our capacity to make decisions? We are 

constantly deciding, consciously or unconsciously, between a few or infinite alternatives, 

with different degrees of importance —from trivial decisions to decisions where our life 

is at stake—, and with different degrees of certainty —from complete certainty of what 

the outcome of our choice will be, to decisions that will not have clear results in 20 years, 

maybe never—. What criterion determines which decision should be made? How can we 

know if someone is making good decisions or, on the contrary, is constantly failing and 

putting their economy, health, or future at risk? In trying to answer these questions, the 

study of decision-making under uncertainty has been mainly linked to economics. Thus, 

what is considered a good decision would be determined by the criterion of economic 

rationality (Bossaerts & Murawski, 2015). 
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2. Homo economicus and the economic rationality criterion 

Adam Smith is considered the precursor of modern economics with his 

foundational work, The Wealth of Nations (1776). Smith could have been one of the first 

behavioral economists, as he included important psychological aspects such as individual 

motivations in his doctrine (Ashraf et al., 2005). However, as economics grew as a 

scientific discipline, it became infused with pragmatism and strong mathematization, 

which led it to abandon many of these psychological factors in order to isolate the aspects 

it considered strictly essential for the analysis of economic behavior (Morgan, 2006; 

Thaler, 2018). Thus, from Smith, only the idea that the individual is selfish and acts in 

their self-interest was preserved; from other notable authors such as Jeremy Bentham or 

John Stuart Mill, the belief that we always seek to maximize pleasure or utility and avoid 

pain was inherited; and in the 20th century, Frank Knight assumed that the individual has 

extensive knowledge of their environment and is able to accurately calculate which option 

will bring them the greatest utility (Ashraf et al., 2005; Hernandez, 2012; Morgan, 2006).  

These ideas sowed the germ of the behavior model that most economic theories 

still base themselves on today: the homo economicus (Thaler, 2018). Essentially, the 

model of the homo economicus assumes that the human being (1) is selfish, (2) seeks the 

option that yields the maximum utility at the lowest cost, and in order to do so, (3) is able 

to perfectly analyze all available information in their environment, which always leads 

them to (4) use the most effective and efficient means and, therefore, (5) make optimal 

decisions (Mullainathan & Thaler, 2015; Thaler, 2017).  

From these premises, developed and refined for over 200 years through different 

economic theories, the concept of economic rationality arises. Simply put, economic 

rationality is the degree to which an individual resembles the homo economicus. Thus, 

since we should always pursue maximum benefit in every decision we make and we 

should be capable of accurately calculating which option provides that benefit, choosing 

that option would be rational. In contrast, choosing any other alternative would be 

irrational. In economics, irrationality is often considered synonymous with error as it 

represents calculation errors or difficulties in following the laws of logic (Felin et al., 

2017; Kahneman, 2003; Koehler & Harvey, 2004). Even when we choose an option that 

is also good, it would still imply a deficit, as the optimal option was left unchosen. 

Therefore, anyone who does not adhere to economic rationality would be demonstrating 

“ineptitude” or a poor ability to make decisions. 

8



3. A “nudge” towards rationality 

Herbert Simon (1955) criticized homo economicus' infinite processing 

capabilities and advocated for limited and context-dependent rationality (Simon, 1956). 

He argued that biological constraints can limit decision-making options. Additionally, 

imperfect environmental information and human cognitive limitations, such as finite 

working memory and fatigue, make it impractical to always pursue maximum utility. 

Simon proposed a simpler strategy based on satisfying needs rather than optimizing 

outcomes (Simon, 1955, 1956). This strategy allows for fast and frugal decision-making, 

even if it may result in suboptimal outcomes. Simon's approach acknowledges the 

complexity of decision-making contexts where finding an optimal decision may be 

impossible and resource-intensive (Hernandez, 2012). Ultimately, Simon's ideas 

challenged the classical criterion of economic rationality, both as a description of human 

behavior and as a normative ideal. 

However, if an approach transcended and revolutionized both economics and 

cognitive sciences, it was the one initiated by Tversky and Kahneman with their program 

of heuristics and biases (1974). These authors identified mental shortcuts or heuristics 

that humans would use when making decisions. In line with the dual processing models 

of information (Evans, 2008; Mega et al., 2015), these heuristics would arise from system 

1, automatic, emotional and intuitive, which governs our decisions unless we make an 

effort to use system 2, effortful, logical and reflective. While system 1 could lead us to 

satisfactory decisions with little effort, it could also lead us to incur cognitive biases that 

systematically violate the axioms of economic rationality (Kahneman, 2003). Tversky 

and Kahneman's data reflected a reality that was very different from that of homo 

economicus, which once again questioned the validity of economic rationality as a 

descriptive criterion. In fact, the authors developed prospect theory (Kahneman & 

Tversky, 1979; Tversky & Kahneman, 1992) with the aim of providing a model that more 

accurately described how humans make decisions. This theory became the new gold-

standard for the study of decision-making. 

Yet, even though prospect theory (Kahneman & Tversky, 1979) posits that our 

decisions do not resemble those of the homo economicus, Tversky and Kahneman's 

approach does not break away from economic rationality as an ideal of behavior. On the 

contrary, they still assume that it would be optimal to maximize utility or adhere to the 

laws of logic, but due to our cognitive limitations and biases we have difficulties reaching 
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that ideal. In fact, a prescriptive current has emerged from this approach, which seeks to 

develop strategies to curb biases and bring us closer to economic rationality. This is the 

case of the "nudge" (Sunstein, 2014), or the libertarian paternalism policies (Gigerenzer, 

2015; Thaler & Sunstein, 2003). In this sense, it is suggested that a good way to prevent 

decision errors is by “nudging” us towards the best alternative. Choice freedom is not 

restricted, but the optimal option is pre-set by default.  

This approach has been hardly criticized, highlighting the potential risks of 

paternalistic policies, such as conflicts of interest that may arise from those who are 

responsible for nudging us in a particular direction (Gigerenzer, 2015). These issues have 

only served to further intensify the debate on the validity of the economic rationality 

criterion (Chater et al., 2018) and the notion of bounded rationality derived from prospect 

theory (Kahneman & Tversky, 1979). It is worth remembering that libertarian paternalism 

is based on our differences from the homo economicus. Would it make sense to talk about 

errors of judgment and decision-making for not being adjusted to a criterion that idealizes 

human nature? In the following section, we will summarize the main criticisms which 

support the need to disengage from the economic rationality criterion. Then, in section 5, 

we will describe the new trends in decision-making that have emerged from these 

criticisms and to which this doctoral thesis is added. 

4. Criticisms of the bounded rationality approach 

4.1.Overly simple contexts with low ecological validity 

Most decisional environments used to identify biases are known as small worlds 

or risk contexts (Chater et al., 2018; Felin et al., 2017; Gigerenzer, 2021; Volz & 

Gigerenzer, 2012). These are simplified environments where the structure and rules are 

clear and both decision alternatives and probabilities of outcomes are well defined. 

Furthermore, these contexts assume the existence of an optimal solution (Felin et al., 

2017). But in the real world, these contexts are not abundant. Instead, we use to find large 

worlds or ambiguous contexts (Chater et al., 2018; Felin et al., 2017; Gigerenzer, 2021; 

Volz & Gigerenzer, 2012) where the structure and information are imperfect, either due 

to an excess or a lack of it. In line with Simon's proposals, Gigerenzer (2021) developed 

the ecological rationality approach. This suggests that it might be possible to make the 

best decision in small worlds, where using heuristics may not be the most advantageous 

strategy. However, in complex and ambiguous environments there may not be a single 

optimal decision, and attempting to maximize outcomes could be fruitless, being 
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advisable to rely on heuristics. Gigerenzer states that heuristics are adaptive tools that 

have been acquired through natural selection and it is essential to study their usefulness 

in ecological, complex contexts, instead of risk contexts (Gigerenzer & Gaissmaier, 2011; 

Raab & Gigerenzer, 2015; Y. Wang et al., 2022). 

4.2.Lack of knowledge about heuristics and biases 

In line with the previous criticism, another problem arises from the few efforts 

made to deepen our understanding of the identified heuristics and biases. Thus, it is 

difficult to assert whether they are phenomena that affect all decisions or, on the contrary, 

could be measurement artifacts promoted by the specific small worlds. Similarly, it is 

difficult to clarify if they really decrease our decision-making performance. This is 

because they were merely labeled post hoc (Gigerenzer, 2021; Hertwig et al., 2020; 

Marewski et al., 2010; Y. Wang et al., 2022). That is, it was observed an anomalous 

behavior, usually with respect to economic rationality criterion, and it was named. 

However, their nature was not deeply explored: why and when these heuristics are used, 

when biases arise, or what psychobiological bases support them. Also, unlike utility 

maximization, heuristics and biases usually do not have a mathematical description, that 

is, they are not operationalized through formal models. This makes it difficult to test 

which strategy —utility maximization vs. use of heuristics— better predicts our decisions, 

as well as its effectiveness and efficiency in different contexts (Hertwig et al., 2020; Wang 

et al., 2022). Only by developing models could we verify whether the optimal strategy to 

reach the best option —when it is possible— is always deliberative, slow, and effortful, 

processing all the information; or if, on the contrary, a more intuitive strategy based on 

fast and frugal heuristics, not only better explains our behavior but also improves the 

performance of our decisions. 

4.3.Lack of criteria to evaluate our decisions. 

The final criticism is directed at the use of classical economic rationality as the 

sole criterion for evaluating our decision-making capacity. We have pointed out that this 

criterion is based on idealizations of human nature (Morgan, 2006). It may not be 

necessary to eliminate it as it could still be suitable for evaluating decisions in certain 

contexts, such as the small worlds. However, it may lack validity when evaluating 

decisions in other contexts where there may not exist an optimal decision. In more 

complex environments, it could be more useful to adopt another criterion such as the one 

proposed by Simon (1955, 1956), assessing whether humans are able to satisfy their needs. 
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Or, in line with the studies of Bechara & Damasio (2005), it could be assessed whether 

decisions are adaptive. In fact, it would be necessary to adopt the ecological rationality 

perspective proposed by Gigerenzer (2021) as what is adaptive in one environment can 

be detrimental in another. For example, following a utility maximization strategy may be 

good in an individualistic context but not in social or moral decisions (Camerer, 2003). 

Recent studies show how individuals with autism are very good at maximizing utility but 

at the same time exhibit more selfish decisions in social contexts, which hinder their 

adaptation (Hinterbuchinger et al., 2018). Therefore, the field of decision-making 

research should not forget about the constraints of the environment and expand its 

repertoire to evaluate decision-making capacity. Referring to Simon's scissors metaphor: 

"Human rational behavior is shaped by a scissors whose blades are the structure of the 

task environment and the computational capabilities of the actor" (Simon, 1990, p. 7). 

5. New lines in the study of decision-making 

In recent years, multiple disciplines, ranging from biology to computer science, 

have made significant strides that could address many of the criticisms described in the 

previous section. As a result, the field of decision-making research is beginning to update, 

and even slowly displace, classical approaches, giving rise to new ecological approaches 

that address the issue in a more naturalistic way, truly considering human capabilities and 

the influence of context. 

5.1.Decoding heuristics and biases 

Firstly, formal models have been developed to mathematically describe heuristics, 

enabling an objective analysis of decision-making strategies (e.g., Marewski et al., 2010; 

Wang et al., 2022). Recent studies challenge the notion that maximizing utility is always 

the best approach, showing that simple heuristics can outperform utility maximization 

even in small worlds (Hertwig et al., 2020; Wang et al., 2022). These advances align with 

the ecological rationality approach (Gigerenzer, 2021), emphasizing the importance of 

understanding when heuristics can be advantageous or harmful. In the same way, 

neuroeconomics, a field in neuroscience, examines heuristics and biases from a 

psychobiological perspective (Bossaerts & Murawski, 2015; Dolan & Sharot, 2011; 

Kenning & Plassmann, 2005). It aims to uncover the psychobiological basis for these 

behaviors and shed light on their occurrence. Recent studies also investigate factors that 

modulate the expression of biases, revealing their variability based on internal and 

external contexts (e.g., Mrkva et al., 2020). Consequently, individuals may exhibit 
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different levels of bias depending on their environment or physiological state, alternating 

between biased and rational decision-making. 

5.2.Extending the evaluation criteria 

All previous evidence supports the insufficiency of economic rationality as a sole 

criterion to analyze human decision-making capacities. However, developments have 

been made based on this criterion. For instance, the Decision-Making Competences 

questionnaire (Bruine de Bruin et al., 2012) evaluates 7 domains related to economic 

rationality, expanding the classical view by acknowledging that rationality can vary 

across different domains. Nonetheless, the current approach, as proposed by Geisler & 

Allwood (2015), advocates for evaluating decisions using multiple criteria simultaneously. 

One alternative criterion worth highlighting is the level of satisfaction derived from our 

choices. This can be approached from two perspectives: satisfying the minimum level of 

benefit an individual requires, according to Simon's classical approach (Simon, 1955, 

1956), or considering the pleasure and happiness our decisions provide. Tools such as the 

Positive And Negative Affect Scale (PANAS) (Watson et al., 1988) or physiological 

measures like the activity of the zygomatic major muscle (Schmidt et al., 2006) can be 

used to assess this aspect. Other alternative criteria indicating decision quality include 

education level, socioeconomic status, substance abuse, and self-destructive practices 

(Brugnach et al., 2011; Geisler & Allwood, 2015). 

The process followed in decision-making also becomes informative of one's 

ability since outcomes can be influenced by uncontrollable factors. This approach has 

gained significance, particularly in organizational contexts (Brugnach et al., 2011; Gore 

et al., 2006). External factors like competitors or clients may prevent the expected 

outcome, but workers who have employed appropriate strategies for the given 

circumstances still demonstrate good decision-making ability. Different contexts require 

specific cognitive capacities during the decision-making process. Some environments 

prioritize self-control, working memory, and planning ability, while others emphasize 

sensitivity to feedback and reinforcement-learning. Technological advancements now 

enable the analysis of these cognitive sub-processes, offering more detailed insights 

instead of viewing decision-making as a one-dimensional skill (Alacreu-Crespo et al., 

2020). Neurocomputational models have been developed to represent the cognitive 

processes involved in decision-making (Ahn et al., 2017; Serrano et al., 2022), aligning 

with the approach initiated by Bechara & Damasio (2005). These models help identify 
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decision-making deficits and assess specific affected abilities. Furthermore, they open 

possibilities for establishing new normative criteria tailored to human nature. By studying 

representative groups, it becomes feasible to obtain standard scores for the underlying 

cognitive abilities of the decision-making process, providing a descriptive view and 

detecting anomalies deviating from these benchmarks. Such anomalies differ greatly from 

those identified using the caricature of homo economicus as a benchmark (Morgan, 2006). 

5.3.Building large worlds 

In the quest for new evaluation criteria, it becomes necessary to assess decision-

making in ecological or real-world contexts. Small worlds offer the advantage of isolating 

decision-making from confounding factors, but the simplicity of these environments 

raises concerns about biased results and limited generalizability outside the laboratory 

(Gigerenzer, 2021; Gigerenzer & Gaissmaier, 2011; Wang et al., 2022). Alternative 

approaches propose observing decision-making processes and outcomes in natural 

contexts, such as work environments (Brugnach et al., 2011; Gore et al., 2006) or 

emergency situations involving doctors or firefighters (Gonzalez et al., 2017). Some 

authors further advocate for deliberate use of effective heuristics in real-world settings, 

such as hospitals (Gigerenzer et al., 2007; Marewski & Gigerenzer, 2012) or personnel 

selection processes (Luan et al., 2019). 

While observational approaches provide valuable insights, experimental 

manipulations for causal explanations are challenging. To overcome this limitation, 

animal models have been proposed (Constantinople et al., 2019). By recreating 

environments like those encountered by humans, researchers can study the decisions 

animals make while controlling and manipulating variables that impact the decision-

making process. Variables such as place preference, preferred feeders, fight-or-flight 

responses, and time spent scrutinizing an environment before entering can be evaluated. 

Importantly, this evaluation eliminates factors like social desirability, acquiescence, and 

lack of motivation for experimental tasks. Virtual environments are also emerging to 

recreate real-world situations while maintaining the control of laboratory settings. Serious 

games like the Assessment on Decision Making in Risk Environments (AEMIN) (De-

Juan-Ripoll et al., 2021) or the Spheres & Shield Maze Task (SSMT) (De-Juan-Ripoll et 

al., 2020) have been developed. These games simulate mazes where individuals can earn 

money or energy as they progress, presenting risky situations to assess conservative or 

risky decision-making. Although data analysis can be complex due to the abundance of 
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information obtained, advancements in machine learning methodologies (Alcañiz Raya 

et al., 2020; De-Juan-Ripoll et al., 2021) and techniques like data mining (Zhao, 2012) 

facilitate the identification of relevant variables and their interconnections, providing 

more interpretable results. 

6. State of the art and specific framework of the thesis 

In summary, we have seen that the normative criterion that still prevails when 

evaluating whether we make good decisions is economic rationality, derived from 

classical economic theories and the model by which they are governed: the homo 

economicus (Thaler, 2017). This standard has faced many criticisms over the past two 

centuries. Kahneman and Tversky's Prospect Theory (1979) showed that cognitive biases 

systematically influence human decision-making, leading us away from economic 

rationality. However, instead of questioning whether the normative standard accurately 

reflects human nature, they interpreted these biases as errors that need correction to bring 

us in line with the normative standard (Kahneman, 2003). Consequently, the concept of 

economic rationality remained unchanged. Today, there are many more criticisms of the 

abstract —even unreal— nature of the economic rationality criterion (Morgan, 2006), 

along with those specifically directed at Prospect Theory and the negative connotation it 

has on cognitive biases (e.g., Gigerenzer, 2021). This has led to important lines of research 

that, in recent decades, have enriched the field of decision-making. Essentially, these lines 

could be classified into two major pillars. 

On the one hand, beyond just identifying and labeling biases, current approaches 

aim to decipher their nature: their possible psychobiological bases and why they manifest. 

They also focus on discovering what factors modulate their expression, as it does not 

always have to be stable (Nagaya, 2021). In addition, they analyze what role a particular 

bias plays in different environments, seeing that, far from always being negative, they 

could provide an adaptive advantage in certain decision-making contexts (Haselton et al., 

2009; Santos & Rosati, 2015). On the other hand, there is a growing trend to move away 

from evaluating decision-making —and the role of biases— only in simplified contexts, 

pursuing an ecological evaluation whose results are more extrapolable to the real world 

(Gigerenzer, 2021; Volz & Gigerenzer, 2012). From animal models of decision-making 

(Constantinople et al., 2019), to virtual environments (e.g., De-Juan-Ripoll et al., 2021), 

all are focused on a more complex and representative decision-making process. In turn, 

this approach entails a change in the evaluation criterion, which is no longer limited to 
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economic rationality. Satisfaction, adaptability, health, and even the decision-making 

process itself —e.g., learning, impulsivity, or risk during the process— are indicators that 

are beginning to be integrated into new studies on decision-making and that provide a 

more complete picture (e.g., Geisler & Allwood, 2015). For example, a bias could steer 

you away from economic rationality, but be useful in avoiding risks or dangers, following 

a biological rationality. 

Both pillars essentially constitute the theoretical framework of this doctoral thesis. 

The aim is to continue shedding light on the field of decision-making, following the path 

of cutting-edge studies. However, even with well-defined lines, this field of study remains 

very broad, and it seems convenient to delimit it to make it more manageable. Thus, from 

among the many cognitive biases that affect the decision-making process and that could 

be addressed from the proposed theoretical framework, we have decided to focus the 

thesis on what is undoubtedly the most notable bias. This is the central pillar of Prospect 

Theory (Kahneman & Tversky, 1979) and the basis for many other biases that depend on 

this phenomenon. We are talking about loss aversion (Kahneman et al., 1991). 

7. A fundamental bias: loss aversion 

Loss aversion bias is the phenomenon according to which "losses loom larger than 

gains" (Kahneman et al., 1991; Kahneman & Tversky, 1979). Specifically, scientific 

literature suggests that losses would have a psychological impact 2 to 2.5 times greater 

than that of proportional gains. Thus, when faced with a decision involving a potential 

gain versus a potential loss, the magnitude of the former should be twice as large as the 

latter for gain and loss to be processed proportionally. Similarly, the pain of losing an 

amount would be approximately twice the pleasure of gaining that same amount, 

something that is empirically observable, for example, through the disproportionate 

autonomic response produced by losing (Sokol-Hessner et al., 2009; Stancak et al., 2015). 

Therefore, due to the loss aversion bias, we will be more easily moved towards avoiding 

losses than towards seeking gains, conditioning our decisions. 

It is important not to confuse loss aversion with risk aversion. Risk aversion 

specifically refers to the preference for safe options over those that involve risk. For 

example, most people would prefer to keep 100€ insured rather than play a bet in which 

they would win 200€ if it comes up heads but win nothing if it comes up tails. Economics 

has tried to integrate this effect into its models, giving it a logical explanation and 
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considering it a rational behavior (Bernoulli, 1738, 1954). However, Kahneman and 

Tversky (1984) observed that this preference is not stable and depends on context. Thus, 

the same people who avoid risking in the previous example tend to choose risk when the 

safe option involves a loss. For example, losing 100€ for sure versus playing a bet in 

which, if it comes up heads, you lose 200€, but if it comes up tails, you do not lose 

anything. This change in preferences depending on the context is known as the framing 

effect (Kahneman & Tversky, 1984; Tversky & Kahneman, 1989) and violates one of the 

main axioms of economic rationality: invariance, according to which our preferences 

would be independent of the context (Kahneman, 2003; Kahneman & Tversky, 1984). In 

addition, framing effect would depend on loss aversion, as people would change their 

attitude towards risk —choosing the bet— to avoid the psychological impact produced 

by a certain loss (Kahneman & Tversky, 1984; von Neumann & Morgenstern, 1944). Like 

the framing effect, in recent decades many other phenomena have been described that 

affect our decisions and violate the axioms of rationality, such as the endowment effect, 

the status quo bias or the disposition effect, which have also been justified as possibly 

having their origin in loss aversion (see Nagaya, 2021). 

7.1.How and where to measure this bias? 

Loss aversion  is one of the most accepted judgmental biases in the social sciences 

and uses to be considered a fundamental and generalizable principle (Gal & Rucker, 2018), 

or even a stable behavioral trait (Hadlaczky et al., 2018). The usual way to measure loss 

aversion is through decision-making tasks involving risk or small worlds, with the most 

common ones being those that present mixed bets with a 50% chance of winning and a 

50% chance of losing. The economic amounts that can be gained/lost change in each trial 

and generate different scenarios where each participant must decide whether to play the 

bet or reject it. Based on the responses that participants give to the different bets, the 

behavior of loss aversion can be estimated by calculating the parameter λ. 

This estimation can be done simply, assuming that the utility of gains and losses 

follows a linear function and checking the relative weight of −βlosses with respect to βgains, 

where β are the slopes extracted from a logistic regression in which gains and losses are 

the independent variables and the acceptance or rejection of the bet is the dependent 

variable (Tom et al., 2007). However, in their Prospect Theory, Kahneman and Tversky 

(1979) considered that the utility of gains and losses was not linear, but rather curved as 

the amounts increased. To obtain a measure of λ in line with this theory, the utility of 
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gains and losses is usually estimated separately. The utility for gains is estimated through 

the equation u(xgain) = xρ, and the utility for losses through the equation u(xloss) = - λ × (-

x)ρ. Finally, the probability of accepting a gamble is estimated through the SoftMax 

function, P(Accept) = 1/(1 + e−μ(U(Accept)−U(Reject))). As can be seen, three parameters are 

derived from this model: λ (loss aversion coefficient), ρ (the curvature of the utility 

function or risk aversion), and μ (the logit parameter). Focusing on loss aversion, λ values 

usually described in the literature are between 2-2.5 (Duke et al., 2018; Kahneman & 

Tversky, 1979; Tom et al., 2007). This means that participants accepted gambles if gains 

were at least 2 times as large as losses. 

In addition to small worlds, loss aversion has also been estimated in more complex 

decision-making contexts, extending this phenomenon beyond risk contexts. Recently, 

computational models have been developed that allow the breakdown of decision-making 

into its different subcomponents, with loss aversion being one of the main ones (see 

Serrano et al., 2022 for a review). Thanks to these models, we can estimate the level of 

this bias in complex decision-making tasks such as the prominent Iowa Gambling Task 

(IGT) (Bechara et al., 1997; Chiu et al., 2018), widely used in the clinical field to 

discriminate deficits in emotional processing that affect our reinforcement-learning 

capacity and lead to bad decisions. Currently, loss aversion has been described in more 

than fifty countries (Wang et al., 2017), from cab drivers (Camerer et al., 1997) to 

professional golfers —including Tiger Woods— (Pope & Schweitzer, 2011); in the field 

management (Jarrow & Zhaou, 2006), and politics (Berejikian & Early, 2013), but also 

in areas far from economics, such as the response to potential harmful stimuli —for 

example, aggressive faces or odors (Stancak et al., 2015; Viswanathan et al., 2015)—; 

and even in other species, such as rats (Constantinople et al., 2019) or capuchin monkeys 

(Santos & Rosati, 2015). 

In contrast, its ubiquity has been recently questioned. Gal & Rucker (2018) 

stressed that there is no firm evidence to support that losses have always more impact 

than gains and labeled this phenomenon as a fallacy. In fact, even when people are more 

responsive to losses at the physiological level, it does not always translate into greater 

behavioral loss aversion (Hochman & Yechiam, 2011). Moreover, Ert & Erev (2013) 

stated that loss aversion only would emerge under certain very specific experimental 

manipulations such as when there are large amounts at stake or when people is submitted 

to long experiments in which no feedback is provided. Nevertheless, the current position 
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is that loss aversion has moderators and a more contextualized view is advisable (Gal & 

Rucker, 2018; Mrkva et al., 2020; Nagaya, 2021). This has led to the need to better 

understand its origin and which factors modulate its expression. 

7.2.Possible emotional origin of loss aversion 

Neuroscience has found a stable neural basis for loss aversion that appears to link 

this phenomenon with the limbic system and, therefore, with our emotions. Neuroimaging 

studies reveal that our brain has an aversive system mainly composed of the amygdala 

and insula, which responds disproportionately to losses compared to how our appetitive 

system —whose central node is the striatum— responds to gains (Molins & Serrano, 

2019; Sokol-Hessner & Rutledge, 2019). Moreover, the resting-state activity of these 

systems could predict whether loss aversion will be higher or lower during the decision-

making process, explaining why not all individuals show the same level of loss aversion 

(Canessa et al., 2017). This individual variability is also beginning to be addressed from 

a genetic perspective, with certain polymorphic genes, especially those involved in 

dopamine and serotonin neurotransmission —and therefore linked to our emotions— 

showing a higher or lower level of loss aversion depending on the present allele (Voigt et 

al., 2015). However, these studies are scarce and their results very heterogeneous, 

requiring further research to draw firm conclusions. 

By the other side, both Kahneman (2011), from the field of risky decision-making, 

and Kanouse (1984), from the impression formation literature, proposed the connection 

between loss aversion and a more basic emotional phenomenon: the negativity bias. 

Negativity bias refers to the greater sensitivity to negative emotional stimuli compared 

with positive stimuli (Cacioppo & Berntson, 1994; Joseph et al., 2020), which conditions 

the processing of these stimuli. Thus, negative emotional stimuli would have a greater 

influence on our perception, judgement, and decision-making (Barros et al., 2017; 

Kauschke et al., 2019; Zeelenberg et al., 2006). As we can see, the connection between 

both phenomena seems to make theoretical sense, however, to our knowledge, only the 

study by Sheng et al. (2020) has shown that the negativity bias could, at least in part, 

predict loss aversion. It would be relevant to further address this issue because, if the 

connection between these two phenomena were confirmed, this would constitute further 

evidence of the emotional origin of loss aversion. 

In line with this possible emotional origin, several studies have suggested that the 

greater expression of loss aversion is negatively related to individuals' capacity for 
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emotional regulation (Sokol-Hessner et al., 2009, 2013). This relationship has been also 

observed between loss aversion and resting heart rate variability —HRV— (Mintoft et al., 

2012; Sütterlin et al., 2011), which is closely linked to emotional regulation (Laborde et 

al., 2017; Molins et al., 2021; Park & Thayer, 2014). However, to better understand the 

origin of loss aversion, it is important to delve into the mechanisms by which it relates to 

emotional regulation. Recent studies indicate that other more specific constructs such as 

interoception —the ability to detect and process subtle internal bodily sensations (Shah, 

Hall, et al., 2016; Zamariola et al., 2018)— or alexithymia —a personality construct 

consisting of difficulties in identifying and describing one's emotions (Shah, Catmur, et 

al., 2016; Swart et al., 2009)—, which play a key role in our capacity to regulate emotions 

(da Silva et al., 2017; Zamariola et al., 2018), are in turn related to the greater or lesser 

influence of emotions during decision-making processes. In fact, some studies suggest 

that the lower interoception or the higher alexithymia, the lesser framing effect in an 

economic decisional task (Shah, Catmur, et al., 2016). However, the possible connection 

between these constructs and loss aversion must be studied in-depth to shed more light 

on the possible emotional origin of this phenomenon and the underlying mechanisms that 

modulate its expression. 

7.3.Stress modulates loss aversion 

From individual variables such as personality traits (Boyce et al., 2016) to 

contextual aspects such as culture (Wang et al., 2017), many studies are focused on 

understanding which factors can shape loss aversion’s expression. Since the incidence of 

stress has risen markedly over the past two decades (Ward et al., 2020), and many 

decisions are made under stress, this is one of the most studied factors. 

Stress can significantly influence decision-making (Starcke & Brand, 2012), and 

specifically loss aversion (Margittai et al., 2018), although the direction remains unclear. 

In fact, currently two opposing hypotheses coexist. The “salience-of-losses” hypothesis 

proposes that acute stress reallocates resources in the brain, favoring the activation of the 

salience-network (Metz et al., 2020). This network contains regions such as the amygdala, 

which also constitutes one of the main neural bases of loss aversion (Molins & Serrano, 

2019). So, stress would enhance loss aversion (Metz et al., 2020). However, the most 

accepted is the “alignment” hypothesis (Metz et al., 2020), supported by the STARS 

model (Stress Triggers Additional Reward Salience) (Mather & Lighthall, 2012). It has 

been seen that, in rats, acute stress increases nucleus accumbens extracellular levels of 
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dopamine and firing rates in their midbrain dopamine neurons (Anstrom & Woodward, 

2005; Kalivas & Duffy, 1995). In addition, positron emission tomography (PET) studies 

suggested similar results in humans, where stress enhances striatal dopamine (Scott et al., 

2006; Wood et al., 2007). These regions play a key role in representing reward value 

(Mather & Lighthall, 2012; Rangel et al., 2008). So, with their STARS model, Mather & 

Lighthall (2012, p. 2) proposed that “stress enhances reward salience via modulation of 

the dopamine system, resulting in reward-biased learning”; i.e., stress could bias in 

weighing positive over negative aspects during the decision-making process. Therefore, 

the alignment hypothesis suggests that stress would balance the susceptibility to gains 

and losses, the former seeming more attractive, thereby reducing loss aversion (Metz et 

al., 2020). 

Although seemingly contradictory, both hypotheses may not be mutually 

exclusive and may reflect different stress phases, depending on their two main 

physiological pathways: the fast activation of the sympathetic nervous system (SNS), 

which triggers catecholamines release; and the slower hypothalamus-pituitary-adrenal 

axis (HPA-axis) activation, resulting in a secretion of cortisol (Hidalgo et al., 2019). In 

this line, a positive relationship was found between norepinephrine brain levels and loss 

aversion (Sokol-Hessner & Rutledge, 2019; Takahashi et al., 2013). Yet, concurrent 

glucocorticoid and catecholaminergic activity significantly reduced loss aversion 

(Margittai et al., 2018). So, it seems that depending on the SNS and HPA-axis activity, 

both hypotheses may be supported. Nevertheless, it is also necessary to consider that, 

depending on their nature, stressors can vary in the expression and magnitude of their 

physiological and psychological responses (Hidalgo et al., 2019). For example, it is 

known that physical or systemic stressors produce a robust Sympathetic Nervous System 

(SNS) response, whereas psychosocial stressors elicit the activation of both the SNS and 

the Hypothalamic-Pituitary-Adrenal (HPA) axis (Hidalgo et al., 2019). Thus, it is 

important not to study stress in the singular, but how different stressors —and their 

different stages— impact on loss aversion. Only then can we obtain specific answers 

about how the expression of this bias is modulated by stress. 

7.4.Possible adaptive role of loss aversion 

 So far, we have talked about approaches that try to understand the nature of loss 

aversion without evaluating whether this phenomenon would be adaptive or not. However, 

another line of research seeks to analyze whether the presence of loss aversion, far from 
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being a bias that leads us to irrationality, can favor good decision-making. Some authors 

theorize about the possible natural origin of loss aversion —in line with the possible 

genetic bases already mentioned and its connection to our affective system—, and affirm 

that this bias would have been evolutionarily selected because it fosters a conservative 

attitude in our species, avoiding dangers over the search for rewards (Haselton et al., 

2009; Santos & Rosati, 2015). This argument has also been used in relation to the 

negativity bias (Thayer & Lane, 2009). 

Empirically, it has been shown that loss aversion seems to be increased in people 

who suffer from anxiety disorders or major depression, in line with the poorer decision-

making manifested in these patients (Klumpp et al., 2012; Laeger et al., 2012; Stein et al., 

2007); this seems to contradict the possible adaptive role of this bias. However, the classic 

studies of Bechara & Damasio (2005) already revealed that patients with lesions in brain 

regions involved in emotional processing and regulation —e.g., amygdala and 

ventromedial prefrontal cortex (vmPFC)— expressed less risk aversion. These patients, 

while making more rational decisions in small worlds, were unable to learn by 

reinforcement and avoid the bad consequences of their choices when they decided in 

contexts closer to the real world. Similarly, recent evidence points to the potential 

protective role that loss aversion would play, related to less tobacco consumption 

(Thrailkill et al., 2022), less self-harm (Sagiv et al., 2019), and even fewer suicide 

attempts (Hadlaczky et al., 2018; Sagiv et al., 2019). 

Thus, new lines of research point towards the adaptive advantage that loss 

aversion could confer, although further research is required to confirm this. For this 

purpose, future studies should consider new approaches to decision-making, 

incorporating new normative criteria that go beyond economic rationality —such as 

satisfaction or health derived from our choices— and analyzing the decision-making 

process and its consequences in more ecological environments, closer to the real world.  

8. Objectives 

Based on all the above, the overall objective of this doctoral thesis is to learn more 

about the nature of the loss aversion bias and its potential adaptive role. Why, how, and 

when this bias is expressed, as well as in what contexts it may be favorable to us, are the 

questions from which the more specific objectives of the thesis are derived, which will be 

detailed below. This objective, in turn, is part of the cutting-edge lines of study in 

22



decision-making and aims to contribute to this field, shedding more light on the nature of 

human decisions and biases, moving a little further away from the classic homo 

economicus and the reign of economic rationality. 

8.1.Exploring the emotional origin of loss aversion 

The first specific objective of the thesis is focused on gathering further evidence 

that sheds light on the possible emotional origin of loss aversion. Before starting the 

doctoral program, our team had conducted a systematic review on the neural basis of this 

bias (Molins & Serrano, 2019), which already indicated the involvement of the limbic 

system in the imbalanced processing of gains and losses, resulting in greater brain activity 

for the latter. Now, the thesis begins with a new systematic review, this time regarding the 

genetic bases that could support this bias. It compiles published studies that address how 

various polymorphisms relate to a greater or lesser expression of loss aversion and 

analyzes whether the implicated genes are also related to our affective system and the 

expression of emotions. Given the scarcity of genetic studies specifically focused on loss 

aversion, this review also includes other phenomena that, as previously noted, are closely 

linked to it: these are risk aversion and the framing effect. This work has recently been 

published in the International Journal of Environmental Research and Public Health and 

can be found in the following section, under the name of Study 1. 

On the other hand, although in line with the same objective, Study 2 was 

conducted. It empirically addresses the theoretical proposals put forth by Kahneman 

(2011) and Kanouse (1984), which suggest that the negativity bias, a basic emotional 

phenomenon, may underlie loss aversion. If this is the case, individuals with greater 

sensitivity towards negative stimuli should also exhibit greater loss aversion. Since the 

negativity bias has been clearly linked to our affective system, demonstrating that loss 

aversion is related to this phenomenon would provide further evidence that its expression 

originates from an emotional response where negative events, such as losses, have a 

greater impact and are prioritized over positive events. Study 2 examines these ideas and 

provides further insights into the emotional origins of loss aversion; it was also published 

in the International Journal of Environmental Research and Public Health. 

Finally, if loss aversion has an emotional origin, its expression could be influenced 

by the individual's ability to regulate their emotions. Several studies have already 

explored this idea and have found that greater emotional regulation —as measured 

through questionnaires or peripheral physiology such as HRV— is associated with lower 
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levels of loss aversion during economic decision-making tasks (Mintoft et al., 2012; 

Sokol-Hessner et al., 2009, 2013; Sütterlin et al., 2011). However, to better understand 

the origins of loss aversion, it is necessary to explore the specific mechanisms underlying 

this relationship. In Study 3, we investigate how interoception and alexithymia, two 

constructs that underlie our capacity for emotional regulation, interact with each other 

and relate to emotional decision-making: that is, if decisions are affected to a greater or 

lesser extent by biases such as loss aversion. Study 3 addresses loss aversion through the 

framing effect and was published in the International Journal of Psychophysiology. 

8.2.Analyzing how stress modulates the expression of loss aversion 

The manifestation of loss aversion is not as ubiquitous and stable as originally 

believed. Rather, there seem to be many differences between individuals and within 

individuals depending on various moderating factors (Mrkva et al., 2020; Nagaya, 2021). 

One of the most extensively studied factors is stress, but the results obtained so far have 

been heterogeneous. Although it is clear that stress affects loss aversion, the direction and 

mechanisms of its influence are still unclear. This may be due to the fact that stress itself 

is also heterogeneous, and its influence may differ depending on the nature and phase of 

the stressor —such as early catecholamine release versus late cortisol release—. To shed 

light on the relationship between stress and loss aversion, this doctoral thesis includes 

five studies that examine the influence of different stressors on this bias. 

The first two studies examine the effects of an acute stressor in the early phase, 

specifically 5 minutes after the stressor onset. Study 4 uses vigorous exercise as a 

physical stressor that triggers physiological stress but does not affect mood or subjective 

perception of stress. This study has been published in the journal Anxiety, Stress & Coping. 

On the other hand, Study 5 uses a video of a circumcision as an emotional stressor that 

induces both physiological and psychological stress. This study has been published in the 

journal Stress. Both studies aim to investigate whether the two dimensions of stress —

physiological and psychological— have different effects on loss aversion. In contrast, 

Study 6 focuses on the later phase of acute stress, specifically 30 minutes after the stressor 

onset. This study uses the Trier Social Stress Test (TSST), which is considered the gold 

standard of laboratory stressors. It has been published in the journal Physiology & 

Behavior and aims to investigate whether the later phase of stress has a different impact 

on loss aversion compared to the earlier phase.  
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All three of the studies employ acute laboratory stressors, which have concluded 

by the time decision-making is assessed. This is a standard approach when studying the 

relationship between stress and loss aversion. However, the influence of these stressors 

may differ from that of natural stressors that occur outside of the laboratory and may still 

be present during decision-making. Study 7 was designed to address this issue during the 

context of the COVID-19 pandemic, which provided a unique opportunity. We examined 

whether the pandemic situation and the confinement measures were stressors capable of 

causing psychological distress. After confirming this, we investigated how this distress 

affects loss aversion, measured both before and during confinement. The results of this 

study have been published in the journal Retos, Revista de Ciencias de la Administración 

y Economía. 

Finally, the aforementioned studies have evaluated loss aversion through the most 

commonly used method in the scientific literature, the mixed gamble task (Tom et al., 

2007). These gambles represent risky or small-world decision-making scenarios in which 

individuals are aware of the decision options and probabilities of outcomes. However, as 

Volz & Gigerenzer (2012) noted, cognitive processes can differ during risky decisions 

versus ambiguous decisions in large worlds. Therefore, the impact of stress on decision-

making in these contexts may also differ. With the help of recent computational models 

that allow us to estimate the level of loss aversion in large worlds (Serrano et al., 2022), 

we conducted Study 8. This study utilizes vigorous exercise as an acute physiological 

stressor in its early phase but employ the IGT, a prominent ambiguous decisional task 

from which we estimate several subcomponents underlying decision-making, one of 

which is loss aversion. This study has been published in the journal Physiology & 

Behavior and investigates the influence of acute stress not only on loss aversion, but on 

the overall complex decisional process that takes place during IGT. 

8.3.Exploring the potential adaptive role of loss aversion 

Loss aversion has long been considered a "bias" with negative implications for 

our ability to make logical decisions according to the normative criteria of economic 

rationality. However, recent research suggests that many biases, including loss aversion, 

may have adaptive value and serve a biological rationality (Haselton et al., 2009; Santos 

& Rosati, 2015). In fact, they may be beneficial in our daily lives, particularly when faced 

with complex decisions where intuition may be more valuable than reason. This doctoral 

thesis aims to explore this question from different perspectives. 
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On the one hand, Study 1 itself, by reviewing the genetic basis of loss aversion, 

would also be providing evidence that this phenomenon is rooted in our genes and 

therefore, given that it has been preserved through natural selection, may have some 

adaptive value for our species. While this study would not provide a direct link between 

loss aversion and adaptive decisions, it does seek to emphasize that biases may be part of 

our most basic nature. Consequently, fighting against them may be less intelligent than 

trying to adjust the normative criteria that govern the evaluation of decision-making. 

On the other hand, the aforementioned Study 2, in addition to connecting loss 

aversion with the negativity bias, also tries to show that the latter bias can be very useful 

in large worlds. Thus, given that people with a greater negativity bias would have greater 

sensitivity to negative stimuli, they should also be more sensitive to the punishments —

economic losses— that they suffer during an ambiguous decisional task such as IGT. This 

would contribute to better reinforcement-learning and to the improvement of subsequent 

decisions made throughout the task. If negativity bias underlies loss aversion —

considered a decisional error in the small worlds— and in turn improves decisions in large 

worlds such as IGT, this could constitute evidence in favor of Gigerenzer's ecological 

rationality approach (Gigerenzer, 2021). That is, the same bias can be good or bad, 

adaptive or maladaptive, depending on the environment in which it is analyzed. 

Returning to Study 8, it addressed whether acute stress affects decision-making 

in an ambiguous environment such as the one proposed by the IGT. To this end, a 

computational model was used to disentangle the subcomponents of this decision-making, 

including loss aversion. This study allows us not only to test whether the level of loss 

aversion is altered by stress but also how it is related to the rest of the decision-making 

process. In line with Study 2, which linked loss aversion to the negativity bias and the 

sensitivity that everyone has towards negative stimuli —punishments—, stress-induced 

alteration of loss aversion may condition the ability to learn by reinforcement during IGT. 

Thus, this study aims to shed light on the adaptive role that this bias might play within 

the decision-making process. 

Finally, analyzing how the absence of loss aversion affects a population that tends 

not to manifest this phenomenon, such as autism spectrum disorder (ASD), can provide 

insights into the potential adaptive role of this bias. Individuals with ASD tend to make 

cooler and more logical decisions in individual risk contexts, less influenced by biases 

such as loss aversion (Shah, Catmur, et al., 2016). Thus, from economic models, 
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individuals with ASD would make fully rational and therefore adequate decisions 

(Camerer, 2003). However, these same individuals often struggle to adapt to the 

environment, especially when making decisions with a social component, which are 

characterized by excessive utilitarianism (Hinterbuchinger et al., 2018; Trovato, 2019). It 

has been hypothesized that these deficits could be linked to problems with emotional 

processing (Shah, Catmur, et al., 2016; Swartz et al., 2013), which could also lead to such 

logical decisions in risky contexts. However, to our knowledge, it has never been 

empirically tested whether the lower occurrence of biases in risky decisions is actually 

associated with higher utilitarianism in social contexts. To fill this gap, we conducted 

Study 9, which is currently under review in the journal Cognitive Processing. The study 

aims to provide evidence that loss aversion, as measured by the framing effect, may 

indicate good emotional processing, which is necessary to adapt appropriately in more 

complex decisions, such as those in social contexts. 
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Abstract: Risk and loss aversion are phenomena with an important influence on decision-making,
especially in economic contexts. At present, it remains unclear whether both are related, as well as
whether they could have an emotional origin. The objective of this review, following the PRISMA
statements, is to find consistencies in the genetic bases of risk and loss aversion with the aim
of understanding their nature and shedding light on the above issues. A total of 23 empirical
research met the inclusion criteria and were included from PubMed and ScienceDirect. All of
them reported genetic measures from human samples and studied risk and loss aversion within
an economic framework. The results for risk aversion, although with many limitations, attributed
mainly to their heterogeneity and the lack of control in the studies, point to the implication of multiple
polymorphisms related to the regulation of the serotonergic and dopaminergic pathways. In general,
studies found the highest levels of risk aversion were associated with alleles that are linked to lower
(higher) sensitivity or levels of dopamine (serotonin). For loss aversion, the scarcity of results prevents
us from drawing clear conclusions, although the limited evidence seems to point in the same direction
as for risk aversion. Therefore, it seems that risk aversion could have a stable genetical base which, in
turn, is closely linked to emotions, but more research is needed to answer whether this phenomenon
is related to loss aversion, as well as if the latter could also have an emotional origin. We also provide
recommendations for future studies on genetics and economic behavior.

Keywords: risk aversion; loss aversion; genetics; polymorphism; decision-making; emotions;
serotonin; dopamine

1. Introduction

According to classical economics, a rational decision-maker would follow the principle
of optimization and should always choose the prospect (decision option) with the highest
utility [1,2]. Mathematically, “the utility of a monetary gamble is a weighted average, where
each possible outcome is weighted by its probability of occurrence” [3], p. 341. However,
consider the following example: you must choose between prospect A, which offers an
85% chance to gain 1000 EUR (with a 15% chance to gain nothing), or prospect B: a certain
chance of obtaining 800 EUR. In this example, prospect A would have a utility of 850 EUR
(0.85 × 1000 + 0.15 × 0), while prospect B would have a utility of 800 EUR (1 × 800). Thus,
a rational decision-maker should choose option A. However, it has been demonstrated
that most people prefer the safe option despite its lower utility, thus avoiding the risky
option [3]. This preference for a sure outcome over a gamble with higher or equal utility is
called risk-aversion [3,4] and could constitute an anomaly regarding economic theory.

Bernoulli [5,6] provided a logical explanation whereby risk aversion could be saccom-
modated within the classical economics assumptions: people would not evaluate prospects
based on the objective outcome, but on the subjective value of that outcome. Furthermore,
Bernoulli [6] proposed that this subjective or expected utility follows a concave function,
where the difference between the utilities of 200 EUR and 100 EUR is greater than the
difference between the utilities of 1200 EUR and 1100 EUR. Therefore, the expected utility
attached to a gain of 800 EUR would be higher than the expected utility of 1000 EUR with
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a probability of 80%, even if both prospects had the same (mathematic) utility. Thus, risk
aversion may still have a place as a rational behavior within the established framework.
However, when Kahneman and Tversky [7] developed the prospect theory, they reported
anomalies that could not be easily accounted for under rational assumption. They found
that the tendency to be risk-averse is reversed, turning people into risk-seekers, when
decisions are framed in terms of loss. This phenomenon was called framing effect [3,4,8]
and is considered an anomaly since it violates one of the main axioms of rationality: the
invariance axiom [3,9], whereby the preference between prospects should not depend on
the way they are described [3,10].

An explanation to this anomaly is that human beings do not always act rationally nor
follow the strategic decision-making proposed by the classical models [11]. Many of our
decisions are fast and frugal, influenced by cognitive limitations and biases [1,9,12]. In
this line, both risk aversion and framing effect could be built on the basis of a more basic,
automatic, and emotional phenomenon [4,13]: the loss aversion bias [9,14]. In the words of
Rabin and Thaler [4], p. 226, “loss aversion is the tendency to feel the pain of a loss more
acutely than the pleasure of an equal-sized gain”. This phenomenon could account for the
framing effect, since people would not risk losing if they could choose a certain gain but
would prefer to risk rather than accept a certain loss.

There is still a debate on these issues and many economists are trying to accommo-
date anomalies within the already established, orthodox model to demonstrate that their
statements are valid. However, neuroscience is providing increasing evidence that, in
fact, risk aversion, framing effect, and loss aversion are part of the same reality, sharing a
neural bases and producing similar physiological responses [15–20]. Furthermore, such
evidence would give strength to the argument that these phenomena are automatic and
emotional in nature, rather than the result of thoughtful, planned thinking that fits into
the rationality axioms. Thus, their neural bases are composed by structures such as the
amygdala, insula or striatum [15,17], regions that constitute fundamental nodes in the
salience network and the brain’s reward system, which, in turn, are key to the production
of emotional responses [21–25].

Moreover, risk aversion is not exempt from individual variability. This heterogeneity
seems to depend on multiple factors such as age, gender or level of education, although
these only predict a small fraction of the variance in risk-taking [26]. Multiple studies
with twins (homozygous and heterozygous) have shown that risk aversion could depend
between 20% [27,28] and almost 60% [29] on genetic variations. In fact, more specifically,
studies such as Kuhnen & Chiao [30] have located some of these variations, indicating
that certain polymorphisms, such as DRD4 or 5-HTTLPR, which are related, respectively
to the differential expression of dopamine and serotonin receptors, are also associated
with different levels of risk-taking. A polymorphism denotes that the same gene can take
different forms or alleles, which will translate into different phenotypes or expressions of
that gene. Depending on the form the gene takes, risk aversion is manifested to a greater or
lesser extent. Moreover, it has been also found a relationship between the different alleles
of the 5-HTTLPR or DRD2 (similar to DRD4) polymorphisms and the different levels of
loss aversion [31,32]. As can be seen, these studies also point to the link between these
phenomena, as well as to their emotional nature, given that serotonin and dopamine are
the main neurotransmitters involved in processes of emotional regulation and response
to threats and rewards [33–35]. However, most of these studies are recent and show
heterogeneity in both methods and results.

The present study carries out a systematic review covering the published literature on
genetics and risk aversion (including framing effect and loss aversion given their possibly
close links), with the aim of clarifying the debate between the prospect theory and classical
economics by shedding light on the question of whether risk aversion is a behavior that fits
within the rationality assumptions or, on the contrary, has an emotional origin connected to
loss aversion. Our first hypothesis (hypothesis 1) states that there would be a consistent
genetic base for risk aversion. On the other hand, (hypothesis 2) states that risk aversion
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and loss aversion would have a common genetic origin, with both phenomena being
connected. Finally, (hypothesis 3) this origin would be related to our affective system.

2. Materials and Methods

A systematic review of the genetic bases of risk aversion (also including related
phenomena: framing effect and loss aversion) has been carried out, following the guidelines
of the PRISMA declaration [36] for the correct performance of systematic reviews. The
elaboration phases will be detailed below (and see Figure 1).
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Figure 1. Revision flowchart.

2.1. First Searches

The first searches were conducted in November 2021. To obtain an overview of the
available results, as well as to see which terms worked best, Boolean operators AND and
OR were used, trying different combinations of the following terms: ‘loss aversion’, ‘losses
aversion’, ‘risk aversion’, ‘risk avoidance’, ‘risk seeking’ ‘risk taking’, ‘framing effect’,
‘genetic’, ‘genetics’, ‘genetic bases’, ‘gene’, ‘genes’, and ‘polymorphism’. These searches
yielded a considerable number of results, many repeated or of little utility, but provided a
preview and allowed for us to check that no previous review had been carried out on the
topic. As the results of Scopus were the scarcest and did not provide any new studies, they
was removed from the systematic search.

2.2. Systematic Search

The systematic search was conducted again in November 2021, in PubMed and Sci-
enceDirect. The combination of terms that yielded the best results in both search engines
was as follows: ((“loss aversion”) OR (“losses aversion”) OR (“risk aversion”) OR (“risk
taking”) OR (“risk avoidance”) OR (“risk seeking”) OR (‘framing effect’)) AND (“genetic”).
Specifically, 186 results were obtained in PubMed and 2684 in ScienceDirect. Before select-
ing articles, inclusion and exclusion criteria were defined.

2.2.1. Inclusion Criteria

− Empirical research and not revisions, single case studies, theoretical frameworks,
books or manuals.

− That specifically and directly report genetic measures (e.g., how different alleles of a
polymorphism are related to risk aversion levels).

− That use human samples.
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− That study risk aversion, framing effect, and loss aversion understood within the
economic framework.

− That measure risk aversion, framing effect, and loss aversion with economic tasks.

2.2.2. Exclusion Criteria

− Those that approach risk aversion, framing effect, or loss aversion from a far per-
spective from economics (e.g., risk taking related to sexual risk behavior, gambling
disorder or substance abuse).

− Those who use non-economic tasks or use self-reports of risk preferences
(i.e., questionnaires).

− Those that are studied in twins, or in terms of biological aspects, but do not report
specific genetic measures.

− Those who study risk aversion with Iowa Gambling Task (IGT) [37]. As recently
noted Lin et al. [38], the measure of risk inferred from this task is not as direct and is
influenced by other factors, such as reward-learning or the sensitivity to feedbacks,
which may make it difficult to interpret results in this review. In addition, IGT can
be considered a decision-making measure in the face of ambiguity rather than risk,
which is a different approach to this study [39].

According to the established criteria, and after only reading the title, 58 articles were
considered as adequate (after eliminating sixteen duplicates between the two databases).
The abstract was read and, from the identified group, 40 were discarded: for using IGT
(n = 6), for using risk measures far from our theoretical framework (n = 12), for not specif-
ically reporting a genetic measure (n = 11) and for not directly studying the relationship
between genetics and risk aversion, framing effect, or loss aversion (n = 4). The remaining
18 articles comply with the criteria described above.

2.3. Manual Search

After an in-depth reading of the 18 selected studies and based on their references,
five new articles that had not appeared in the databases were included. All referred to
risk aversion (although three of them approached risk aversion trough the framing effect).
Finally, Google Scholar was used with different combinations of the mentioned search
terms to check whether any article could have been left out. These searches did not reveal
any new relevant studies.

Finally, the systematic review includes a total of 23 empirical articles, all of them
written in the English language. Nineteen referring to risk aversion; 2 to both risk aversion
and loss aversion, and 3 only to the latter. In addition, most used gambling tasks, investment
tasks or similar, with the exception of 4, which used the Balloon Analogue Risk Task
(BART) [40], a task that is far from the others in terms of dynamics, but we decided to
include it because it provides a direct indicator of risk-aversion that is comparable to the
other tasks.

3. Results

The results are summarized in Tables 1 and 2: the first one for risk aversion (including
framing effect) and the second one for loss aversion. This division was made to facilitate
the comparison between both phenomena. The explanation of the results follows the same
division. Moreover, the results within each block were organized based on the genetic
measure used, with all those referring to the same measure being reported together (e.g., to
the same polymorphism).

An article (only for risk aversion) [26], comprehensively addressed the possible asso-
ciation between more than 2 million single nucleotide polymorphisms (SNPs) extracted
from the U.S. Health and Retirement Study (HRS), and the risk-aversion level, measured
with hypothetical gambles on lifetime income, in a sample of 10,455 adults. The remain-
ing articles included in the review dealt with more specific genetic measures, known as
“candidate-gene” studies [41]. They studied specific genetic markers (one or several genes,
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or regions thereof), since, based on prior knowledge of their biological functions, these
could be related to the phenotype of interest (in this case, risk or loss aversion). Thus, we
could compare whether the allele “x” that can adopt a gene, which, in turn, is related, for
example, to higher serotonin levels, also implies a higher risk or loss aversion level with
respect to the allele “y” of the same gene. Figure 2 was developed to facilitate reading.

Finally, to avoid over- or under-representing the role that an allele plays in the rela-
tionship between genes and risk or loss aversion, possible confusing variables must be
controlled. Some examples could be a certain level of impulsiveness, a sensation-seeking
personality or suffering from Reward Deficiency Syndrome (RDS). The health and behav-
ioral profile of the participants was included in the results (see Tables 1 and 2). However,
as can be noted, few articles considered these aspects beyond “including a healthy sample”
(without psychopathologies, illness, and medication/drug consumption). Only two articles
conducted a more exhaustive screening, but they did so when choosing the sample and did
not control for these variables when contrasting the level of bias as a function of the gene
alleles (e.g., covariating the level of impulsivity).

Table 1. Risk Aversion.

Authors Sample Genetical Measures Health & Behavioral Profile Risk Aversion
Measures Results

Crişan et al. [33]

32 participants
(23 women,

M = 26.75 years,
SD = 6.69)

Genotyping for the
5-HTTLPR: s/s, s/l and

l/l

Healthy volunteers *.
s-carriers show higher anxiety

trait. No other behavioral
variables were reported

Risk-taking with
BART; Framing

effect with a
gambling task

The s-carriers showed higher
risk aversion and framing
effect than l-homozygotes,

without controlling for
anxiety trait

Khunen and Chiao, [30]

65 participants
(48 women,

M = 22.4 years,
SD = 4.9)

Genotyping for the
5-HTTLPR: s/s, s/l and
l/l; and for the DRD4:

7R+ vs. 7R− allele

No health or behavioral
variables were reported

Risk-taking with
investment task

s/s homozygotes took less
risk than s/l or l/l-;

7R+ carriers took more risk
than 7R− carriers

Roe et al. [42]

67 participants
(29 women,

M = 20.6 years,
SD = 3.2)

Genotyping for COMT
Val158Met: Met/Met,
Met/Val and Val/Val

55 healthy volunteers * and
12 participants diagnosed
with depression, bipolar
disorder or another. No

other behavioral variables
were reported

Risk attitudes with
a gambling task

Risk attitudes were not
associated with COMT

polymorphism. Analysis did
not control for the

pathological conditions

Roiser et al. [43] 30 participants Genotyping for the
5-HTTLPR: s/s and l/l

Healthy volunteers *.
Personality, impulsiveness
and state-trait anxiety were
not reported, but controlled

in further analysis

Framing effect with
a gambling task

The s/s genotype group
exhibited a greater amygdala

activity and framing effect
while making choices than

s/l or l/l genotype
(controlling for behavioral

and health variables)

Zhong et al. [44]
350 participants

(188 women,
M = 28.2, SD = 10.8)

Genotyping for the
5-HTTLPR: s/s, s/l and
l/l; and for the DAT1:

9R vs. 10R allele

No health or behavioral
variables were reported

Risk attitudes with
multiple price list

design

l-carriers of 5-HTTLPR
tended to be (not significant)
more risk-tolerant over losses
than s-carriers; 9R carriers of

DAT1 were more risk-tolerant
over gains than 10R

Dreber et al. [18]

98 male
participants

(ranging from 18 to
23 years)

Genotyping for the
DRD4: 7R+ vs. 7R−

allele; and for the DRD2
Taq1a/ANKK1: A1+ vs.

A1-

Healthy volunteers *. No
other behavioral or health
variables were reported

Risk preferences
with an

investment task

No associations were found
between the A1+ carriers
and risk preferences. 7R+
carriers were more risk

loving than 7R−

Dreber et al. [45] 237 participants
Genotyping for the

DRD4: 7R+ vs.
7R− allele

No health or behavioral
variables were reported

Risk-taking in the
card game bridge,
and an investment

task

7R+ men showed higher
risk-taking in bridge and

investment task than 7R−.
No effects in women

Eisenegger et al. [46]

205 male
participants

(M = 23.5 years,
SD = 3.6)

Genotyping for the
DRD4: 7R+ vs.

7R− allele

Healthy volunteers *. No
other behavioral or health
variables were reported

Risk-taking with a
gambling task

No relation between genotype
and risk-taking was found
directly, but 7R+ carriers

showed an increased
gambling propensity after
dopaminergic stimulation

Frydman et al. [47] 83 male
participants

Genotyping for the
5-HTTLPR: s/s, s/l and
l/l; for the DRD4: 7R+
vs. 7R− allele; and for
the MAOA: MAOA-H

vs. MAOA-L

No health or behavioral
variables were reported

Risk-taking with a
gambling task

MAOA-L carriers were more
likely to take financial risks.
No differences among the

5-HTTLPR and DRD4
polymorphisms
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Table 1. Cont.

Authors Sample Genetical Measures Health & Behavioral Profile Risk Aversion
Measures Results

Amstadter et al. [48]
223 children

(44.4% female,
M = 11.3 years)

Genotyping for the
COMT Val158Met:

Met/Met, Met/Val and
Val/Val

Healthy * volunteers. No
other behavioral or health
variables were reported

Risk-taking with
BART

Females Met-carriers, but
not males, showed higher

risk taking compared to Val
homozygotes

Dreber et al. [49]

135 participants
(women 8%,

median age was
43 years)

Genotyping for the
DRD4: 7R+ vs. 7R−

allele; and for MAOA
gene: MAOA-H vs.

MAOA-L

No health or behavioral
variables were reported

Risk-taking with an
investment task

No significant relations were
found between genes and

risk-taking

Heitland et al. [50]
60 females

(M = 20.87 years,
SD = 1.98)

Genotyping for the
DAT1: 9R+ vs. 9R−
allele; for the COMT
Val158Met: Met/Met,
Met/Val and Val/Val;
and for the 5-HTTLPR:

s/s, s/l and l/l

Healthy volunteers *. No
other behavioral or health
variables were reported

Risk-taking with a
gambling task

DAT1 9R+ allele showed a
trend toward increased

risk-taking following losses
(no significant effect).

Genotypes of COMT did not
show any relation with
risk-taking. 5-HTTLPR

s-carriers showed decreased
risk-taking following gains.

Mata et al. [51]

322 participants
(234 women;

M = 23.8 years,
SD = 6.2)

Genotyping for the
DAT1: 9R vs. 10R allele

Healthy volunteers *. No
other behavioral or health
variables were reported

Risk-taking with
BART

10R allele showed increased
risk-taking respect to 9R

Harrati, [26] 10,455 adults

Over 2.5 million Single
Nucleotide

Polymorphisms (SNPs)
from respondents

No health or behavioral
variables were reported

Risk aversion
through responses

to a series of
hypothetical

gambles on lifetime
income from HRS

None of the
single-nucleotide

polymorphisms were found
to be determinants of risk

aversion

Anderson et al. [52] 174 participants

Genotyping for the
5-HTTLPR

polymorphism: s/s, s/l
and l/l; and for the
DRD4 gene: 7R+ vs.

7R− allele

No health or behavioral
variables were reported

Risk-taking with a
multiple price

listing

No significant correlations
between the two genes and

risk-taking

Gao et al. [53]

111 students
(36% women,

M = 21.78 years,
SD = 61.92)

Genotyping for the
COMT Val158Met:

Met/Met, Met/Val and
Val/Val

Healthy volunteers *. No
other behavioral or health
variables were reported

Framing effect with
a gambling task

The Met-carriers showed
greater framing effect than
Val/Val homozygotes and

this was mediated by
resting-connectivity between

orbitofrontal cortex and
bilateral amygdala

Gao et al. [42]

1582 students
(80.1% women,
M = 18.66 years,

SD = 60.90)

Gene-based approach
considering 26 genes

from the serotoninergic
and dopaminergic

pathways

Healthy volunteers *.
Normal range of depressive
and anxiety symptoms. No
other behavioral or health
variables were reported

Framing effect with
a gambling task

Genetic variations of the
SLC6A4, the COMT and

DDC genes were associated
with the framing-effect

Wagels et al. [54] 105 male
participants

Genotyping for the
MAOA LPR: MAOA-S

vs. MAOA-L

Healthy volunteers *.
Anxiety and aggressiveness

were not reported but
controlled in further analysis.

No other behavioral or
health variables were

reported

Risk-taking with
BART

MAOA s-carriers showed
less automatic harm

avoidance, but no
differences were found in
BART. MAOA s-carriers

were more risk-taking after
testosterone administration.

These results were found
controlling for anxiety and

aggressiveness

Muda et al. [55]

113 investors,
M = 33.70 years,
SD = 9.95 & 104
non-investors,

M = 32.34,
SD = 10.00)

Genotyping for the
DRD4: 7R+ vs.

7R− allele

No health or behavioral
variables were reported

Risk-taking with a
gambling task

No differences in risk-taking
between 7R+ and 7R−

individuals

Neukam et al. [56] 577 participants Genotyping for the
5-HTTLPR: s/s and l/l

Healthy volunteers *. No
other behavioral or health
variables were reported

Risk-taking with
Value-based

decision-making
battery

s/s homozygotes were more
risk-seeking for losses

compared to s/l and l/l

M, mean; SD, standard deviation; BART, Balloon analogue risk task. * These participants were screened for no
history of neuropsychiatric or chronic somatic conditions (including substance abuse disorder and pathological
gambling) and no medication or drug consumption.
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Table 2. Loss aversion.

Authors Sample Genetical Measures Health & Behavioral
Profile

Loss Aversion
Measures Results

He et al. [31]

572 participants
(312 females,

M = 20.47 years,
SD = 1.01)

Genotyping for the
5-HTTLPR: s/s, s/l and l/l

Healthy volunteers *.
No other behavioral or
health variables were

reported

Loss aversion with a
mixed gamble task

s/s individuals had higher loss
aversion and these effects were
stronger for males than females

Ernst et al. [57] 66 adolescents Genotyping for the
5-HTTLPR: s/s, s/l and l/l

27 participants with
(only) anxiety disorder

and 39 healthy *. No
other behavioral or

health variables were
reported.

Loss aversion with a
mixed gamble task

No differences between
genotypes in healthy controls.

Lower loss aversion in l/l
anxious individuals. No effect

in s/s anxious adolescents

Anderson et al. [52] 174 participants

Genotyping for the
5-HTTLPR: s/s, s/l and l/l;
and for the DRD4: 7R+ vs.

7R− allele

No health or behavioral
variables were reported

Loss aversion with
hypothetical choices

in a survey

No significant correlations
between the two genes and

loss aversion

Voigt et al. [32]

143 participants
(114 females,

M = 21.8 years,
SD = 4.04)

Genotyping for the BDNF
Val66Met: Val/Val, Val/Met
and Met/Met; and for the

DRD2 Taq1a/ANKK1:
A1A1, A1A2 and A2A2

No health or behavioral
variables were reported

Loss aversion with a
mixed gamble task

Significant interaction of the
2 polymorphisms: carriers of

the genetic constellation
Met+/A1+ show the lowest

loss aversion

Neukam et al. [56] 611 participants Genotyping for the
5-HTTLPR: s/s, s/l and l/l

Healthy volunteers *.
No other behavioral or
health variables were

reported

Loss aversion with a
mixed gamble task

No significant results were
found

M, mean; SD, standard deviation; BART, Balloon analogue risk task. * These participants were screened for no
history of neuropsychiatric or chronic somatic conditions (including substance abuse disorder and pathological
gambling) and no medication or drug consumption.
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3.1. Risk-Aversion
3.1.1. Single Nucleotide Polymorphisms

According to Harrati [26], none of the multiple SNPs included in the study revealed a
significant causal effect on risk aversion, pointing to greater phenotype complexity, as well
as their possible polygenic origin. No other measures of health or behavior were considered
in the study.

3.1.2. SLC6A4 Candidate Gene

One of the most-studied candidate genes in relation to risk aversion was the SLC6A4,
the only gene that encodes the serotonin transporters (5-HTT), responsible for the reuptake
of serotonin from the synaptic cleft [33]. In the SLC6A4 regulatory region, there is a poly-
morphism, known as linked polymorphic region (5-HTTLPR). This involves an insertion
or deletion of 44 nucleotide pairs (or 44-base pair), which may result in a short (s) or a
long (l) allele. The transcriptional activity of 5-HTT will be modulated by the form this
polymorphism takes. Thus, if the allele s is present, less 5-HTT will be expressed and its
function will be reduced with respect to allele l, implying limited serotonin reuptake and
greater serotonin availability in the synaptic cleft. Many studies that included in this review
examined whether risk aversion varied with these alleles. In general, when analyzing
the genotype for 5-HTTLPR, a distinction was made between homozygous individuals,
whose two alleles are short or long (s/s or l/l), and heterozygous, with each allele in one
form (s/l).

Genotyping 32 healthy participants (23 women), the study by Crişan et al. [33] found
that those who carry even one s allele of 5-HTTLPR made fewer attempts to inflate the
balloon at BART than homozygous l/l. That is, s-carriers showed greater risk aversion.
However, s-carriers also showed a higher anxiety trait measured with STAI and EMAS.
This trait was studied in parallel, but was not controlled to extract the above result.

A similar result can be seen in Heitland et al. [50], where s-carriers also had higher
risk aversion, but only when they were in a gain context, using a gambling task. It should
be noted that only healthy women participated in this study (n = 60).

With 65 participants (48 women), Kuhnen & Chiao [30] also showed similar results to
Crişan et al. [33], this time using an investment task. However, here it was specified that
only homozygous s/s, with respect to l/l or s/l, and not only those carrying a short allele,
had a higher risk aversion.

Neukam et al. [56], with 577 healthy participants and an economic decision-making
task, indicated the opposite result, reporting that s/s-carriers presented greater risk-seeking
than s/l or l/l, but only in a loss context. No other significant result was found for the
gain context.

Focusing specifically on framing effect, Roiser et al. [43] pointed out that, after geno-
typing 30 healthy participants and using a gambling task, homozygotes s/s showed the
highest framing effect with respect to the s/l or l/l. That is, s/s-carriers risked significantly
more in the loss contexts than in the gain contexts, a difference that was not observed with
the s/l or l/l-carriers. The greater framing-effect was also accompanied by increased amyg-
dalin activity. These results were extracted, controlling for personality traits, impulsiveness,
and state-trait anxiety.

Turning again to Crişan et al. [33], with the same sample, but using a gambling task,
the authors also studied framing effect. Again, it seems that the short allele favored a
higher framing-effect; however, on this occasion, a homozygous genotype (s/s) did not
seem necessary, and was enough to transport a single allele s.

On the other hand, in Frydman et al. [47], with a male sample (n = 83), using a
gambling task; in Anderson et al. [52], with 174 inverters; or Zhong et al. [44] with
350 participants (188 women), using a multiple price list design (a task with a dynamic sim-
ilar to a gambling task), no relationship was foud between the different alleles of 5-HTTLPR
and the risk aversion measure. However, the latest study [49], reported that l-carriers
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tended to tolerate risk better (less risk aversion) in the context of losses than s-carriers.
None of these studies reported data on health or other behavioral aspects of the sample.

3.1.3. DRD4 Candidate Gene

The other candidate gene that, together with 5-HTTLPR, appeared more frequently
in the articles of this review, was the dopamine receptor D4 gene (DRD4), involved in
the regulation of the dopaminergic system [18]. There is a region in DRD4 where several
repeats of a DNA base pairs sequence can appear. Each individual of the same species
can present a different number of repetitions of this sequence, which is most frequent
between 2 and 11 repetitions [49]. When the genotype for this gene is extracted, it is usually
dichotomized. If both alleles of the gene have fewer than 7 repeats, it is assigned the term
7R−; if either allele has more than 7 repeats, then it is assigned 7R+. The presence of 7R+ is
usually associated with a lower effectiveness in the receptor-ligand junction [18]; in other
words, this means that the dopamine receptor needs more dopamine to produce the effect
which, in the case of individuals with 7R−, would be achieved with less dopamine. Again,
an attempt has been made to study whether this polymorphism can be related to different
levels of risk aversion.

First, this gene appeared in the Kuhnen and Chiao study [30] mentioned in 5-HTTLPR.
Thus, with the same sample of 65 participants (48 women) and using an investment task,
it was observed that the 7R+ carriers assumed more risks (lower risk aversion) than the
7R− carriers.

On the other hand, Dreber et al. [18], found the same result using the same task
(investment task), but including only healthy men in their sample (n = 98).

With a larger sample (237 participants) and again including women, but this time, not
controlling for health or behavioral variables, Dreber et al. [49] used the same task again,
and also added the card game bridge, similar to a gambling task, but with the more playful
context of card games. Here, the same result found in previous studies was reported (lower
risk aversion in 7R+ carriers), in both tasks, but only in men. Women showed no difference
in risk aversion between 7R+ and 7R−.

The remaining articles referring to DRD4 found no differences in risk aversion depend-
ing on their alleles. Frydman et al. [47] included 83 male participants and used a gambling
task. In Dreber et al. [45], 125 participants (8% women) were included, and an investment
task was used. In Anderson et al. [52], 174 investors were included and a task similar to
a gambling task was used. In Muda et al. [55], 113 investors and 104 non-investors were
included and the Holt–Laury test was used. Finally, in Eisenegger et al. [46], 205 healthy
male participants were included and a gambling task was used again. Although no study
reported significant relationships between DRD4 and risk aversion, the latest study used
a dopamine administration protocol to compare whether, after this, the alleles of DRD4
behaved differently. In this sense, the 7R+ carriers seemed to have a lower risk aversion
than the 7R− after the administration of dopamine. Except for this last study, the other
three did not even control for whether the participants were healthy.

3.1.4. ANKK1 Candidate-Gene

Another gene involved in the regulation of the dopaminergic system was the Ankyrin
repeat and kinase domain containing 1 (ANKK1), linked to the gene of the dopaminergic
receptor D2 (DRD2) and affecting the expression and functioning of this receptor [32].
ANKK1 has a polymorphism known as Taq1a, which can have two different forms on
its alleles: A1 or A2. These give rise to three possible combinations: A1/A1, A1/A2 and
A2/A2, although it is usually dichotomized in A1+ versus A1-, depending on whether
the A1 allele is present or not. The A1 allele is usually associated with a less striatal D2/3
receptor-binding which, like DRD4, could indicate that more dopamine is required to
produce proportional effects to those which, without this allele, would be produced with
lower amounts of dopamine.
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For risk aversion, only one study addressed this polymorphism. Dreber et al. [18],
already mentioned in DRD4, with 98 healthy males and using an investment task, found
no differences in risk aversion between the A1+ and A1- genotypes.

3.1.5. MAOA Candidate Gene

The next candidate gene was the MAOA gene that codes for the enzyme MAOA
(monoamine oxidase-A). This enzyme is involved in the metabolism of serotonin and
dopamine [49]. The MAOA gene also has a polymorphism. As in 5-HTTLPR, there is a
base-pairs sequence that is repeated and in which, depending on the number of repetitions,
the alleles are considered to be either low active (3 or 5 repetitions, MAOA-L) or highly
active (3.5 or 4 repetitions, MAOA-H) [49]. MAOA-L is related to a lower transcriptional
activity of the MAOA gene and, therefore, a lower amount of the MAOA enzyme. Both
alleles were studied in relation to risk aversion.

Frydman et al. [47], with the sample and decisional task described above, found a
relationship between the MAOA-L allele and a higher probability of assuming risks (lower
risk aversion).

However, turning to Dreber et al. [49], the result was the absence of a relationship and
differences between MAOA-L or MAOA-H and risk aversion.

In addition to the polymorphism described for MAOA, this gene may present another
polymorphism in its promoter region, known as MAOA LPR (as in 5-HTTLPR, the acronym
stands for linked polymorphic region). This depends on the number of repetitions of a
sequence of 30 base pairs, which may result in the short (allele s) or long (allele l) version [54].
The allele s was related to the lower coding and effectiveness of the above MAOA.

In relation to this polymorphism, Wagels et al. [54] studied risk-taking in 105 healthy
male participants using BART. They found that MAOA s-carriers did not differ from
MAOA l-carriers in assuming risks in this task; however, they showed greater latency
times when avoiding risk. These results were found to measure and control for anxiety and
aggressiveness traits.

3.1.6. SLC6A3 Candidate-Gene

Other candidate-gene was SLC6A3, which participates in dopaminergic pathways by
encoding dopamine transporters (DAT), and which, as in SLC6A4 (for 5-HTT), shows a
polymorphism known as DAT1, depending on the number of repetitions of a sequence
of 44 base pairs. Although these repetitions can oscillate between 3 and 13 times, the
most common is to find 9 or 10 repetitions [51]. Thus, we speak of allele 9R and 10R or,
depending on the presence or absence of allele 9R: 9R+ and 9R−. The 9R allele is associated
with a lower expression of DAT in the striatum compared to the 10R allele, which translates
into greater availability of dopamine in the synaptic clefts of this region [53].

The study of Mata et al. [51], with 322 healthy participants (234 women), and using
BART, found that those genotypes that present at least one 10R allele made more attempts
to inflate the balloon, implying lower risk aversion, compared to homozygous for 9R.

On the other hand, Heitland et al. [50], also studied, using the same task (a gambling
task), the relationship between risk aversion and DAT1. The authors reported the absence
of a relationship between any of the alleles of DAT1 and the attitude towards risk.

Finally, the study by Zhong et al. [44] included the DAT1 polymorphism approach.
However, here, the authors maintained a different theoretical approach, affirming that it
was the 9R allele (and not the 10R), which would imply a lower level of dopamine in the
striatal synapses. Thus, when studying how this polymorphism influenced risk-aversion,
they reported a relationship between the 9R−carriers and lower risk aversion levels.

3.1.7. COMT Candidate-Gene

Another candidate gene that also appeared with some frequency is the Catechol-o-
methyltransferase (COMT) gene that encodes the COMT enzyme, one of the main ones
responsible for the degradation of dopamine. This gene presents a polymorphism (COMT
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Val158Met) in a specific base-pair where, depending on whether guanine or adenine is
present, the gene will contain valine (Val) or methionine (Met), respectively [54]. Thus,
homozygous (Met/Met or Val/Val) or heterozygous (Met/Val) genotypes may occur. Met
alleles are usually associated with lower COMT activity and, therefore, lower dopamine
degradation; in other words, higher dopamine availability, especially in the prefrontal
cortex [56].

In the study by Gao et al. [42], employing a sample of 111 healthy students (36% female)
and focusing on framing effect with a gambling task, they found that those genotypes
that carried at least one Met allele were predisposed to assume more risks in loss contexts
than in gain contexts; that is, a greater framing effect with respect to homozygous for the
allele Val. Furthermore, this relationship between genes and bias seemed to be mediated by
resting-state functional connectivity between orbitofrontal cortex and bilateral amygdala.

However, in both Heitland et al. [50], as described when talking about 5-HTTLPR and
DAT1, and the study by Roe et al. [58], which used a gambling task to measure the attitude
towards risk in 67 participants (29 women), no relationship was found between COMT
Val158Met polymorphism and the different risk-aversion levels. In the last study sample,
most were healthy volunteers (n = 55); however, 12 participants diagnosed with depression
and bipolar disorder were also included. These participants were not monitored when the
results were extracted.

Finally, Amstadter et al. [48], with a sample of 223 healthy children (44.4% female) and
using BART, reported a result that could be contradictory to that of Gao et al. [42]. Here,
it was shown how the Met allele was associated with lower risk aversion compared to
homozygous for the Val allele; however, this result only occurred in women, and was not
found in relationships in men, suggesting that the effect of sex could act as a modulator.

3.1.8. Multiple Candidate Genes at Once

Gao et al. [53] addressed framing effect with a mid-way approach between candidate-
genes and the comprehensive study of SNPs. Here, the possible relationship between
framing effect and multiple polymorphisms (of 26 different genes) was widely studied, but
all of them can be considered candidate genes because of their influence on dopaminergic
and serotonergic pathways, which, as we have seen in previous studies, seem to be involved
in the differential expression of risk aversion and framing effect. These polymorphisms
included all those mentioned above (except DRD4) and other new ones, such as the
vesicular monoamine transporter (VMAT2), tryptophan 5-hydroxylase (TPH 1 and TPH2)
or tyrosine hydroxylase (TH), among others. The sample comprised 1582 healthy students
(80.1% women) and the task used to measure the framing-effect was a classic gambling
task adapted to a pencil-and-paper format to collect a larger sample. In a broad way, the
analyses carried out by Gao et al. [53] revealed that the genetic variations in the genes
SLC6A4 and COMT, related, respectively, to the serotonergic and dopaminergic pathways,
influenced individual differences in framing effect. In addition, the importance of the DDC
gene (aromatic-L-amino-acid decarboxylase), involved in the two routes mentioned above,
was also highlighted.

3.2. Loss-Aversion

The results found in the scientific literature for loss aversion were very scarce in relation
to risk aversion (only five articles). All of them focused on candidate-gene polymorphisms
that appeared in the previous block, except one. The most repeated (in 4 of the 5 articles)
was 5-HTTLPR polymorphism (see previous section for an explanation).

5-HTTLPR was addressed for loss aversion in two of the studies already mentioned for
risk aversion: Anderson et al. [52] y Neukam et al. [56] (see previous section for details of
the sample). The first study measured loss aversion with a survey that raised hypothetical
choices, in line with a typical mixed gamble task, and the second study used the latter task.
However, no relationship between loss-aversion and any of the alleles of 5-HTTLPR (s or l,
both homozygous and heterozygous) was found.
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Something similar occurred in Ernst et al. [57], who used a mixed gamble task to
study loss aversion in a sample of 66 adolescents, of whom 27 had an anxiety disorder.
Therefore, the control group of healthy adolescents did not show any difference in loss
aversion according to their genotype. However, something different occurred when we
focus on patients with anxiety, showing the lowest level of loss aversion by those who were
homozygous for allele l. No differences were found with respect to the control group for
homozygous s/s.

On the other hand, the study by He et al. [31], also using a mixed gamble in a sample
of 572 healthy participants (312 women), found differences between the alleles for loss
aversion. Specifically, homozygous s/s had greater loss aversion than s/l or l/l. In addition,
these effects were more clear in men than in women (although they were statistically
significant in both sexes).

Another polymorphism that was addressed, although only in one study, was DRD4
(see more details in the risk-aversion section). Specifically, this was included in the afore-
mentioned study by Anderson et al. [52], which suggested that different alleles of DRD4
(7R+ and 7R−) were not related to loss aversion.

The latest study included in the review was Voigt et al. [32], who focused on the
relationship between loss aversion, measured with a mixed gamble and a sample of
143 participants (114 women) and two polymorphisms. The first, DRD2, was already
explained in the risk aversion section; the second was BDNF Val66Met. This is found in
the BDNF gene that encodes for the brain-derived neurotrophic factor (BDNF). As with
the polymorphism COMT Val158Met, two genetic variants can be presented, Val and Met,
depending on whether it contains valine or methionine. Again, the Met allele is associated
with a lower effectiveness; in this case, in the production of BDNF [32]. Each of these
polymorphisms separately (DRD2 and BDNF Val158Met) did not present significant effects
on loss aversion; however, when its interaction was studied, it was found that those who
have at least one Met allele in BDNF Val158Met and one A1 allele in DRD2 in their genotype
displayed the lowest level of loss aversion.

4. Discussion

The main objective of this review was to synthesize the genetic bases available in the
scientific literature on risk aversion and close-related phenomena: framing effect and loss
aversion. Although the results are not exempt from nuances and limitations, they pointed
towards a series of genetic polymorphisms, all of them involved in dopaminergic and sero-
tonergic neurotransmission pathways and which, depending on the alleles they acquired,
seem to modulate the above-mentioned behaviors. This is especially remarkable for risk
aversion where, although the results are heterogeneous, there was a considerable amount
of them, making it possible to more clearly show the implication of these polymorphisms
in risk-taking. It is more difficult to draw conclusions with loss aversion because the results
are heterogeneous, but also scarce (only five articles). This leads us to doubt whether the
evidence found for this phenomenon is spurious or whether it really constitutes a good
beginning to glimpse how loss aversion is modulated by genetic bases. Therefore, it is
difficult to discuss if both phenomena are related and share genetic bases. Nonetheless,
there are signs that make us think that this relationship could occur and that, with more
research that addresses risk and loss aversion, this could be evidenced in a more robust
way. In the following sections, we discuss the results for risk and loss aversion separately
and in more detail.

4.1. Risk Aversion
4.1.1. Risk Aversion and Dopaminergic Pathways

Starting with risk aversion and its relationship with dopaminergic pathways, we found
the involved polymorphisms DRD4, MAOA, MAOA LPR, DAT1 and COMT Val158Met.
All of them affect the level of dopamine that is available or the degree to which this
neurotransmitter is able to act on the synaptic connections of the dopaminergic pathways,
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and especially on the striatum and the prefrontal cortex [55,59,60]. According to the
results, many indicated that those alleles of the different polymorphisms whose presence
translates into a lower level of dopamine or its decreased effectiveness of binding with
receptors are associated with the lowest level of risk aversion. Thus, 7R+ allele carriers
of DRD4 polymorphism, which tend to present some resistance in the dopamine-receptor
binding [18], show the lowest risk aversion according to Kuhnen & Chiao [30]. The same
was pointed out by Dreber et al. [18], although only in healthy men, highlighting the
importance of gender differences when dealing with this phenomenon, something that
has been pointed out in other behavioral studies, where men seem more likely to assume
risks than women [61,62]. Lower risk aversion was also related to the low-active allele of
MAOA [47] and the short allele of MAOA LPR [54], which, in turn, are related to the lower
encoding and activity of the MAOA enzyme. This enzyme is one of the main contributors
to dopamine metabolism [49]. Regarding MAOA LPR, it must be noted that behavioral
differences between alleles were not found in risk-taking per se, but, more indirectly,
in latency and delaying more in avoiding risk, which would indicate less risk aversion
automatism. On the other hand, the 10R allele of DAT1 polymorphism, associated with
the higher expression of dopamine transporters in the striatum, capable of recapturing this
neurotransmitter and reducing the levels available in the synapse [51], was also related
to lower risk aversion [51]. The same was observed in Zhong et al. [29], with the highest
level of dopamine transporters associated with the lowest risk aversion. However, in this
study, it was considered that it is the 9Rs (and not the 10Rs) which presents the highest
level of transporters. This discrepancy may be due to the fact that, although it seems that
9R allele is associated with the greater final dopamine availability, there was a debate about
the polymorphism, and studies could be found that defend both the first relationship and
the second one, and even the non-relationship between the alleles of DAT1 and the levels of
dopamine [51]. Despite this, the most important is that the lowest levels of dopamine in the
synaptic cleft would be those reporting the lowest risk aversion, irrespective of whether it is
caused by the 9R allele or the 10R allele. Finally, in relation to the COMT Val158Met, the Val
allele was associated with lower dopamine levels due to the higher activity of the COMT
enzyme, which is involved in the degradation of the neurotransmitter [42]. Thus, the
carriers of this allele showed a reduced framing effect, which, in turn, could be explained
as a smaller difference between risk-taking in loss contexts versus gain contexts due to
the reduction in risk aversion in the latter context. Gao et al. [42] found that this relation
between polymorphism and framing effect was mediated by the resting-state functional
connectivity between orbitofrontal cortex and bilateral amygdala.

To date, we have highlighted only the studies that pointed to the same direction, but
it is also possible to find several studies that found no relationship between each of the
mentioned polymorphisms and risk aversion (for DRD4: [46,47,49,52,55]; for MAOA: [49],
and for DAT1 and COMT Val158Met: [42]), as well as Amstadter et al. [48], which could even
contradict the previous relationship reported for COMT polymorphism Val158Met. Finally,
there was also a study [18] that investigated another polymorphism that is not mentioned
above, DRD2, which affects the expression of the dopaminergic receptor D2, although no
relationship with risk aversion was found. These inconsistencies could be due to several
limitations. Most of the studies included in the review did not consider that the relationship
between genes and risk aversion should consider all those phenotypes that could somehow
influence this relationship. Thus, they tried to directly analyze whether having one allele
or another presented different levels of risk aversion, but very few controlled whether
other variables that could moderate or mediate this relationship. We have already seen
how, for example, sex can be important. Other specific factors, such as suffering from a
mental disorder (especially those linked to the reward system, e.g., RDS), age or personality,
among many others, can also be important. Unfortunately, most of the studies (even those
whose results were in the same direction) only considered the selection of a healthy sample
without a history of pathologies and diseases and without the use of medication or drugs.
In fact, some did not even specify that this selection was made [29,30,45,47,49,52,55] or,
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worse, they specified that their sample included some participants with disorders but
did not address their influence on the analyses (e.g., [58]). Only one study [54] measured
impulsivity and aggressiveness traits and controlled for them as possible confounding
variables in the extraction of their results. Additionally, the specific characteristics of the
tasks used may be relevant and should be considered in further studies. A gamble where,
for example, you can gain vs. gain a lower amount is not the same as a gamble where
you can gain vs. lose. In the absence of homogeneous contexts, results should be viewed
with caution.

Given these limitations, it is difficult to know whether the relationship that the studies
shown between genes and risk aversion really exists or was influenced by uncontrolled
factors. However, this relationship would find theoretical support if we consider the known
implication of dopamine in the brain reward system [34,35] and the connection that this
system has with risk aversion. The dopaminergic pathways arise from the brainstem, from
the ventral tegmental area (VTA) and the substantia nigra, and project towards various
brain regions, mainly the prefrontal cortex and the striatum complex [63]. More specifically,
the tegmental–ventral route, which runs from VTA to the ventral region of the striatum,
and especially to the nucleus accumbens, seems to be the most important in relation to
the processing of rewards [18,64]. Receiving a reward or anticipating it would increase
dopamine levels in this pathway, which translates into increased physiological activation
and the sensation of pleasure [65]. This dopamine elevation is reinforcing and is associated
with approach behaviors [18], increasing the probabilities of performing the behavior that
generates the neurotransmitter elevation. Given that the anticipation of an economic gain
in a bet can produce such an increase, the more rewarding the profit is perceived to be and,
therefore, the greater this increase, the more likely to assume risk in the bet [18,55]. In this
line, those people who start from lower levels of dopamine or who are less sensitive to it
(e.g., because they are carriers of some of the alleles that favor these effects, such as the 7R
of DRD4 or 9R in DAT1), will require more intense stimulation to obtain the same pleasant
effect that the rest of people would obtain with less stimulation [55].

This may explain the increased risk-taking associated with different alleles that, in
one way or another, decrease the effects of dopamine. In fact, studies with rats show
that those with higher levels of dopamine transporters show more impulsivity towards
small rewards [66] or in humans, for example, the 7R+ allele of DRD4 has been linked to
various risk behaviors such as alcoholism [67], impulsivity [68], sexual promiscuity and
even infidelities [69]. Complementary evidence would come from neuroimaging stud-
ies searching for the neural bases of risk-taking, finding a positive correlation between
the activity of the ventral striatum and the nucleus accumbens and the size of the pos-
sible reward [70,71] or those studies that specifically explore the bases of risk-aversion
and also highlight the role of the ventral striatum in the search for reward, in interaction
with the anterior cingulate cortex (ACC) and the inferior frontal gyrus, which seem to be
activated proportionally to the risk that the situation entails [17]. As we can see, the men-
tioned regions are involved in dopaminergic pathways, reinforcing their involvement in
risk aversion.

4.1.2. Risk Aversion and Serotoninergic Pathways

On the other hand, the relationship between risk aversion and the serotonergic system
must be considered. Here, we found three polymorphisms to be involved, the previously
mentioned MAOA and MAOA LPR (since the enzyme MAOA is also involved in the
metabolism of serotonin in addition to dopamine) and the 5-HTTLPR polymorphism. Re-
garding MAOA, the results were scarce and have already been discussed when talking
about dopaminergic pathways. Thus, the main evidence for the involvement of serotoner-
gic pathways in risk-aversion comes from studies focusing on 5-HTTLPR. In general, the
short allele of this polymorphism is related to the lower transcription or lower activity of
the serotonin transporters. As a result, serotonin transporters re-uptake less neurotrans-
mitter, which leads to the higher availability of the neurotransmitter in the synapses [33].
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Most studies suggest that the higher levels of serotonin linked to the short allele were
associated with higher levels of risk aversion and susceptibility to framing effect, as indi-
cated by Crişan et al. [33]. However, this relationship was not free of nuances either. As
Heitland et al. [50] noted, the association between the short allele and the largest risk
aversion was only in the gain contexts and not in loss contexts. This could be explained
by the framing effect itself, given that, in loss contexts it would be more common to find
risk-seeking and perhaps more difficult to find differences between the short and the long
allele. However, the study was only conducted with women, which may reflect sex differ-
ences that explain this finding. Kuhnen & Chiao [30] pointed out that it was not enough
to carry the short allele, but it was necessary to be homozygous s/s (two short alleles) to
show greater risk aversion in both gain and loss contexts. Or Roiser et al. [43], who pointed
out to the same need (to be homozygous), but this time to show greater susceptibility to
framing effect, accompanied by increased amygdalin activity. It should be noted that there
were also three studies that found no relationship between the alleles of 5-HTTLPR and risk
aversion [44,47,52], and one [56], which could indicate an opposite result, reporting that
s/s carriers show more risk-seeking, although only in contexts of loss, which could perhaps
be explained by the framing-effect. Again, these inconsistencies may be due to the same
reasons as those stated above. From the studies addressing 5-HTTLPR polymorphism,
only four [33,43,50,56] ensured that a sample selection was free of disorders or conditions
that might confound the results and only two [33,43] addressed other potentially influ-
ential factors, such as personality traits, anxiety, or impulsivity. However, only one [43]
actually took these factors into account and controlled for them in the analyses when
extracting results.

As in the dopaminergic pathway, these limitations make it difficult to draw firm
conclusions; however, it seems evident that the serotonergic pathway and the genes that
regulate it are somehow involved in the risk-aversion phenomenon. Some previous ex-
amples, but not including the genetic part, also suggest this: it seems that the elevated
levels of serotonin after the administration of its precursor (tryptophan) or inhibitors of
its transporters, facilitate the recognition of threatening faces in humans [72,73], and the
acquisition of a conditioned fear in rats [74]; however, the depletion of tryptophan impairs
the recognition of threatening faces [75] and the distinction between gain and loss contexts
when making decisions [76]. Again, this would make sense if we consider that serotonin is
a key neurotransmitter in the regulation of emotional processes [33] and that risk aversion
seems to be closely related to, or at least influenced by, the emotions [9]. In fact, positive
correlations have been found between negative emotions such as fear, anger or sadness
and the level of risk aversion [60,77]. In addition, ACC, one of the neural bases of risk
aversion [17], has been highlighted as an important region in emotional processing [78,79],
which can modulate amygdala activity [80] and serve as a connection between the limbic
system and the prefrontal cortex [81]. Finally, Shiv et al. [82] showed that patients with
lesions in regions such as the amygdala or insula, which are closely related to emotions,
showed less risk aversion than other patients with injuries in other regions not related to
emotions or healthy controls. All this leads us to think that, if certain genes influence the
availability of serotonin in the brain and this, in turn, can influence the brain’s own activity
(in this case, conditioning the capacity for emotional processing and regulation), behaviors
such as risk aversion, which depend, at least partially, on this activity, would ultimately
be affected.

The connection between genes and behavior does not seem to be direct but moderated
by the final availability of neurotransmitters and by the resulting neural activity. However,
most studies included in this review were looking for the relationship between genes and
behavior-skipping intermediaries. This can be an important source of heterogeneity in
the results, since there would be many factors (e.g., sex, age, or stress, among others), and
not only carried a gene allele, which can influence the levels of neurotransmission and
neural activity. Only two articles [44,54] studied genetics in parallel with the neural activity,
holding that the relationship between polymorphisms and risk-aversion was mediated by
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the activation of certain regions, such as the amygdala or the orbitofrontal cortex. It would
be interesting to use a similar approach in the future to better address the complexity of
these relationships.

Based on the above, we could conclude that risk aversion is closely linked to emotions.
The genes highlighted in our review are those that directly impact on dopaminergic and
serotonergic neurotransmission, pathways that are intimately linked to emotion expression
and regulation. Therefore, our results support a relative implication of the dopaminergic
and serotonergic neurotransmission pathways in risk-aversion. Further research addressing
the modulating or mediating role of other possible confounding variables is needed. In
addition, future studies will also need to consider the emotional nature of risk aversion
and how it may affect even more complex economic behaviors. For example, the recent
study by Liu et al. [83] assesses how to resolve difficulties in carrying out crowdfunding
projects when the context is adverse, such as that arising from the COVID-19 pandemic,
and points to the importance of eliminating participants’ distrust and concerns. Know-
ing that risk aversion has an emotional origin, it could be addressed through affective
regulation programs that promote more rational decision-making and facilitate people’s
involvement in such projects. Similarly, risk aversion should be considered when analyz-
ing other macroeconomic aspects, such as the reduction of a country’s debt [84] or the
digitalization of currency [85], as these macroeconomic processes involve microeconomic
behaviors, carried out by people who, in turn, are affected by emotional phenomena such as
risk aversion.

4.2. Loss Aversion

Although loss aversion has been one of the most studied phenomena in social sciences
since it was described, articles investigating its genetic basis were scarce, with only five
studies being found, which presented a high heterogeneity.

Regarding serotonergic pathways, 5-HTTLPR polymorphism was addressed in four
studies. In He et al. [31], homozygous for s/s (but not s/l or l/l carriers), presented greater
loss aversion, in line with what occurred with risk aversion. However, in
Anderson et al. [32], Neukam et al. [56] and Ernst et al. [57], this relationship was not
confirmed. The latter also included a group of patients with anxiety disorder in which
being homozygous for allele l/l was associated with lower levels of loss aversion, evidence
that could be complementary to that of the study by He et al. [31]. This result again empha-
sizes how important is to avoid studying the relationship between polymorphisms and
behavior in isolation from other aspects. The assessment of contextual and organic aspects,
as in this case, the presence of pathologies or age, seems to be crucial. As with gender
differences, these factors could modulate the relationship between genes and behavior [57],
for example, by altering neurotransmission levels in other ways. In fact, following this
example, there is also a relationship between anxiety and the genes that influence the sero-
tonergic system [58,86]. Given that the polymorphisms seem to influence behaviors such
as loss aversion through their influence on neurotransmission pathways, it is important
to address the variables that also influence these pathways. This consideration would be
extended to risk aversion. We can turn again to the study by Eisenegger et al. [46], where
a priori relations between DRD4 polymorphism and risk aversion were not found, but
manifested after the administration of a dopamine dose.

On the other hand, with regard to the dopaminergic pathways and loss aversion, only
DRD4 and DRD2 polymorphisms were studied and none of their alleles were related to
the level of loss aversion [32,52]. However, when DRD2 was studied in interaction with
another polymorphism, BDNF Val66Met, it shown remarkable results [32]. Specifically,
the A1 allele of DRD2, which is associated with a lower dopamine-receptor junction, was
related to the lower level of loss aversion. This is like what we described in risk aversion,
where lower sensitivity to dopamine led to more risks, but only when it was combined
with the Met allele of BDNF Val66Met, associated with lower BDNF production [32]. This
reaffirms the complexity of the relationship between genetics and behavior, as well as
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the need of not studying polymorphisms in isolation. As Harrati [26] and Gao et al. [53]
argued, studying polymorphisms in candidate genes constitutes an advantage with respect
to the study of SNPs, given that this poses “handfuls rather than millions of statistical
significance tests at stake, so much weaker associations can be found to pass thresholds
for statistical significance” [26], p. 187. However, when complex behaviors such as risk
or loss aversion are involved, they are most likely related to multiple genetic variants at
the same time [41,53] and studying just one polymorphism may not be enough. The study
by Gao et al. [53] followed a similar approach to that of Harrati [26], where millions of
SNPs were taken and their relationship with behavior was analyzed (without showing
significant results); however, on this occasion, addressing multiple polymorphisms and
not SNPs. Specifically, the study analyzed polymorphisms of 26 different genes, and thus
could approach a behavior from a broader genetic approach and overcome many of the
limitations that the rest of the studies presented. With this approach, Gao et al. [53] pointed
out that genes such as SLC6A4, COMT and DDC, which are involved in the serotonergic
and dopaminergic pathways, would partially explain the individual differences in fram-
ing effect. However, approaches such as this have not been found to date in studies of
loss aversion.

As we can see, the results for loss aversion were scarce and heterogeneous, so it is
difficult to draw a conclusion about its possible genetic basis or its relationship to risk
aversion. This leads us to think that it may be too early to answer this question and more
research is needed. Nevertheless, the scarce evidence subtly points, as in risk aversion, to
the implication of genes involved in dopaminergic and serotoninergic neurotransmission.
Previously, loss aversion had also been linked to these pathways, since its neural basis
indicates the involvement, again, of the brain’s emotional system [15], with the amygdala,
the insula, the ACC, the striatum and the prefrontal cortex being the main regions involved.
In addition, some studies addressed how different emotional regulation strategies were able
to reduce loss aversion [13,87], how patients with injuries in regions typically identified as
emotional lacked this bias [88], or how, certain factors such as unpleasant odors, which are
capable of inducing a negative emotional state, increased loss aversion [89]. This suggests
that if more studies were carried out in the genetic field, the implication of a solid genetic
bases, probably related to the dopaminergic and serotoninergic pathways, could be found.
With this, the relationship between risk aversion and loss aversion could be more clearly
demonstrated in the future.

4.3. Limitations and Future Research

As we have seen, our review is influenced by several limitations. Thus, part of the
heterogeneity found in the results could derive from methodological aspects. For risk
aversion, although we have limited the inclusion of studies to a specific type of tasks
(investment task, gambling task and BART), these can still present variability: changing the
amounts at stake, waiting times, and the way in which bets are presented, among other
differences. Likewise, there is also debate about whether to measure risk-taking with tasks
or with questionnaires, “ask or task”. Questionnaires provide more stable measures (and
probably more linked to genetics), while tasks seem to be more affected by contextual
aspects at the time of the experiment [90]. Additionally, since its origin, risk aversion has
been studied using similar tasks (gambling tasks), but some involved the possibility of
losing and others did not. Thus, some contrast safe gains with the risk of (if heads) winning
more or (if tails) losing (e.g., [30]), but others contrast safe gains against the risk of (if
heads) winning more or (if tails) winning less than the safe gain (e.g., [91]). The former
involves risk of loss and, although they are commonly used to measure risk aversion, it is
difficult to determine whether their measurement does not rather reflect the level of loss
aversion. Unfortunately, most gambling tasks used in this review included the possibility
of losing in their protocols. This is another important limitation that prevents us from
knowing if the similarity between the results found in risk and loss aversion comes from the
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common origin of these biases or because the tasks used measure all loss aversion and not
risk aversion.

Another important source of heterogeneity could come from the samples used. Thus,
as previously mentioned, it is important (both in risk and loss aversion) to focus on
homogeneous samples and to deal more specifically with all the possible factors that
could mediate or modulate the genes–behavior relationship, an aspect that most of the
studies lacked. This is a key point and, because of this, it is difficult to determine whether
current results are valid or may be subject to uncontrolled factors. In addition, many
sample sizes did not exceed one hundred participants (e.g., [33,43]), making it difficult to
obtain firm results given the small size of the effect associated with each polymorphism
separately [41,53].

Finally, as can be seen from the heterogeneity of the results, and given that they have
been published in journals from very different areas (e.g., economics or biology), the results
do not seem to be particularly affected by the publication bias that favors the publication of
positive results. However, given that our approach to risk and loss aversion is framed in
the economic field, we must warn of the presence of a specific bias stemming from this.

In order to overcome the present limitations of this review, and improve the quality of
future studies, they should follow these recommendations:

1. In line with Gao et al. [53], since risk and loss aversion are complex behaviors, studies
should address multiple candidate genes at once. In addition, they should be open
to testing other genes outside the dopaminergic and serotonergic pathways to avoid
confirmation bias.

2. Sufficient samples should be included to ensure that the multiple contrasts required
have adequate power. More samples imply more effort, but only then will the studies
be valuable.

3. It is necessary to control all possible confusing variables that could alter the genes–
behavior relationship. Other behavioral and health measurements should be provided,
but it would also be useful to rely on neuroimaging techniques and other means to
measure or infer the level of neurotransmitters that is available.

4. It should be checked whether the relationship between genes and risk aversion is
affected depending on whether tasks or questionnaires are used.

5. To discriminate between risk and loss aversion, it would be advisable to use only
tasks whose risk does not include losses.

5. Conclusions

As far as risk aversion is concerned, the studies are heterogeneous, but most of them
highlight the polymorphisms involved in dopaminergic and serotonergic neurotransmis-
sion pathways. These polymorphisms are related to higher or lower levels of risk aversion
depending on the allele they adopt. This supports previous evidence connecting risk
aversion to emotions, since the latter are intimately linked to these dopaminergic and
serotoninergic pathways. On the other hand, regarding loss aversion, it is too early to draw
conclusions and this review should only be taken as a starting point for future studies
investigating the genetic basis of loss aversion and its connection with risk aversion. Those
studies should follow the recommendations provided in this study to avoid falling back
into the same limitations that prevent us from shedding more light on this study field.
Whether risk aversion and loss aversion share a common emotional origin is a question
that needs to be answered with further research.
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Abstract: It is widely accepted there is the existence of negativity bias, a greater sensitivity to negative
emotional stimuli compared with positive ones, but its effect on decision-making would depend
on the context. In risky decisions, negativity bias could lead to non-rational choices by increasing
loss aversion; yet in ambiguous decisions, it could favor reinforcement-learning and better decisions
by increasing sensitivity to punishments. Nevertheless, these hypotheses have not been tested to
date. Our aim was to fill this gap. Sixty-nine participants rated ambiguous emotional faces (from
the NimStim set) as positive or negative to assess negativity bias. The implicit level of the bias was
also obtained by tracking the mouse’s trajectories when rating faces. Then, they performed both a
risky and an ambiguous decision-making task. Participants displayed negativity bias, but only at
the implicit level. In addition, this bias was associated with loss aversion in risky decisions, and
with greater performance through the ambiguous decisional task. These results highlight the need to
contextualize biases, rather than draw general conclusions about whether they are inherently good
or bad.

Keywords: negativity bias; loss aversion; reinforcement-learning; decision-making; Iowa Gambling
Task

1. Introduction

Most events and experiences in our daily living can be classified along a hedonic
dimension, according to the positive or negative emotions they produce [1]. The emotional
significance of a stimulus enhances its processing [2,3]. Therefore, this stimulus would
have a greater influence on our perception, judgement, and decision-making. In addition,
its valence (positive or negative) could provide an extra boost in that processing [1].

It is widely accepted there is the existence of negativity bias in human beings [4–7],
referring to the greater sensitivity to negative stimuli compared with positive stimuli [4,8],
and to the higher predisposition to consider ambiguous emotional stimuli as negative
than positive [9]. The origin of this bias has been addressed from multiple perspectives
(see Kanouse [10] for a review) and it is still an open question, however, its existence has
been evidenced in both verbal and non-verbal stimuli [1,11]; in affective judgments [9],
social information processing [12], during the child development [6], and on consumer
behavior [13]; also when using event-related potentials [14], and peripherical physiological
measures [15,16]. However, this generalizability was recently challenged. In their review,
Kauschke et al. [1] concluded that this bias does not always arise and that, in fact, a
positivity bias sometimes occurs, especially during childhood. Nevertheless, the meta-
analysis of Joseph et al. [8], conducted in 874 samples and 53,509 participants, consistently
revealed the presence of negativity bias. Therefore, current research points to negativity as
the most widespread phenomenon, although it may be subject to variability depending on
individual and contextual factors, such as age, stimulus modality, or task [1,9]. In addition,
since some tasks only measure explicit or conscious responses, they could not be sensitive
enough to capture the emotional bias; it is also important to address implicit automatic
responses [9].
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Following an ecological-rationality approach [17,18], classifying the negativity bias as
advantageous or disadvantageous depends on the context. Focusing on decision-making
and according to classical-rationality models, in risky contexts (where decision-rules are
explicit and outcomes probabilities are known), individuals should take decisions strategi-
cally, following the rules of probability, logic, and maximizing the utility [19–21]. However,
emotional biases can produce a jumping-to-conclusion effect that impairs this mathematical
calculation and could lead to non-rational choices [20,22]. This is the case of the promi-
nent loss aversion bias, whereby losses loom larger than gains [21,23]. So, losses have a
greater psychological impact [24] and could produce ‘anomalies’, such as the framing or
the endowment effect [23], that violate classical-rationality axioms just to avoid losses at
any price. Recently, it has been proposed that loss aversion could be decomposed into
the response bias and the valuation (or negativity) bias [25]. Consequently, those with a
greater negativity bias should also express greater loss aversion and therefore make more
biased decisions in risky decision-making contexts. This relationship between loss aversion
and negativity bias was also theoretically stated by Kahneman [26], from the field of risky
decision-making, and Kanouse [10], from the impression formation literature but, to our
knowledge, it has not been empirically tested to date.

On the other side, under ambiguous decisions (compared to risky decision-making),
i.e., when uncertainty is high and there exist several outcomes with unknown probabil-
ities [20,27,28], people would not be able to follow strategies such as utility maximiza-
tion [19] and would rely on the reward or punishment experiences after each decision.
These experiences produce emotions that are linked to the different decision alternatives
and act as somatic markers that guide following decisions [27,29]. Sensitivity to rewards
and punishments plays a key role in this reinforcement-learning process [20]. In this case,
having a greater negativity bias could enhance the effect of the punishments and would
help to avoid those stimuli that produce them [3,30]. As learning research evidenced, this
negative reinforcement would lead to faster learning [6,31]. Thus, it would be expected that
having a higher negativity bias would be conducive to better decision-making under ambi-
guity since this bias could improve the reinforcement-learning. However, this hypothesis
has never been tested to date.

Based on the above, the aim of our study is to provide new evidence of the existence of
negativity bias, as well as to explore its role when risky and ambiguous decisions are made.
This would shed light on the generalizability of the negativity bias and, on the other hand,
help to better contextualize the adaptive/disadaptive role of this bias depending on the
decisional environment. We hypothesize that, in a classification task of emotional faces [9],
ambiguous faces will be more often classified as negative, showing the presence of the
negativity bias. In addition, the higher level of negativity bias will predict the higher level
of loss aversion when taking risky decisions, and a better performance on an ambiguous
decisional task.

2. Materials and Methods
2.1. Participants

Based on the effect size found in a previous work [9], an a priori power analysis using
G*Power indicated a requisite of 34 participants (η2p = 0.2, power = 80%, α = 0.05) to detect
whether participants display negativity bias, both at the explicit and at the implicit level.
Seventy students were recruited by the means of a non-probabilistic sampling method, by
asking them during their classes in the University if they wish to participate in a study in
exchange for academic credits. Those interested filled out a self-administered questionnaire
to ensure that they met the following inclusion criteria when first contacted: not having
any neurological or psychiatric diseases; not consuming drugs habitually; and not having
experienced a highly stressful event in the last month. In addition, participants were asked
to not perform extenuating exercise or take drugs or alcohol in the last 24 h, and not smoke
or take stimulant drinks in the 2 h before the experimental session. One participant was
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eliminated due to technical issues. A total of 69 participants (age: M = 22.33, SD = 2.29;
women: N = 52, (75.3%)) were finally included in the study.

2.2. Procedure

Experimental sessions were carried out between 15:00 p.m. and 19:00 p.m. and lasted
approximately an hour. Participants were collected in the University hall and accompanied
to the laboratory. The general procedure was explained (see Figure 1), and informed consent
was signed. Before starting the protocol, participants fulfilled a short, self-administered
questionnaire to control the consumption of psychoactive substances and stimulants. Then,
they performed the Face Rating Task [9] to measure their negativity bias level. Five minutes
later the Lottery Choice Task [32] was employed to measure loss aversion in a risky decision-
making context, and the Iowa Gambling Task [33] was used to assess decision-making
under ambiguity. Both tasks were counterbalanced among participants. This study was
approved by the Ethics Research Committee of the University of Valencia in accordance
with the ethical standards of the 1969 Declaration of Helsinki.
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Figure 1. Experimental session procedure. The order in which the tasks were performed during the ex-
perimental session is shown. The Iowa Gambling Task and Lottery Choice Task were counterbalanced
across participants.

2.3. Face Rating Task (FRT)

The FRT was utilized to measure the negativity bias. This task included 16 faces
(8 surprised, 4 happy, and 4 angry), each presented four times in randomized order,
for a total of 64 trials. Faces (8 male and 8 female) were extracted from the NimStim
standardized facial expression stimulus set [34] with the consent of its developers. Each
trial was composed of a black fixation cross which appeared in the center of a white
background for 500 ms, and a 500 ms face presentation. After that, participants indicated
whether they thought the expression was positive or negative by clicking a start button at
the bottom of the display and clicking one of the two response option buttons (positive or
negative) in the upper left- or upper right-hand corner of the display.

It was checked whether the happy and angry faces were correctly classified as positive
and negative, respectively. On the other hand, it was compared whether the rate of
surprised (or ambiguous) faces classified as negative was higher than that of ambiguous
faces classified as positive. This corresponds to the explicit measure of the negativity
bias. In addition, MouseTracker 2.83 software [35] was used to obtain a more sensitive
measure of negativity beyond explicit valence ratings. This software tracked the mouse’s
trajectory as participants determined the valence of ambiguous facial expressions. During
a trial, the trajectory can reflect either a straight line (when participant’s mouse moves
directly from the start button to the response), or it can show a curvature (when it is pulled
toward the opposite response during the decision process). This curvature reflects the
implicit competition between positive and negative ratings. Thus, the maximum deviation
(MD) was obtained for ambiguous faces classified as positive (positive-MD), and for those
classified as negative (negative-MD). MD quantifies the attraction toward the unselected
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response by measuring the largest perpendicular deviation away from the most direct
trajectory to the selected response [9]. The greater the MD, the greater the competition of
the alternative response. A higher positive-MD indicates a greater implicit negativity bias
since it reflects that, although the positive rating is finally chosen, the automatic response
tends towards negative rating. Moreover, a lower negative-MD also indicates a greater
implicit negativity bias since it reflects that negative ratings are more automatic.

In sum, three variables of the negativity bias were included in the study: (1) explicit
negativity bias, (2) positive-MD, and (3) negative-MD. The last two refer to the implicit level.

2.4. Lottery Choice Task (LCT)

The LCT [32] was employed to measure loss aversion in a risk context. In this task,
participants decide in six lotteries whether they accept or reject the bet. In each lottery
the profit is fixed at 6€ and the loss varied through the bets (from 2 to 7€), yielding a
successively decreasing expected value for each lottery. Following Gächter et al. [32], loss
aversion was scored as the gain/loss ratio obtained from the highest bet accepted. This
ratio shows how big the potential gain must be in relation to the potential loss for someone
to accept the bets. Thus, the higher the ratio, the greater the loss aversion. Loss aversion
values usually reported in the literature are 2–2.5 [36,37], which indicates that gains have
to be at least twice as large as losses to accept a bet. As Rabin & Thaler [38] noted, loss
aversion is not the same as risk aversion (tendency to avoid risky choices), therefore, it
would be reasonable to ask whether this task really measures loss aversion and not risk
aversion. However, as Gächter et al. [32] pointed out, based on the arguments of Rabin &
Thaler [38], since this task offers small-stake gambles, behavior cannot be explained by risk
aversion, otherwise, when someone had to deal with choices that involved large amounts
at stake, “absurd degrees of risk aversion” [32] (p. 8) would be observed.

2.5. Iowa Gambling Task (IGT)

Decision-making under ambiguity was evaluated through the computerized version
of the IGT [33,39]. Participants should get the maximum benefit possible from over 100 con-
secutive decisions where they can win and lose money. They can choose from four decks
of cards: two disadvantageous (A and B) and two advantageous (C and D). A and B
provide large immediate gains, but large losses in the long run. C and D provide lower
short-term gains, but lower long-term losses, so their choice leads to higher profits. After
each decision, the participant receives feedback that can be used to adjust future decisions.
Performance was assessed by calculating the Iowa Gambling (IG) index: selections of C
and D minus selections of A and B. The higher the IG, the higher the performance. This
index was calculated for the entire task (IGTOTAL), and in blocks of 20 trials to study the
learning curve.

2.6. Statistical Analyses

Outliers’ presence was checked with the 2.5 standard deviations method and the
Kolmogorov-Smirnoff with Lilliefors correction was used to check normality. Analyses
included repeated measures ANOVAs to examine both the differences between ambiguous
faces classified as negative and positive (explicit negativity bias), and differences between
negative and positive-MD (implicit level). General linear models were also performed
to study associations between the negativity bias, and both loss aversion and the IGT
performance. Finally, as a complementary analysis, the sample was divided into two
groups (high and low negativity bias) taking the median as reference. Their loss aversion
level and IGT performance were compared between them through ANOVAs. The α

significance level was set at 0.05 and partial eta square (η2p) symbolizes the effect size. All
analyses were performed with IBM SPSS Statistics 25.

56



Int. J. Environ. Res. Public Health 2022, 19, 17037 5 of 11

3. Results
3.1. Negativity Bias

Firstly, it was checked whether the clearly positive and negative faces had been
properly classified. The accuracy for both positive and negative faces was almost perfect,
99.81% (SD = 1.05). On the other hand, a repeated measures ANOVA was carried out to
study whether there were differences between the ambiguous faces classified as positive
and negative. At the explicit level, no differences were observed (F(1, 68) = 1.09, p = 0.30,
and η2p = 0.02); finding that ambiguous faces were classified as positive (M = 17.09,
SD = 8.37) and as negative (M = 14.9, SD = 8.37) with a similar proportion. However,
differences were found at the implicit level (F(1, 68) = 9.85, p = 0.003, and η2p = 0.14), with
a higher positive-MD (M = 0.31, SD = 0.31) than negative-MD (M = 0.15, SD = 0.25). That is,
ambiguous faces showed a greater deviation of the mouse towards the opposite response
(negative rating) when they were classified as positive. However, when ambiguous faces
were classified as negative, the mouse’s trajectory reflected a straight response without
attraction towards the positive ratings (see Figure 2). Finally, Pearson’s correlations revealed
that positive-MD and negative-MD were not related with each other (r(69) = 0.053, p = 0.67);
but both markers were related to the overall percentage of ambiguous faces classified as
negative. Specifically, the higher the positive-MD, the higher the percentage of ambiguous
faces classified as negative (r(69) = 0.366, p = 0.002), and the higher the negative-MD, the
lower this percentage (r(69) = −0.320, p = 0.009).
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Figure 2. Mouse trajectory when classifying ambiguous faces as negative or positive. There was
a greater maximum deviation of the mouse when classifying ambiguous faces as “positive” than
“negative”. When participants classified ambiguous faces as “positive”, they showed response
trajectories that indicated a greater attraction towards the competitive option (negative), as opposed
to when they classified an ambiguous face as “negative”, which they did more automatically.

3.2. Negativity Bias and Loss Aversion

First, it was necessary to identify whether the sample had loss aversion. The average
value obtained in the lottery choice task was 2.63 (SD = 1.48), which is very close to that
usually reported in the literature (2–2.5). In addition, it was studied whether negativity
bias predicted loss aversion. Both the percentage of ambiguous faces classified as negative
(explicit level), and negative-MD (implicit level) showed no associations with loss aversion
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(p’s > 0.05). However, positive-MD was significantly associated with the level of this bias
(β = 1.91, SE = 0.54, t = 3.52, p = 0.001, and η2p = 0.17); i.e., the greater the attraction
for the opposing option when ambiguous faces were classified as positive, the greater
the loss aversion. In addition, dividing positive-MD by their median, it was compared
whether there were differences in loss aversion between those who showed the greater and
those who showed the lower positive-MD. When the ambiguous faces were classified as
positive, the group that showed more deviation towards the opposing response (greater
positive-MD), also had higher loss aversion (M = 2.99, SD = 1.74) than the group with a
lower deviation (M = 2.24, SD = 1.03); F(1, 67) = 9.37, p = 0.035, and η2p = 0.07.

3.3. Negativity Bias and Iowa Gambling Task (IGT) Performance

It was studied whether negativity bias predicted performance on the IGT. Having
a greater or lesser negativity bias, either at the explicit or implicit level, showed no as-
sociations with the IGTOTAL (p’s > 0.05). Similarly, no association was found between
the explicit measure of negativity bias and performance in any of the 5 blocks of the IGT
(p’s > 0.05). However, negative-MD was significantly associated with performance in the
second block (β = −4.02, SE = 3.27, t = −1.23, p = 0.045, and η2p = 0.08) and the third block
(β = −5.46, SE = 3.15, t = −1.72, p = 0.006, and η2p = 0.11). That is, the more automatic the
negative rating for ambiguous faces, the higher the performance in those blocks.

Again, by dividing negative-MD by their median, it was studied whether participants
with greater or lesser negative-MD differed in performance on IGT. Repeated measures
ANOVA for the 5 blocks of the IGT, including the groups formed by dividing negative-MD
as the between-subject factor, was carried out. It was found to be a main effect for the
moment factor (the 5 IGT blocks), F(4, 64) = 9.43, p < 0.001, and η2p = 0.30; this indicated that
performance varied throughout the task, regardless of the group. In addition, a significant
interaction moment*negative-MD groups (greater and lower negative-MD) was observed
(F(4, 64) = 4.15, p = 0.005, and η2p = 0.21) which indicated that this evolution was different
for each group. As can be seen in Figure 3 and Table 1, when contrasting the performance
of both groups in each IGT block, the group that most automatically rated the ambiguous
faces as negative was also the one that performed significantly better in blocks 2 and 3,
as well as showing a significant trend towards better performance in block 4. No other
negativity bias variable reported significant results in relation to IGT performance.
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Figure 3. Performance in the IGT blocks depending on the group (higher or lower negative-MD).
Participants who classified surprise or ambiguous faces as negative more directly, i.e., showed
more negative bias at the implicit level, performed significantly better (*) in blocks 2 and 3 of the
IGT. In addition, they showed a trend (†) towards better performance in block 4. Means ± 95%
confidence interval.
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Table 1. Inter-subject effect tests for the different IGT blocks.

Lower Negative-MD
(N = 34)

Greater
Negative-MD

(N = 35)
F Gl

Hypothesis Gl Error p-Value η2p

IG
T

Block 1 M = −2.48 ± 5.22 M = −2.00 ± 5.65 0.13 1 64 0.719 0.002
Block 2 M = 4.06 ± 6.88 M = −0.61 ± 5.66 9.04 1 64 0.004 ** 0.124
Block 3 M = 4.60 ± 6.09 M = 0.00 ± 6.18 9.28 1 64 0.003 ** 0.127
Block 4 M = 4.36 ± 8.06 M = 1.15 ± 4.82 3.85 1 64 0.054 † 0.057
Block 5 M = 0.30 ± 7.265 M = 3.27 ± 6.30 3.14 1 64 0.081 0.47

IGT, Iowa Gambling Task; M, mean; ± standard deviation; ** significant contrast at the 0.01 level. † signifi-
cant trend.

4. Discussion

The aim of this research was to provide new evidence of the existence of negativity
bias when processing emotional stimuli and, furthermore, to study how this bias influences
decision-making depending on the context. Results evidenced the presence of the bias,
although only at an unconscious level. In addition, this bias was associated with both a
more biased risky decision-making and a better decision-making under ambiguity. These
results will be discussed in depth below.

Regarding our first hypothesis, results showed the presence of the negativity bias
when classifying ambiguous emotional faces, however, this evidence occurred only at an
implicit level; mouse’s trajectory when rating these faces as positive showed a significant
deviation towards the opposing response, indicating that, although the trend was corrected
at the explicit level, the initial impulse was to classify faces as negative. Yet, faces rated
as negative showed a straight trajectory that reflects the absence of opposition. On the
one hand, as in Brown et al. [9], this indicates that negativity bias could remain hidden
if a methodology that explores beyond the conscious response is not used. Therefore,
many studies that argued the absence of this bias (for a review see 1), should be revisited
using new methods that replicate or modify results obtained. On the other hand, it seems
that although there was negativity bias, it was not strong enough to affect the conscious
response when classifying faces. According to dual-processing approaches [22,40], this
emotional bias may be corrected by top-down mechanisms managed by the neocortex.
Therefore, even when the initial impulse was to classify ambiguous faces as negative, a
balanced rating between positive and negative valences was finally made. Nevertheless,
individual and contextual factors, such as age, stimulus modality, or task could favor the
conscious negativity bias expression [1]. For example, stress can increase the bias level [9].
It produces a relocation of resources in the brain, favoring subcortical regions activity over
the prefrontal cortex [41]. In this situation, top-down processes may not function properly,
and negativity bias may be more easily manifested at the conscious response. Therefore, it
will be necessary to explore a wide range of factors to understand when we are particularly
vulnerable to this bias.

The fact that the bias only appeared at the implicit level when judging ambiguous
faces does not imply that it could not be influencing other cognitive domains. Thus,
regarding risky decision-making, results confirmed the hypothesis that negativity bias
would be conducive to more biased decisions. Specifically, the greater the unconscious
attraction towards negative ratings when classifying ambiguous faces as positive, the
higher the loss aversion. These results would be in line with Sheng et al. [24], who
highlighted that loss aversion could be explained, at least partially, by the negativity bias.
In addition, authors found that this bias was unconsciously manifested through increased
visual attention to losses. This may also fit with our results, which showed that only the
implicit negativity bias was significantly associated with loss aversion. Nevertheless, to
clarify these issues, it would be necessary to address, through instruments such as an
eye-tracker [42], if the negativity bias measure used in this study could be also related
to the heightened focus on losses reported by Sheng et al. [25], as well as whether it is
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behaviorally meaningful, influencing other complex decisions as reflected in recent studies,
where even the predisposition to adopt innovative technologies would depend on the level
of negativity bias [13].

On the other side, regarding decision-making under ambiguity, our last hypothesis
stated that negativity bias would increase the IGT performance since this bias would
favor reinforcement-learning. The overall score was similar for the different levels of
the negativity bias; however, in line with our hypothesis, this bias was associated with
faster learning and greater performance through the task. Specifically, those who most
automatically rated ambiguous faces as negative performed better in the second and third
blocks of the IGT and showed a trend towards better performance in the fourth block.
Since our sample was composed of healthy, young participants and they should not face
difficulties in learning the appropriate strategy in IGT [33], the margin for improvement
attributed to the negativity bias may not be large enough to be observed in the overall score.
However, studying the learning curve through the different blocks allowed for further
exploration.

According to Bechara et al. [43], during the pre-punishment period (first block), par-
ticipants do not know how the task works and must explore. Therefore, negativity bias
could not explain their performance as the choices would be random. However, during the
second and third blocks, called hunch periods, participants begin to develop anticipatory
emotional signals based on their experiences [27,29] and their sensitivity to feedback [20].
Since the negativity bias would help to focus attention on negative information [3,30], it
could help to generate such anticipatory markers and facilitate the avoidance of disadvan-
tageous decks, improving the performance, as our results showed. Finally, Brand et al. [44]
argued that the last blocks are less ambiguous, and participants rely on the attributions
developed during the task. Yet, these attributions may be affected by multiple factors
such as personality, working-memory, and impulsiveness, among others [45,46]. Thus,
negativity bias could become particularly important only in ambiguous phases where it
is still difficult to decide based on conscious information. Nevertheless, more research is
needed to verify whether the bias really becomes secondary when participants form their
hypotheses. In this line, Bechara et al. [43] studied participants’ attributions throughout
the task by asking them at the end of each block about their beliefs. It would be useful to
replicate this approach in future studies also addressing negativity bias.

This study is not exempt from limitations, mainly related to potential variability of
the negativity bias. Firstly, it was found that men would have a lower negativity bias [47].
Although the role of sex was considered by adjusting results by sex, the disproportionate
sample (mostly women) makes it difficult to draw conclusions. On the other hand, all
participants were young. Authors such as Carstensen & DeLiema [48] suggested that the
negativity bias present in youth would decrease with age. Moreover, the measure of the bias
was based on only one type of stimuli (emotional faces) and may differ if addressed with
others [1]. Thus, it would be appropriate to replicate our study with a proportionate sample
of men and women, covering different ages, and using different measures of negativity
bias, to check if results can be generalized.

5. Conclusions

Our work highlights that the same bias could lead to different results depending
on the context. In risky contexts, under the classical-rationality framework [19], it could
be concluded that negativity bias is leading to less rational decisions, which are often
interpreted as negative. In fact, these approaches have resulted in libertarian paternalism
policies [49] that consider we need a “nudge” [50] to avoid biases that affect us when
deciding. However, negativity bias could favor good decisions in ambiguous contexts such
as the IGT. Here, this bias could act as an enhancer of reinforcement-learning by providing
greater sensitivity to punishment, which would help to avoid future negative consequences.
In fact, from evolutionary perspectives, this bias represents an adaptive advantage that
errs on the side of caution, maximizing survival [51,52]. But again, this would depend
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on the context. The IGT is designed to “reward” caution but in an ambiguous task that
rewards risk-taking, negativity bias would be negative once again. Our data therefore seem
to support the ecological rationality approach [17,18] and the need to contextualize rather
than draw general conclusions about whether a phenomenon is inherently good or bad.
As Simon [53] stated: “Human rational behavior is shaped by a scissors whose blades are
the structure of task environments and the computational capabilities of the actor”. It is
important that, in the future, the scientific community properly explores the role of biases,
rather than simply criticizing them, as in some contexts they may even be a useful tool for
making good decisions faster and at lower cost.
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A R T I C L E  I N F O   

Keywords: 
Decision-making 
Framing effect 
Interoception 
Alexithymia 
Somatic markers 
Emotions 

A B S T R A C T   

Decision-making depends on the context (frame) in which questions and alternatives are presented. Moreover, 
research has showed that the ability to detect bodily sensations (interoception) and being able to attribute these 
changes to emotions correctly (alexithymia) influence how we make decisions. The aim of the present research 
was to study how interoception and alexithymia might affect the Framing effect (FE), a cognitive bias closely 
related to emotional system. 42 healthy participants completed the Risky-choice Framing task and their inter
oception and alexithymia levels were measured. Results showed that the participants were more risk-taking 
under the negative frames in comparison to the positive ones. In addition, we found that alexithymia and 
interoception were negatively and positively correlated with the FE, respectively. Finally, the moderation ana
lyses revealed that alexithymia predicted a lower FE only when the interoception was high. Based on previous 
literature and in our results, we propose a two-stage model of intuitive decision-making.   

1. Introduction 

Our day-to-day decisions are characterized by violation of rationality 
premises. In daily life ambiguous situations and due to our cognitive and 
time limitations, instead of analyzing the whole problem and calculating 
all the possible outcomes, we rely on our “gut feelings” or constantly let 
our emotions dictate our decisions (Bechara and Damasio, 2005; De 
Martino et al., 2008; Kahneman and Tversky, 1979; Poppa and Bechara, 
2017). Therefore, we tend to take cognitive “shortcuts”, known as heu
ristics. These heuristics can lead to biases and systematic errors (Kah
neman and Tversky, 1979). One of the most studied biases is the 
“Framing effect” (FE). 

FE, one of the main pillars of the Prospect theory (Kahneman and 
Tversky, 1979), contradicts the main premise of the rational choice 
theory (Mellers et al., 1998): logical consistency across decisions, 
regardless of the context. This bias consists of the idea that changes in 
the context, it means, changes in the way alternatives are presented, 
affect relative desirability of these alternatives, in the way that people 
tend to prefer the sure option in the positive frame and the risky option 
in the negative frame (Tversky and Kahneman, 1981). In other words, 
choices involving gains make people more risk aversive and choices 

involving losses, more risk taking. This bias has also been observed in 
animal studies (see Kacelnik and Bateson, 1996, 1997 for review) and 
seems to have its roots in emotional system since studies have observed 
that prefrontal-amygdala circuit (De Martino et al., 2006; Roiser et al., 
2009) and insular cortex (Preuschoff et al., 2008) play an important role 
in this process. Different studies have shown that these brain circuits are 
involved in emotions processing (e.g. Bechara et al., 1994; Chakravarthy 
and Chakravarthy, 2019; Craig 2009; Ledoux, 2000; Phelps, 2006; 
Poppa and Bechara, 2017; Trepel et al., 2005). For instance, several lines 
of research, working with patients with brain damage in this circuit, 
support the idea that this leads to excess risk-taking without anticipating 
the negative costs that this may entail (Bechara and Damasio, 2005; De 
Martino et al., 2010; Phelps, 2006) and it is believed that this is because 
of their inability to detect emotional body cues triggered by aversive 
stimuli (Bechara et al., 1994). Other studies (De Martino et al., 2008; 
Ring, 2015; Sarlo et al., 2013) using more peripheral indictors of 
emotional arousal, such as skin conductance responses (SCRs), observed 
a differential physiological pattern depending on how the problems and 
the possible alternatives were presented: higher SCRs being positively 
correlated with negative frames and also with high risk-taking under this 
context. Put in another way, a higher arousal was linked to a higher FE. 
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Thus, these findings, on central and peripheral nervous system level, 
show that emotions play an essential role in this process, it means, how a 
certain situation makes us feel or how we “label” those feelings can alter 
our perspective and affect our decisions. 

Talking about the role of emotions in our decision-making, De 
Martino et al. (2006) highlighted that studies with the FE emphasize the 
fact that intuition and emotional responses, instead of analytical pro
cessing, play a key role in guiding choice behavior. Though, more 
research is needed to get a deeper perspective of the situation; never
theless, this limited data still manages to make it obvious that emotions 
are an indispensable part of human decision-making process, as well as, 
how we process and regulate them. However, this would be highly 
depending on the individual’s emotional awareness level; in fact, it has 
been shown that higher emotional awareness is linked to a better per
formance in complex decision-making tasks (Evans et al., 2005). For this 
reason, it would be interesting to consider the role the constructs 
involving these variables, such as alexithymia and interoception. 

Alexithymia, first introduced by Sifneos (1973), with a 10–13% 
prevalence rate in general population depending on the cutoff we use 
(Salminen et al., 1999), is a personality construct which consists in 
having difficulties in identifying and describing one’s emotions and 
feelings. These symptoms can result in having trouble in emotional 
regulation and awareness (da Silva et al., 2017; Hsing et al., 2013; 
Laloyaux et al., 2015; Zamariola et al., 2018) and deficits in the 
perception of emotional stimuli (Aleman, 2005; Lane et al., 2000). 
Working with the FE, Shah et al. (2016) demonstrated that higher levels 
of alexithymia predicted lower FE, concluding that individuals with 
alexithymia tend to rely more on “rationality” than intuition or “gut 
feeling” since they are not in touch with their emotions properly, thus, 
are not affected by the FE as much, as this is an emotionally induced 
bias. 

On the other hand, interoception is one’s ability to detect and process 
subtle internal bodily sensations (e.g. hunger, thirst, changes in respi
ration or cardiac signals, etc.) triggered by external stimuli related to an 
emotional experience. Studies show that higher level of interoception is 
related to higher intensity of emotional awareness and more detailed 
emotional processing (Herbert et al., 2011; Pollatos et al., 2007). 
Moreover, it has also been linked to better decision-making. For 
instance, studies with decision-making under risk have shown that 
participants’ interoceptive abilities affect their performance in these 
tasks (Bechara et al., 1997; Dunn et al., 2010; Sütterlin et al., 2013). It is 
believed that interoception affects decision-making by increasing our 
subjective emotional experience triggered by our bodily responses to 
external stimuli (Barrett et al., 2012; Critchley et al., 2004; Wiens et al., 
2000; Zaki et al., 2012). Even though the studies linking interoception 
and the FE are scarce, some research has been done to give us few clues. 
Sütterlin et al. (2013) and Shah et al. (2016) in their studies concluded 
that high interoception was positively correlated with a higher suscep
tibility to the FE. It makes sense, as we described above, the FE has 
emotional bases, therefore accurate emotional processing can determine 
its level of influence on the decisions by triggering somatic responses in 
the individual and making them more prone to be affected by this bias. 

Although the relationship between alexithymia or interoception and 
the FE has been studied separately, to our knowledge, it has not been 
explored to date how both constructs interact and influence decision- 
making, more specifically, the FE in healthy people. This possible rela
tionship has been tested in the clinical settings. For instance, recently, 
Palser et al. (2018) concluded that a high level of alexithymia could be a 
risk factor for anxiety, but especially in people with a high level of 
interoception. However, in the case of having poor interoception, having 
more or less alexithymia did not seem so relevant. Thus, it seems that 
having more or less alexithymia becomes especially relevant only when 
the individual is already aware of the interoceptive signals coming from 
the body. Therefore, returning to decision-making, it makes sense that a 
greater alexithymia explains a lower FE, but especially in people who 
have a good interoception level and, as we propose, this occurs because 

the interoceptive signals are misattributed to emotions due to the 
presence of alexithymia. However, first the person must be able to detect 
those signals; perhaps that is why alexithymia is less important in people 
who have poor interoception. 

Taking this into account, the aim of this study is to explore these 
relationships and how these variables interact with each other to in
fluence decision-making under risk. As we mentioned above, data on the 
relationship between the moderating role of high or low ability of 
emotions detection and regulation, measured in interoception and 
alexithymia, and the susceptibility to the FE is scarce, our study is 
intended to dig into this question and provide more scientific evidence 
of the directionality of the possible relationships. Firstly, we hypothesize 
(hypothesis 1) that participants would choose to accept the bet (take 
more risk) under the negative frames more than the positive ones, in 
other words, they would show FE. Secondly, we expect that inter
oception would positively and alexithymia would negatively predict the 
FE level (hypothesis 2), since higher emotional awareness would facil
itate the emotional feedback loop leading to a more intuitive decision- 
making and inability to do that would hinder the process. Finally, we 
predict that (hypothesis 3) the interaction between interoception and 
alexithymia would have a significant effect and interoception would 
moderate the relationship between alexithymia and the FE, in a way that 
depending on the levels of interoception, alexithymia would play more 
or less relevant role in this process. It would happen because first one 
needs to be aware of owns bodily changes, it means having high inter
oception, and only then, whether the person is able to regulate and 
attribute these sensations to emotions effectively or not (level of alex
ithymia) would be significant. 

2. Method 

2.1. Participants 

Based on the effect size found in a previous work on the FE and 
alexithymia (Shah et al., 2016), an a priori power analysis using 
G*Power (Erdfelder et al., 1996) indicated a requisite of 33 participants 
(η2

p = 0.44, power = 80%, α = 0.05) to perform a general lineal model 
studying interoception, alexithymia and their interaction to predict the 
FE. We oversampled 10 participants to account for possible exclusions. 
43 healthy participants were recruited by the mean of non-probabilistic 
sampling method, from which one was eliminated due to a physical 
disability and for not having been able to perform the framing task well 
on the computer. Hence, the final number of participants was 42, 
(women: N = 27; age: M = 22.50, SD = 2.734). All of them fulfilled the 
exclusion criteria as follow: not having physical, neurological or psy
chiatric diseases; not consuming 10 or more cigarettes a day; not 
consuming drugs on regular bases; not having consumed drugs 24 h 
before and not having taken stimulant drinks in the 2 h before the 
experimental session; sleep deprivation and BMI. 

The study was approved by the Ethics Research Committee of the 
University of Valencia in accordance with the ethical standards of the 
1969 Declaration of Helsinki. All participants signed informed consent 
before starting the experimental session and were informed about which 
activities they had to perform and which equipment was going to be 
used (electrodes to measure electrocardiogram, ECG, for instance), also 
insisting on that they were free to withdrawal their consent at any point 
of the study. 

2.2. Instruments 

2.2.1. Framing task 

2.2.1.1. Risky-choice framing task. Participants completed a computer
ized version economical risky-choice framing task adapted from De 
Martino et al. (2006). First of all, a screen appeared for 2 s informing 
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them that they received an amount of money (€25, €50, €75 and €100). 
Next, a screen with two options appeared simultaneously for 4 s, where 
they were asked to choose between a “sure” option and a “risky” option. 
The reason behind the time constraining was to enhance the effects of 
implicit information processing, as proposed by the original authors. 

On the one hand, the “sure” option could be presented either in a 
negative frame (e.g. “You lose €75”) or in a positive frame (“You keep 
€25”). Point to be noticed, the actual monetary value is equal in both 
options and the only difference is how they are worded. On the other 
hand, the “risky” option consisted of gambling to either win or lose the 
whole amount of money announced before. The probabilities to win the 
risky option were 20%, 40%, 60% and 80%; and the trials were equally 
balanced between these probabilities, it means, same number of trials 
for each percentage of riskiness. Types of frame, positive or negative, 
were randomly presented; however, the number of trials for each type of 
frame was equal (32 loss and 32 gain frames). In addition, the “risky” 
option in a specific positively framed trial was equivalent to its com
plementary negative frame’s “risky” option. It means, for every positive 
trial (e.g. “You keep €60 of €100” vs. a 60% chance of keeping the whole 
€100), there was a complementary negative trial (e.g. “You lose €40 of 
€100” vs. 60% chance of keeping the whole €100). As you can see, 
“risky” option remains the same, but “sure” option changes depending 
on how it is framed (a visual representation of two complementary 
framed trials is represented in the Fig. 1). 

Following the protocol from the original authors, participants were 
not given any feedback if they lost or won the gamble, in order to avoid a 
possible decisions shift because of the context dependence of risk pref
erences (Tversky and Kahneman, 1992; Vermeer and Sanfey, 2015; Xue 
et al., 2011). For example, studies have shown that participants prefer 
risky options after a financial loss, while choosing safer options after a 
monetary gain. Another important reason was that each trial was 
intended to be a unique bet and a trial-by-trial feedback could promote 
learning by reward/punishment-based conditioning, which could result 
in adapting a strategy to gain more money (Bechara et al., 1994; Chiu 
et al., 2018; Turnbull et al., 2014). This feedback based learning could 
introduce bias to our data since the purpose of our study was to measure 
risk-taking in each independent bet under different contexts (frames). 

In addition 32 “catch” trials were included; where one of the alter
natives was notably beneficial in comparison to the other one (e.g. 95% 
chances to win/lose the whole amount vs. keeping/losing 50% of the 
initial amount). These were to assess the participant’s engagement and 
to assure that the answers were not random. Following the design 
developed by De Martino et al. (2006), any participant failing in more 
than 20% of these “catch” trials were excluded from the study. 

2.2.2. Interoception 
We used the Schandry heartbeat tracking task (Dunn et al., 2010; 

Schandry, 1981). This task is divided into six trials. In each trial, the 
participants have to count how many heartbeats they felt during 
changing time of intervals - two trials of 25 s; two of 35 s and last two 

ones of 40s - without being permitted to take their pulse. Afterwards, 
these results are compared with their real heartbeats they had during 
those intervals measured by the ECG. Heartbeats were recorded using 
the third Einthoven derivation with 3 re-usable electrodes, using BIO
PAC MP150, a transducer ECG-100C and the AcqKnowledge 4.2.0 
software. 

2.2.3. Alexithymia 
We used the Toronto Alexithymia Scale (TAS-20; Bagby et al., 1994). It 

is the most extensively used self-report to measure alexithymia 
construct. It consists of 20 items, and participants must answer the 
questions in 5-point Likert scale, where “1” means “completely disagree” 
and “5” means “completely agree”. The score can range from 20 to 100, 
with higher score indicating a high level of alexithymia (a score higher 
than 71 indicates clinical-level alexithymia diagnosis). 

We used the Spanish version of TAS-20 (Martínez-sánchez, 1996); 
Cronbach’s alpha for our sample was 0.63. 

2.3. Procedure 

Participants who showed interest in participating in the study were 
asked to provide us their contact information (email and mobile num
ber) and the day and time they preferred for the session. Through an 
online questionnaire, all the participants provided information about 
their socioeconomic variables, as well as their physical and psycholog
ical health. In addition, we asked them about their lifestyle style (psy
chostimulant drug uses, drug addiction, physical activity, etc.). In this 
same questionnaire TAS-20 was included to measure alexithymia. The 
reason behind to add the questionnaire here was to avoid any influence 
that the framing task could have on their emotional expression. Partic
ipants were instructed to wait in the faculty hall and were guided to the 
lab by the main researcher in the elevator avoiding the stairs to avoid 
any fluctuations in their physical or physiological states (fatigue or 
increasing heartbeat). Once in the lab, they all signed informed consent 
and were informed about the study and equipment used, without 
revealing the exact purpose and variables of the study. Next, to measure 
ECG, electrodes were attached to their body and they were left alone for 
10 min to take a baseline. After this habituation phase, they performed 
the heartbeat tracking task to assess interoception, which was followed 
by the Risky-choice framing task with a 5 min rest in between. In
structions for this task were printed on a paper with visual examples for 
a better comprehension. Participants also performed few test trials in 
order to grasp the task well before really starting. 

2.4. Data reduction 

2.4.1. Risky choice framing task 
First, to guarantee a sufficient internal validity, any participant who 

failed more than 20% of “catch” trials was excluded from the further 
analysis. In addition, it was assured that the positioning of the frames 

+ RECEIVE 100$

RECEIVE 100$ LOSS 40$+

KEEP 60$

Gain frame

Loss frame

Fig. 1. Risky-choice framing task. Two complemen
tary trials are presented. First a screen with a “+” 
symbol appears for 3 s in order to prepare the 
participant for the trial. Second, participants receive 
an initial amount (2 s). Third slide appears (for 4 s 
only) with a “sure” (on the left) and a “risky” option 
(green being the probability to win and red the 
probability to loss all the initial amount). The “sure” 
option can either be framed as a gain (“keep”) or as a 
loss (“loss”). Types of frame, positive or negative, 
were randomly presented; however, the number of 
trials for each type of frame was equal (32 loss and 32 
gain frames). No feedback was given if the bet 
resulted in a win or a loss. (For interpretation of the 
references to colour in this figure legend, the reader is 
referred to the web version of this article.)   
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(right vs left) did not have a significant influence on the decisions. 
Finally, the FE was measured by calculating the difference between the 
preference (in percentage) to choose the “gamble” option over the “sure” 
option within each frame. In other words, the difference between the 
percentages of trials the individual chose to gamble in a positive frame 
versus a negative frame. 

2.4.2. Schandry heartbeat task 
The participants’ performance on this task was measured by using 

the following formula: ((Actual − Estimated) ÷ Actual) × 100, where 
“Actual” is the heartbeats the participant really had at that interval of 
time as estimated by ECG and “Estimated” are the number of heartbeats 
participants felt they had, it means, the answer they gave. These results 
are presented in the percentage form. We calculated the percentages for 
the six trials and computed the average. The scores can be interpreted as 
a continuous scale, where higher scores mean better interoception. 

2.5. Statistics analysis 

First step was to check outliers and test variables normality with 
Kolmogorov-Smirnov normality test. Variables that did not follow 
normal distribution were converted using the Ig10 conversion method. 
First, we tested for the FE through a repeated-measures ANOVA, 
comparing risk taking in positive vs negative frames. After that, we did a 
two stepped analysis, as previously mentioned. First, to study if inter
oception, alexithymia and their interaction predicted the FE, we carried 
out a general linear model. Once the significant interaction was assured, 
we followed the Johnson-Neyman procedure with the PROCESS macro 
for SPSS (Hayes, 2017). Johnson-Neyman method identifies important 
transition or critical points (JN) where the effect of the moderator var
iable (in this case, interoception), on Y (effect of alexithymia on the FE), 
transitions from significant to nonsignificant, or vice versa (see Montoya 
(2019) for a detailed explanation). 

All analyses were performed using IBM SPSS Statistics 25, with the α 
significance level set at 0.05. 

3. Results 

3.1. Descriptive statistics 

In the Table 1, descriptive characteristics of our variable of interest 
are presented. 

3.2. Framing effect 

First, we checked if any participant failed more than 20% of the 

“catch” trials. In our case, no participant was excluded for this reason. 
Secondly, we discarded the possibility that the positioning of the frames 
(right vs left) could be affecting participants’ choices by conducting a 
mean comparison (M = 0.2068, SD = 0.1845 and M = 0.2068, SD =
0.1875, respectively) and no significant differences were observed, F(1, 
41) = 0.00, p = 1.00. After assuring the internal reliability with these 
two steps, we got into our specific hypotheses testing. 

As far as our first hypothesis is concerned, participants indeed tended 
to take more risk (accepting to bet) in loss frames than in gain frames (M 
= 0.4896, SD = 0.2227 and M = 0.2827, SD = 0.1955, respectively), F(1, 
41) = 169.083, p < .001, η2

p = 0.805. 

3.3. Alexithymia and interoception 

Only as a verification that there is no correlation between alex
ithymia and interoception so that the following analysis can be done 
well, we ran Pearson correlation between them, which resulted not 
significant (r(42) = − 0.031; p = .845). Then, once having assured the 
independence of these two variables, using a general linear model to see 
how interoception, alexithymia and their interaction predicted the FE, 
we observed that there were significant main effects of interoception (B 
= 0.019, SE = 0.008, t = 2.34, p = .024, η2p = 0.12), and alexithymia (B 
= − 0.128, SE = 0.048, t = − 2.68, p = .01, η2p = 0.15). It means both 
constructs are significant predictors of the performance in the FE task, 
interoception being positively and alexithymia negatively correlated 
with the FE. In addition, we found a significant Inter
oception*Alexithymia interaction (B = − 0.013, SE = 0.005, t = − 2.64, p 
= .01, η2p = 0.15), indicating that interoception moderates the effects of 
alexithymia on the FE. The model was significant, F(3, 38) = 3.35, p =
.02, and explained the 20.9% of the FE’s variance. In order to deepen 
even more in this interaction, the Johnson-Neyman procedure was fol
lowed, which revealed that having a punctuation of 59.45 in inter
oception was a critical point (see Fig. 2). Scores lower than this point did 
not show significant associations between alexithymia and the FE, 
contrary to those who scored higher, which showed a negative associ
ation between alexithymia and the FE. 

4. Discussion 

In the present study we aimed to study how the FE, a cognitive bias, 
may be influenced by alexithymia and interoception. Not much research 
has been done exploring these variables under the same experiment 
design and the main objective of our study was to dig into these re
lationships and provide more evidence on this topic. We hypothesized 
that people would be more conservative when encountering positively 
framed alternatives and more risk-taking with negatively framed alter
natives, i.e., they would show a framing effect (Tversky and Kahneman, 
1981). In addition, these differences in preferences would be negatively 
and positively associated with alexithymia (Shah et al., 2016) and 
interoception (Sütterlin et al., 2013), respectively. It would happen 
because this cognitive bias is routed in our emotional system (De Mar
tino et al., 2006; Ring, 2015; Roiser et al., 2009; Sarlo et al., 2013) and 
an inability or ease to detect, process and regulate our bodily sensations 
and emotions would affect this. Going even further, we suggested that 
interoception would moderate the relationship between alexithymia and 
the FE. Our results seem to support these hypotheses and show that 
interoception and alexithymia indeed play a significant role in the 
decision-making involving the FE. 

The main result from our study is that alexithymia only predicted 
low FE in those individuals who displayed a high interoception. It 
means: a good level of body awareness (high interoception) was a 
necessary condition for alexithymia to have a significant effect on our 
decisions. In order to explain that, we propose that this happens because 
of a two independent stages process: when encountered with an 
emotional stimulus (a bet in our case), our body sends us signals via 
somatic responses (SCRs, heartbeat change, sweating…), which an 

Table 1 
Descriptive statistics (N = 42).   

M SD 

Framing effect  0.21  0.17 
Bet acceptance under positive frame  0.28  0.19 
Bet acceptance under negative frames  0.49  0.22 

Interoception trial 1  65.95  17.42 
Interoception trial 2  66.27  18.71 
Interoception trial 3  64.42  22.61 
Interoception trial 4  63.78  21.49 
Interoception trial 5  62.70  19.36 
Interoception trial 6  63.38  20.61 
Final interoception  63.93  16.47 
Alexithymia  40.52  7.12 

M = mean; SD = standard deviation; framing effect score, is measured by 
calculating the difference between the proportion of trials the participant chose 
to gamble in the positive frames versus at the negative frames; final inter
oception score (in percentage) is calculated by averaging the interoceptive 
precision (also in percentages) in 6 heartbeat tracking trials; alexithymia 
(ranging between 20 and 100), sum 20 items of TAS-20. 
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individual can become aware of or not depending in their interoception 
level (level 1). If there is a defect in this level, it means, if one is not 
aware of the signals sent by their bodies, it does not matter how and how 
well we label these signals (level 2). Put in another way, alexithymia, 
which is attributing somatic responses to emotions, would have an effect 
on our decisions only when these signals become conscious by functional 
interoceptive ability, hinting that they conduct on two different levels 
(Palser et al., 2018). These two levels are independent and a deficiency 
in one does not mean a defect in the other one necessarily. In fact, 
different studies have showed that interoception and alexithymia are 
independent constructs (Bird et al., 2011; Marchesi et al., 2000; Palser 
et al., 2018), as also backed by our correlational results. Thus, we can 
assume that they are two independent aspects that must coincide for a 
person to be more aware of their emotional responses. 

These results can be explained by the somatic marker hypothesis 
(Bechara and Damasio, 2005; Poppa and Bechara, 2017) which takes 
into account how emotions derived from external stimuli affect our 
decision-making process. It assumes, contrary to the assumption that 
human decision-making is fully rational and systematic, that emotions 
play a determining role in decision-making. It posits that when 
encountered with a decision, different stimuli trigger somatic states 
(changes in heartbeat, SCRs, sweating, respiration changes, etc.) and 
depending on either these states are considered positive or negative by 
the individual, the behavioral outcome will be affected (Bechara and 
Damasio, 2005; Finucane et al., 2000; Slovic et al., 2004). 

Taking the above description into account, just like we described 
before, it is a two-phase process: the first phase is the production and 
awareness of the somatic states triggered by a stimulus and only when 
these changes come into our awareness, the way we attribute them, 
correctly or not, to different emotions (second phase) will have an 
impact on our decisions. The first phase is dependent on our intero
ceptive abilities while the second one is subject to how effectively we 
recognize these changes and “label” them as different emotions; it means 
the level of alexithymia. However, for alexithymia to have a significant 
influence on our decisions, we first must be aware of the sensations 
coming from our body, if not, it means little, just like backed by our 
results. 

Our findings can have important implications for decision-making 
and decision-making dysfunctions that have been reported in many 

psychiatric disorders resulting in excessive risk-taking or impulsivity in 
some disorders (e.g. Dom et al., 2005; Moeller et al., 2001; Swann et al., 
2005) or excessive risk-aversion or demotivation in others (e.g. Epstein, 
2006). These patients could benefit from the intervention programs 
involving interoception and emotional regulation training since it is 
been shown that decision-making process is highly influenced by so
matic states awareness and emotional integration, promoting an adap
tive decision-making in addition to a better learning of advantageous 
decision-making strategies (Bechara et al., 1997; Chiu et al., 2018; 
Dunn et al., 2010; Kano et al., 2011). In line with the somatic marker 
hypothesis (explained above), this occurs because decision-making is a 
complex process, which is constantly influenced by the feedback coming 
from the outside and from our own body. Hence, a good understanding 
of owns body reactions in certain situations and correct attribution and 
regulation of emotions can ease this feedback system in order to promote 
more responsible decisions avoiding excessive risk-taking or risk- 
aversion. 

All in all, interoception accuracy and emotional regulation and 
expression training, such as with biofeedback or mindfulness, can pro
mote a better acceptance and communication of own bodily feelings and 
self-control of the physiological processes (e.g. Nanke and Rief, 2004) 
and like this contributing to a more conscious decision-making. 

Despite the interesting results, our study is not exempt from limita
tions. One of the main limitations is the sociodemographic homogeneity 
of our sample. Majority of our participants were young middle class 
healthy university students making the generalization of our results 
difficult to people of different ages and with different socioeconomic 
statuses. Another limitation is the use of the experimental financial 
paradigm and not real-life decision-making. In the future it would be 
interesting to contrast these results with real-life dilemmas since 
research has showed preference differences depending on what we are 
playing with (human lives vs money or objects) (RÖnnlund et al., 2005). 
Another thing to consider in the future is that we only measured inter
oceptive accuracy, how well one is objectively able to detect bodily 
sensation, in our case, counting heartbeats. In future research intero
ceptive sensibility, subjective perception of how accurate one is in 
perceiving bodily states, would be desirable since previous studies have 
showed mixed results regarding its relationship with alexithymia (Her
bert et al., 2011; Shah et al., 2016). Finally, we would like to highlight 

Fig. 2. Johnson-Neyman graph. Graph of the conditional association between alexithymia and the Framing effect, as a linear function of Interoception including the 
Johnson–Neyman transition point (JN). The JN point is where the confidence interval around the condition effect intersects zero on the y-axis. Thus, the shaded 
quadrant is the region of significance, i.e. those values of interoception for which the association between alexithymia and the framing effect was significant. 
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that our reliability index for the alexithymia was quite low (0.63) and in 
future studies a higher reliability would be desirable. 

Studies coping with the question how alexithymia and interoception, 
separately and combined, affect the FE are rare and our research pro
vides another evidence of the relationships between these variables, 
which is in accordance with the previous results. However, our study, to 
our knowledge, is the first to link the interaction between alexithymia 
and interoception to the FE and provide the evidence that there might be 
a two-stage processing of the emotional decision-making. 
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Heart rate variability after vigorous physical exercise is positively
related to loss aversion
Francisco Molins and Miguel Ángel Serrano

Department of Psychobiology, Universitat de València, Valencia, Spain

ABSTRACT
Background and Objectives of the article: Loss aversion bias, whereby
losses loom larger than gains, can be reduced by stress. At the same time,
vigorous physical exercise is a powerful neuroendocrine stressor and
heart rate variability (HRV) provides an objective measure of the actual
exercise impact, relative to each individual physical condition. Our aim
was to study whether vigorous exercise can influence loss aversion,
considering HRV in this relation. We hypothesized that the lower HRV
derived from vigorous exercise (i.e., when stressor produced the most
impact) would predict a lower loss aversion.
Methods: Two groups (Experimental, N = 37; Control, N = 39) completed a
loss aversion task, but the experimental group was exposed to an acute
physical stressor before.
Results: Results revealed a significant group x HRV interaction. In the
control group, HRV was not associated with loss aversion. Conversely, as
hypothesized, the lower HRV levels derived from exercise were
associated with a lesser loss aversion in the experimental group.
Conclusions: Results suggest that physiological changes from physical
exercise could affect decision-making by reducing loss aversion.
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Introduction

Kahneman and Tversky (1979) stated that losses loom larger than gains. In other words, we are more
sensitive to losses and our decisions are highly shaped by them: this is known as loss aversion bias.
The current view is that loss aversion is variable and depends on the context. Stress can affect its
expression, although the direction of this effect is still unclear and could differ depending on the
type of stressor. Even though physical exercise is a powerful systemic stressor that is common in
our daily lives, its effects on loss aversion have never been explored. This study sheds light on
this issue.

Loss aversion is one of the most widely accepted ideas in the social sciences, where it is often
considered ubiquitous (Gal et al., 2018). This belief is supported by the fact that this bias has
been documented in more than 50 countries (Wang et al., 2017), with different experimental para-
digms (e.g., Metz et al., 2020; Viswanathan et al., 2015); outside of the laboratory settings, like in poli-
tics (Berejikian & Early, 2013) or playing golf (Pope & Schweitzer, 2011); and even in other species,
such as monkeys (Chen et al., 2006) or rats (Constantinople et al., 2019). Loss aversion has also
shown a stable neural base, which includes the executive network, the salience network and the
reward system (Molins & Serrano, 2019), and whose resting state predicts the behavioral loss aver-
sion (Canessa et al., 2017). All this seems to suggest that loss aversion could be a stable trait that
affects everyone, all the time.
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However, this ubiquity has been challenged. The review of Gal et al. (2018, p. 497) point out that
“current evidence does not support that losses, on balance, tend to be any more impactful than
gains.” In fact, gains could have more impact than losses in some contexts (Gal et al., 2018).
Hochman and Yechiam (2011) found that even when the autonomic nervous system is more respon-
sive to losses, this does not necessarily translate into greater behavioral loss aversion. These authors
also hold that the influence that losses exert on decisions would be better explained by attention-
based and contrast-based processes rather than by an overestimation of losses (Yechiam &
Hochman, 2013). Similarly, Ert and Erev (2013) indicate that loss aversion may only appear when
experimental manipulation is conducive to it. For example, when large economic amounts are at
stake or when faced with long experiments that do not provide feedback after the successive
decisions.

Despite these discrepancies, loss aversion continues gathering studies that try to clarify the
phenomenon. The current thinking is that loss aversion is not necessarily ubiquitous, but a
complex and variable phenomenon subject to contextual and individual influences (Gal et al.,
2018; Mrkva et al., 2020). Some authors explore which individual aspects may favor the emergence
of the bias (Boyce et al., 2016). And others address contextual aspects, such as culture (Wang et al.,
2017), or the influence of stress, among others. The latter is the focus of our study.

Many decisions are made under stress, and accumulating evidence indicates that this factor sig-
nificantly influences loss aversion (Margittai et al., 2018); nevertheless, it remains unclear the direc-
tion of this effect. Two hypotheses coexist. The “salience-of-losses” hypothesis suggests that acute
stress reallocates the resources in the brain, producing a suppression of the executive network
and higher activation of the salience network; thus, enhancing salience of losses and amplifying
loss aversion (Metz et al., 2020). However, the most accepted is the “alignment” hypothesis (Metz
et al., 2020), supported by the STARS model (Stress Triggers Additional Reward Salience) (Mather
& Lighthall, 2012). According to this approach, under stress, losses will not loom larger than gains
given that the latter become more attractive; this is, “reward and threat susceptibility are aligned”
(Metz et al., 2020, p. 2).

Although seemingly contradictory, both hypotheses may not be mutually exclusive and may
reflect different stress phases, depending on their two main physiological pathways: the fast acti-
vation of the sympathetic nervous system (SNS), which triggers catecholamines release; and the
slower hypothalamus-pituitary-adrenal axis (HPA-axis) activation, resulting in a secretion of cortisol
(Hidalgo et al., 2019). In this line, a positive relationship was found between norepinephrine brain
levels and loss aversion (Sokol-Hessner & Rutledge, 2019; Takahashi et al., 2013). Yet, concurrent glu-
cocorticoid and catecholaminergic activity significantly reduced loss aversion (Margittai et al., 2018).
So, it seems that depending on the SNS and HPA-axis activity, both hypotheses may be supported.
Nevertheless, it is also necessary to consider that different stressors can differ in the expression and
the magnitude of their physiological responses (Hidalgo et al., 2019). Thus, it is important not to
study stress in the singular, but how different stressors impact on loss aversion. When studying
stress and loss aversion, the direct manipulation of catecholamines or cortisol is the most
common practice (e.g., Margittai et al., 2018; Metz et al., 2020). Only a few physical or systemic stres-
sors, such as Cold Pressor Test (Sokol-Hessner et al., 2016) or an oxygen-depleted environment
(hypoxia) (Pighin et al., 2014) have also been tested, reporting mixed results: no-effects and
reduced loss aversion, respectively. However, no other stressors have been studied.

Physical exercise is the gold standard recommendation to improve health and it constitutes a
common activity in our daily living. Although healthy, exercise disturbs the homeostasis and
forces organism to adapt to these demands. As exercise intensity increases, so does the activation
of SNS and HPA-axis, and consequently, the circulating concentrations of catecholamines and corti-
sol (Hackney, 2006). Thus, exercise is considered a powerful stressor of the neuroendocrine system
(Hackney, 2006). It has also been widely reported that exercise can affect cognition. The regular prac-
tice is usually related to improvements, but the acute effect from a single bout is variable. While a
moderate exercise showed benefits on cognitive functions, a heavy exercise bout was related to
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increased perceived stress levels (Hopkins et al., 2012) and impairments on cognitive processing (Shi-
basaki et al., 2019). Despite the exercise’s role as stressor, its influence on decision-making and, more
specifically, on loss aversion has never been studied. The aim of the present research is to fill this gap.

Considering the above, we expect that vigorous exercise will reduce loss aversion, as seem to do
other stressors that produce the strong activation of both SNS and HPA-axis. However, an issue when
studying exercise as stressor is that, even if the intensity exposure is systematized, physical condition
can modulate the real impact of the stressor (Hackney, 2006). Recently, heart rate variability (HRV)
has been proposed as an objective non-invasive indicator of the exercise impact (Michael et al.,
2017). HRV refers to the variation in the time interval between heartbeats, which occurs through
the actions of the cardiac sympathetic (cSNA) and parasympathetic (cPNA) neural activity (Gross-
mann et al., 2016). It can be studied through many indicators, but concretely, markers associated
with the cPNA (cPNA-HRV) are systematically reduced as exercise intensity increases (Michael
et al., 2017). Therefore, at a constant intensity, measuring cPNA-HRV provides information on the
actual exercise impact relative to each individual physical condition. It is important to include this
variable in the exercise–loss aversion relation to not consider solely the exercise practice, but how
this exercise is really affecting. In this line, we hypothesize that, when measuring loss aversion
with an economical decision-making task, the lower cPNA-HRV derived from vigorous exercise
(i.e., when stressor produced the most impact) will predict the lower loss aversion levels.

Materials and methods

Participants.

A sample of 61 participants is required to detect medium effect size (d = 0.50, power = 80%, α = 0.05)
in a HRV study (Laborde et al., 2017). Complementarily, previous studies specifically relating HRV and
loss aversion obtained medium effect sizes (d = 0.50) (Mintoft et al., 2012; Sütterlin et al., 2011).
Taking this size as a reference, we carried out an a priori power analysis using G*Power, which indi-
cated a requisite of 74 participants (d = 0.50, power = 80%, α = 0.05) to perform a general lineal
model studying main effect (exercise vs control group), covariate (cPNA-HRV) and their interaction
(group × cPNA-HRV) on loss aversion.

We oversampled 16 participants to account for possible exclusions. 90 participants were
recruited. 14 were eliminated (4 for drug consumption, 4 for accepting or rejecting bets by
default when measuring loss aversion, and 6 for not reaching the intensity preset during exercise).
A total of 76 participants (women: N = 61; age:M = 22.29, SD = 2.17) were finally included. All of them
met the following inclusion criteria: not having cardiovascular, endocrine, neurological or psychiatric
diseases; not having impediments to practice exercise; not consuming more than 5 cigarettes a day;
not consuming drugs habitually; not doing more than 10 h of exercise per week; not having experi-
enced a highly stressful event in the last month; not having practiced extenuating exercise nor con-
sumed drugs 24 h before and not having taken stimulant drinks in the 2 h before the experiment.
Participants were randomly distributed into two groups, experimental (N = 37) and control (N = 39).

Procedure

This study was approved by the Ethics Research Committee of the University of Valencia in accord-
ance with the ethical standards of the 1969 Declaration of Helsinki. All sessions were carried out
between 15:30 pm and 19:00 pm and lasted approximately one hour and a half. The procedure
was explained, and informed consent was signed. Afterwards, they were connected to the polygraph
and had 10 min of rest as habituation. Only experimental group was exposed to stress (exercise), but
both groups performed an economical decision-making task to measure loss aversion. The control
group directly began this task, without waiting for the time that the stressor lasts to avoid boredom
(another type of stressor) or relaxation (different level to the basal). Before and after the stressor,
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participants were evaluated for positive and negative mood with the Positive and Negative Affect
registry, PANAS (Thompson, 2007).

Vigorous exercise stressor
Participants completed 15 min in a cycloergometer. Adapting the protocol of Frith et al. (2017), first
5 min were used as warm-up. In the following 5, pedaling intensity was progressively increased.
Finally, last 5 min had to be performed at 70–80% of maximum heart rate (HRmax), i.e., vigorous exer-
cise (Ponce et al., 2019). The specific HR was calculated for each participant, using the classic formula
of Karvonen et al. (1957), ((HRmax − HRresting)×%intensity)+ HRresting, were HRmax was estimated
with the formula of Tanaka et al. (2001), HRmax = 208− (0.7× age); and HRresting was obtained aver-
aging the last 5 min of the habituation period (baseline). On average, our sample had to be between
158.11 (SD = 3.42) and 169.46 (SD = 2.61) bpm (70 and 80% HRmax, respectively).

Mixed gamble task (MGT)
Both groups performed a short version of MGT (Chandrasekhar Pammi et al., 2015). Each trial
entailed a bet with one of the combinations randomly extracted from an 8 × 8 losses and gains
matrix, until the 64 combinations were completed. Following the gamble ranges used by Chandra-
sekhar Pammi et al. (2015), as well as by Tom et al. (2007) in the original task, gains could range from
€100 to €380 in €40 increments, and losses from €50 to €190 in €20 increments. Tom et al. (2007,
p. 516) selected these unbalanced ranges because “previous studies indicate that people are, on
average, roughly twice as sensitive to losses as to gains; thus (they) expected that, for most partici-
pants, this range of gambles would elicit a wide range of attitudes”. We decided to retain the original
unbalanced approach, presenting larger gains than losses.

This approach could bias and inflate loss aversion, suggesting that it would be better a balanced
approach, as other authors have used (e.g., Barkley-Levenson et al., 2013; Canessa et al., 2017).
However, given the extensive and recent literature that uses the unbalanced approach (e.g., Chan-
drasekhar Pammi et al., 2015, 2017; Charpentier et al., 2016; Duke et al., 2018), which, in addition,
shows loss aversion values close to those originally indicated in the classic literature (Kahneman
et al., 1991; Kahneman & Tversky, 1979, 1984), it seems appropriated to use this approach to
measure loss aversion. Moreover, given the experimental nature of our study, choosing a balanced
or unbalanced approach seems less relevant. Both groups were submitted to the same task, which
still allows us to study if stress affects the differential expression of this phenomenon. Nevertheless,
results must be interpreted according to the approach used.

In each trial there was a 50% chance of gaining and 50% chance of losing. Participants had to
decide whether to accept or reject the bet. They were instructed that €200 was their initial
amount and each bet had to be done with that reference. Betting results were not presented
immediately, however, they had to choose carefully in each trial since, at the end, four bets
would be randomly picked and played heads or tails, affecting the initial amount. Logistic
regressions were performed with each participant using possible gains and losses as independent
variables, and acceptance or rejection as dependent. Thus, β of gains and β of losses were obtained,
being able to apply the formula of Tom et al. (2007): l = (− bloss/bgain), to calculate λ parameter,
which represents loss aversion. λ≥ 0.5 signals the presence of loss aversion.

Heart rate variability (HRV)
Electrocardiogram was recorded using Einthoven’s third derivation with 3 reusable electrodes,
BIOPAC MP150, an ECG-100C transducer and AcqKnowledge software. Sampling frequency was
1000 Hz. Following Task Force guidelines (1996), five-minute records were standardized. Thus, the
5 baseline minutes and the central 5 of MGT were exported to Kubios software to extract cPNA-
HRV. Previously, ECG signals were visually analyzed to detect ectopic beats and other artifacts. 7 par-
ticipants showed ectopic beats which were corrected using the Heart Timing Signal method (Mateo
& Laguna, 2003), and thus, they were included in the posterior analysis. In Kubios, each participant
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was also analyzed individually and the threshold-based artefact correction algorithm (Tarvainen
et al., 2014), which removes artefacts without distorting normal RR intervals, was applied. According
to the recommendations of Tarvainen et al. (2014), since HRV is highly individual, the threshold value,
which can range from very low to very strong, was adjusted individually. Finally, as a detrending
method, it is, in order to control the possibly slow changes in mean HR during the recording, the
smooth prior’s filter (Tarvainen et al., 2014) was also applied.

According to Michael et al. (2017), the most reliable cPNA-HRV markers against exercise would be
the following: for time domain, the root mean square of successive differences of R-R intervals
(RMSSD) in milliseconds. For frequency domain, by means of Fast Fourier Transformation, the
high-frequency band (0.15–0.40 Hz) in absolute units (ms2/Hz; HFpowfft).

In short, the cPNA-HRV markers included in our study were: RMSSD and HFpowfft, both in a tonic
and a phasic level. Phasic level was computed subtracting baseline HRV to MGT HRV (i.e., reactivity).
Finally, following Grossmann et al. (2016), to minimize the chance of α-inflation due to multiple
testing, and to avoid cherry-picking a marker yielding desirable results from those included, we per-
formed a principal component analysis (PCA) on cPNA-HRV markers and performed primary statisti-
cal analyses on the retained factor scores. PCA yielded a one-component solution (HRV-factor):
variance explained: 97.58%; loadings: RMSSD = .98, HFpowfft = .98. PCA was also performed in the
phasic level with similar results (HRVphasic-factor): variance explained: 95.68%; loadings: RMSSDphasic-

= .97, HFpowfft-phasic = .97.

Respiratory frequency (RF)
Laborde et al. (2017) recommend not to engage in routine correction of HRV for respiration, while
still monitoring RF, especially after exercise, to check if it remains between 9 and 24 cycles per
minute, needed for the proper interpretation of HF power band. Post-exercise RF (i.e., during
MGT) was measured with a sampling frequency of 1000 Hz, using a breathing band under the
chest muscles and the RSP-100C transducer. Signal was re-sampled at 50 Hz and filtered by digital
Band Pass FIR filter (low cut-off frequency: 0.05 Hz; high cut-off frequency: 1 Hz). Visual inspection
was performed to detect artefacts and correct them if needed. To extract RF, positive peaks were
detected without removing the baseline and threshold was set at 0 ppm.

Statistical analyses

Outliers were detected with the 2.5 standard deviations method and Mahalanobis distance. Kolmo-
gorov-Smirnoff with Lilliefors correction was used to check normality. RMSSD and HFpowfft both in
baseline and during MGT, were log10 normalized (Field, 2009). Analyses included Pearson’s corre-
lations and multivariate general linear models for cPNA-HRV and loss aversion. The α significance
level was set at .05. Partial eta square (h2

p) symbolizes the effect size and β-1 (power) represents
power. All analyses were performed with IBM SPSS Statistics 23, except for the extraction of λ
which was done with R i386.

Results

Preliminary analysis

As can be seen in Table 1, experimental and control groups were homogeneously distributed, with
no significant differences in age, BMI, exercise hours per week nor in positive/negative mood. There
were more women than men, but both groups maintained the same proportion. It can also be
checked that the experimental group’s heart rate during last 5 min of exercise (HR 15’) was within
the expected range (between M = 158.11, SD = 3.42 y M = 169.46, SD = 2.61). In addition, extra analy-
sis for the experimental group showed that positive and negative mood pre- and post-exercise did
not differ significantly (p = .32 and p = .52, respectively).
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Impact of exercise on HRV

First, multivariate general lineal model on HRV showed a significant main effect of the moment
(baseline vs. MGT), F(3, 72) = 81.40, p < .001, h2

p = .70, power = 1; and a significant condition
(experimental vs. control) x moment interaction, F(3, 72) = 37.28, p < .001, h2

p = .53, power = 1.
We explored this effect further. When contrasting by groups for differences in cPNA-HRV
markers between the baseline and the MGT, the experimental group variables were significantly
lower in the MGT than in the baseline: RMSSD, F(1, 36) = 168.1, p < .001, h2

p = .82, power = 1;
HFpowfft, F(1, 36) = 96.48, p < .001, h2

p = .73, power = 1. Similarly, the control group also revealed
differences in HFpowfft, F(1, 38) = 7.54, p = .009, h2

p = .17, power = .76; and RMSSD, F(1, 38) =
14.95, p < .001, h2

p = .31, power = .96; showing higher levels in the baseline than in the MGT.
Means and SD can be consulted in Table 2. However, intergroup analysis revealed that, although
both groups did not differ in cPNA-HRV markers in the baseline (see Table 2), they showed stat-
istically significant differences when these variables were contrasted after exercise (i.e., during
the MGT). As we see in Table 2, the experimental group had lower RMSSD and HFpowfft
values with respect to the control group. Figure 1 summarizes the results for an easy
interpretation.

Checking for normal respiratory frequency (RF)

The experimental group RF during MGT (M = 18.12, SD = 2.47) did not significantly differ from control
group RF (M = 17.15, SD = 2.64), F(1, 74) = 2.68, p = .11. In addition, both groups showed a normal
breathing (between 9 and 24 bpm), making our results interpretable.

Table 1. Homogeneity between groups and heart rate during stressor.

Experimental (N = 37) Control (N = 39) F df between df within p-value

Age M = 22.62 ± 2.67 M = 21.97 ± 1.54 1.69 1 74 .19
Sex
Men 16.2% 23.1% 0.6† 1 15† .43
Women 83.8% 76.9% 0.02† 1 61† .89

BMI M = 22.32 ± 2.97 M = 22.45 ± 2.79 0.03 1 74 .87
Exercise hours per week M = 3.28 ± 2.61 M = 3.01 ± 2.39 1.1 1 74 .65
PANAS
Positive mood M = 27.54 ± 4.69 M = 28.1 ± 3.89 0.32 1 74 .57
Negative mood M = 21.54 ± 4.53 M = 22.64 ± 4.54 1.11 1 74 .29

Vigorous exercise (bpm)
HR 5’ M = 130.47 ± 12.94 – – – – –
HR 10’ M = 155.73 ± 9.21 – – – – –
HR 15’ M = 164.14 ± 4.8 – – – – –

M, mean; ±, SD; BMI, weight(kg) / height(m)2; Positive mood, 10 items of positive mood added; Negative mood, 10 items of nega-
tive mood added; Vigorous exercise (bpm), beats per minute in 5-minute intervals. † these values correspond to χ2 and not to F,
as well as to N and not to gl intra.

Table 2. HRV intergroup differences during baseline and Mixed Gamble Task (MGT).

Experimental (N = 37) Control (N = 39) F df between df within
p-

value h2
p β-1

Baseline RMSSD M = 45.53 ± 19.70 M = 44.25 ± 21.25 0.12 1 74 .72 .02 .064
HFpowfft M = 1030.22 ± 936.51 M = 831.72 ±

728.05
0.49 1 74 .48 .07 .107

MGT RMSSD M = 19.9 ± 12.35 M = 32.92 ± 12.4 25.65** 1 74 < .001 .26 .99
HFpowfft M = 299.05 ± 472.54 M = 580.78 ±

497.74
22.19** 1 74 < .001 .23 .99

Note: Although contrasts were made with variables transformed with log10, original means are shown to facilitate interpretation.
** Significant contrast at the .01 level. M, mean; ±, SD;
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Loss aversion and HRV

First, we checked if our sample was loss averse (i.e., λ≥ 0.5). Both, experimental (M λ = 3.11, SD = 1.5),
and control group (M λ = 2.98, SD = 1.59), showed behavioral loss aversion. Moreover, we examined
how condition (experimental vs. control), tonic HRV-factor, and their interaction predict λ parameter.
BMI, exercise hours per week and respiration rate were included as covariates; results without cov-
ariates were very similar. We observed no significant main effects, p’s > .05, but, as expected, a sig-
nificant condition x HRV-factor interaction, B = 1.48, SE = 0.39, t = 3.82, p < .001, h2

p = .18.8, power
= .96. The same interaction was also found at the phasic level, B = 1.27, SE = 0.55, t = 2.31, p = .025,
h2
p = .081, power = .62. As Figure 2 and Table 3 indicate, in the experimental group, each HRV

marker was positively associated with loss aversion. In contrast, there was no significant HRV-
factor associations in the control group.

Discussion

The present work provides the first direct test of the physical exercise as a stressor influencing loss
aversion. As was expected, after a vigorous exercise bout, the lower cPNA-HRV, which would indicate
the greater exercise impact, was associated with lower loss aversion levels. This relationship was
robust across both time-method- and frequency-method-based markers of tonic and phasic
cPNA-HRV. Therefore, we could think that exercise constitutes a stressor capable of influencing
decision-making. These results will be discussed in depth below. Nevertheless, since this is the
first evidence linking physical stress and loss aversion, caution is recommended in their interpret-
ation until further research replicates these findings.

First, it is important to address whether the stress manipulation was effective. As we see, both
groups showed lower cPNA-HRV during the betting task (MGT) respecting to their baseline. HRV
is susceptible to many kinds of stressors and can be reduced against them (Ciabattoni et al.,
2017). MGT itself could constitute an acute cognitive stressor since it is cognitively demanding (Cia-
battoni et al., 2017) and, therefore, the decrease found may be attributable to the task itself.
However, intergroup analysis during the MGT revealed that, in average, this decrement was signifi-
cantly higher in the experimental group. Thus, reflecting the expected exercise influence.

Attending now to loss aversion, the values in our study (near to 3) were higher than 2-2.5, which is
usually what is stated in the literature (Duke et al., 2018; Kahneman & Tversky, 1979; Tom et al., 2007).

Figure 1. Heart rate variability markers by groups during baseline (pre-exercise) and Mixed Gamble Task (post-exercise). From left
to right, RMSSD and HFpowfft compared by condition (experimental vs. control) and by time (baseline vs. MGT). M + SD. * inter-
group significant differences; † intragroup significant differences.
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These values could be due to the use of a task with unbalanced gain/loss ranges, whichmay artificially
inflate loss aversion. However, as example, Barkley-Levenson et al. (2013) used a balanced approach
and found loss aversion values even larger for both teenagers and adults, which would indicate that
theremay be other factors, and not the task itself, that explain the high value. Moreover, the literature
also accepted as valid values close to 3 and higher, both with balanced and unbalanced approaches
(e.g., Barkley-Levenson et al., 2013; Chandrasekhar Pammi et al., 2017; Gelskov et al., 2015); therefore, it
seems that our results would be generalizable to the rest of the field of study.

Regarding the influence of stress on loss aversion, our data suggest that each group needs to be
discussed separately. Focusing on the control group, no HRV marker was associated with loss

Figure 2. Relationship between heart rate variability composite factor and loss aversion by condition (experimental vs. group).

Table 3. Correlations between λ and heart rate variability markers (tonic and phasic) during MGT (by group).

Loss aversion parameter (λ)

r N p-value

Experimental RMSSD .362* 36 .042
HFpowfft .424* 36 .016
HRV-factor .398* 36 .024
Phasic RMSSD .391* 36 .029
Phasic HFpowfft .363* 36 .045
Phasic HRV-factor .377* 36 .04

Control RMSSD −.105 38 .54
HFpowfft −.122 38 .47
HRV-factor −.044 38 .80
Phasic RMSSD −.06 38 .73
Phasic HFpowfft .008 38 .96
Phasic HRV-factor .013 38 .94

p-values were calculated with Pearson correlations. *significant at the .05 level.
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aversion. This result seems to contradict previous studies that reported negative correlations
between HRV and the framing effect (Sütterlin et al., 2011) or the disposition effect (Mintoft et al.,
2012), phenomena that are closely linked to loss aversion. Nevertheless, the results of both
studies were extracted with HRV indicators that are now being widely questioned (e.g., LF/HF
ratio or HF in normalized units) and its use is not encouraged (Reyes del Paso et al., 2013; Shaffer
& Ginsberg, 2017). None of the markers that we used yielded significant results in the above-men-
tioned studies. Thus, in future it will be necessary to further explore with robust HRV markers to
clarify whether the data found to date can be replicated or, conversely, HRV is not related to loss
aversion, in line with our results.

By the other side, all cPNA-HRV markers, both at tonic and phasic level, were positively associated
with loss aversion in the experimental group. Experimental group was affected by the exercise. Given
the constant intensity (70–80% HRmax), a steeper reduction in cPNA-HRV markers within the exper-
imental group would indicate a greater exercise impact (Michael et al., 2017). These variations in HRV
reflect mechanical changes in the heart and do not necessarily wider changes in the organism, but as
Michael et al. (2017) suggest, since these variations are produced by exposure to vigorous exercise, it
would be expected that they also reflect the known autonomous heart regulation during exercise,
i.e., a PNS withdrawal and a SNS increase (White & Raven, 2014). Thus, as was hypothesized, a higher
exercise stressor impact would be linked to lesser loss aversion levels.

Our result seems to be consistent with the alignment hypothesis (Margittai et al., 2018),
whereby stress leads to a loss aversion decrease due to the reward system activity increasing.
However, present findings do not necessarily support such a mechanism. Exercise could be
increasing the attractiveness of gains, but also reducing the aversion to losses, or doing both.
In fact, there may be an alternative explanation that has not been considered to date. Stress in
general, and also physical exercise in particular, can induce endogenous analgesia, reducing the
perceived pain (Butler & Finn, 2009; St-Aubin et al., 2019). SNS and HPA-axis are also involved
in this mechanism, but other substances such as endogenous opioids play a key role (Butler &
Finn, 2009). In addition, pain and aversion have overlapping characteristics, both at their neural
pathways and substrate level (Butler & Finn, 2009); indeed, some authors even talk about “pain
of losses” when defining loss aversion (e.g., Hintze et al., 2015, p. 2). Therefore, these results
could be also explained by another mechanism, such as an endogenous analgesia induction.
Nevertheless, this is only speculation and more research are needed, addressing complementary
physiological and neural data.

Limitations and future research directions

In fact, the absence of such measures is the main limitation of our work. We can infer that par-
ticipants were physiologically stressed, but we cannot explore the role of other factors such as
catecholamines, cortisol or opioids since their exact levels were unknown. It is also important
to stress that the control group did not engage in a placebo-like task. This design was chosen
to avoid any physiological stress, boredom, or relaxation. However, these decisions could
threat the internal validity of our finding. Moreover, our results were found 5 min after the exer-
cise, i.e., the recovery phase. As was explained, different results could be found depending on the
stress phase and, therefore, further research is necessary to explore if our findings are replicated,
for example, performing MGT still on the cycloergometer (i.e., the acute phase). It has to be also
mentioned that exercise was not producing unpleasant emotions on our sample; that is, it was
stressful but not distressful (Hackney, 2006). Subjective perception is not usually addressed
when studying stress and loss aversion, being necessary its consideration since it could modify
the results. Finally, previous data have reported age and sex differences when taking risk and
facing stress (Hidalgo et al., 2019; van den Bos et al., 2009), but our study was made only
with young people and the sample was predominantly female, preventing a thorough explora-
tion of these issues.

ANXIETY, STRESS, & COPING 9

81



Conclusion

Many debates remain about loss aversion, but it seems to be a phenomenon that could affect many
of our decisions. At the same time, physical exercise is a common activity in our daily living which can
be stressful for our organism. However, their relation had not been addressed to date. Although
further research is necessary to investigate whether the reported results can be replicated and if
they are behaviorally meaningful when facing a real-world decision, the present research provides
a first step. Our work suggests that physiological changes derived from a high-intensity exercise
could affect decision-making by reducing loss aversion. If future studies support this, these results
could be relevant and should be considered when predicting risky decisions. Physical exercise
may push individuals to take less biased decisions, but also to be less cautious when deciding.
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ABSTRACT
Stress influences loss aversion, the principle that losses loom larger than gains, although the nature of
this relationship is unclear. Studies show that stress reduces loss aversion; however, stress response has
been only studied by means of physiological measures, but the stressor emotional impact remained
unclear. Since emotions can modify stress response and increase the activity of the loss aversion neural
substrates, it could be expected that an emotional stressor may produce the opposite effect, i.e. loss
aversion increase. 69 participants were divided into experimental and control group. The first one was
exposed to emotional stress through a 5-minutes video, and control group viewed a match-length dis-
tractor video. Physiological stress response was assessed by means of electrodermal activity (EDA), and
both perceived stress, and negative affect (i.e. psychological stress response) were registered through
questionnaires. Both groups performed a mixed gamble task, which allowed the extraction of loss aver-
sion through a Bayesian-computational model. During and after video, experimental group had higher
electrodermal activity, perceived stress, and negative affect than controls, suggesting that emotional
stress induction was effective. However, rather than increasing, loss aversion of stressed participants
was lower. These results constitute a new evidence of emotional stress influencing loss aversion and
highlight that stress, regardless of its emotional impact, can reduce this phenomenon. These results
should be considered when predicting risky decisions.
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Introduction

One of the most accepted phenomena in the social sciences
is loss aversion (Gal & Rucker, 2018), the principle that losses
loom larger than gains (Kahneman & Tversky, 1979); in other
words, “losses are experienced with greater psychological
impact” (Gal & Rucker, 2018, p. 497) in comparison to propor-
tional gains, and our judgments and decisions are highly
shaped by them. Loss aversion is often considered a funda-
mental and generalizable principle (Gal & Rucker, 2018), or
even a stable behavioral trait (Hadlaczky et al., 2018).
However, the current position is that a more contextualized
view of this phenomenon would be advisable (Gal & Rucker,
2018; Mrkva et al., 2020). In last years, efforts have been
made to identify which factors modulate loss aversion
expression, and with it, our decisions. Since many decisions
are made under stress, this is one of the most studied factors
and the focus of our study.

Stress can significantly influence decision-making (Starcke
& Brand, 2012), and specifically loss aversion (Margittai et al.,
2018), although the directionality remains unclear. In fact,
currently two opposing hypotheses coexist. The “salience-of-
losses” hypothesis proposes that acute stress reallocates
resources in the brain, favoring the activation of the salience-
network (Metz et al., 2020). This network contains regions
such as the amygdala, which also constitutes one of the

main neural bases of loss aversion (Molins & Serrano, 2019).
Hence, it is obvious to expect that stress would enhance loss
aversion (Metz et al., 2020). However, the most accepted is
the “alignment” hypothesis (Metz et al., 2020), supported by
the STARS model (Stress Triggers Additional Reward Salience)
(Mather & Lighthall, 2012). It is derived by the findings that
in rats, acute stress increases nucleus accumbens extracellular
levels of dopamine and firing rates in their midbrain dopa-
mine neurons (Anstrom & Woodward, 2005; Kalivas & Duffy,
1995). In addition, positron emission tomography (PET) stud-
ies suggested similar results in humans, where stress enhan-
ces striatal dopamine (Scott et al., 2006; Wood et al., 2007),
pointing toward thatthese regions may play a key role in rep-
resenting reward value (Mather & Lighthall, 2012; Rangel
et al., 2008). So, with their STARS model, Mather and
Lighthall (2012, p. 2) proposed that “stress enhances reward
salience via modulation of the dopamine system, resulting in
reward-biased learning”; i.e. stress could bias in weighing
positive over negative aspects during the decision-making
process. Therefore, the alignment hypothesis suggests that
stress would balance the susceptibility to gains and losses,
the former seeming more attractive, thereby reducing loss
aversion (Metz et al., 2020).

Although seemingly contradictory, both hypotheses may
not be mutually exclusive and may reflect responses to
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different stressors. Depending on their nature, stressors can
vary in the expression and magnitude of their physiological
and psychological responses (Hidalgo et al., 2019). For
example, it is known that physical or systemic stressors pro-
duce a robust Sympathetic Nervous System (SNS) response,
whereas psychosocial stressors elicit the activation of both
the SNS and the Hypothalamic-Pituitary-Adrenal (HPA) axis
(Hidalgo et al., 2019). Thus, it is important not to study stress
in the singular, but how different stressors impact loss aver-
sion. When studying stress and loss aversion, the direct
manipulation of catecholamines or cortisol is the most com-
mon practice (e.g. Margittai et al., 2018; Metz et al., 2020).
However, only a few systemic or physical stressors, such as
oxygen-depleted environment (hypoxia) (Pighin et al., 2014)
or vigorous physical exercise (Molins & Serrano, 2020) have
also been tested. When using these types of stressors, a
reduction in loss aversion was observed. However, although
these stressors produced physiological responses, they did
not have an impact on an emotional level. Neither physical
exercise nor hypoxia changed the emotional state (Molins &
Serrano, 2020; Pighin et al., 2014). In fact, hypoxia acted
unconsciously, without the participants being aware of this
context (Pighin et al., 2014). Some studies even ignored
measuring whether the stressor had an impact beyond on
our physiology (e.g. Sokol-Hessner et al., 2016). Yet, an stres-
sor can produce different biological and behavioral responses
depending on its emotional impact (Compton et al., 2013;
Goldfarb et al., 2019). Thus, the increase of the negative
affect during an emotional stressor exposure was positively
associated with the salience-network interconnectivity and
the noradrenergic activity (Hermans et al., 2011). In parallel,
both norepinephrine brain levels (Sokol-Hessner & Rutledge,
2019), and the activity of the regions that compose the sali-
ence-network (Molins & Serrano, 2019) have been closely
linked to behavioral loss aversion.

Therefore, we hypothesized that an emotional stressor
would produce the opposite effect to that found with other
non-emotional stressors, leading to increased loss aversion. In
fact, as Pabst et al. (2013) found, an stressor that increased
negative affect also led to less risk-taking during decision-
making. Nevertheless, to our knowledge, it has never been
directly explored whether emotional stress could increase
loss aversion. Thus, by exposing an experimental group to an
emotional stressor, it is expected that this group would show
greater physiological activation and more negative emotional
state than the control group. Moreover, after the stressor,
both groups would differ in loss aversion. This work aimed to
shed light on the question of whether emotional stress
would support the salience-of-losses hypothesis or, on the
contrary, it will reduce loss aversion regardless of its emo-
tional impact.

Material and methods

Participants

Based on the effect size found in a previous work on stress
and loss aversion (Molins & Serrano, 2020), an a priori power
analysis using G�Power indicated a requisite of 48

participants (g2
p ¼ .18, power ¼ 80%, a ¼ .05) to perform

an ANOVA and compare loss aversion between groups (emo-
tional stress vs control group). We oversampled 22 partici-
pants to account for possible exclusions. 70 participants were
recruited. One was eliminated for drug consumption. A total
of 69 participants (age: M¼ 22.33, SD¼ 2.29; women: N¼ 52,
75.4%) were finally included. They met the following inclu-
sion criteria: not having cardiovascular, endocrine, neuro-
logical or psychiatric diseases; not consuming more than 5
cigarettes a day; not consuming drugs habitually; not doing
more than 10 hours of exercise per week and not having
experienced a highly stressful event in the last month. In
addition, participants were asked to not perform extenuating
exercise or to take drugs or alcohol in the last 24 h, and to
not smoke or take stimulant drinks in the 2 h before the
experimental session. Participants were randomly distributed
into two groups, experimental (N¼ 37) and control (N¼ 32).

Procedure

This study was approved by the Ethics Research Committee
of the University of Valencia in accordance with the ethical
standards of the 1969 Declaration of Helsinki. Experimental
session was carried out between 15:00 pm and 20:00 pm and
lasted approximately an hour. Participants were asked to wait
in the University hall and were accompanied in an elevator
to the laboratory, avoiding the use of stairs, to prevent any
disruption in their physiological state. The general procedure
was explained, and informed consent was signed.
Participants were connected to the electrodermal activity
(EDA) sensor and had 10minutes of rest as habituation. Then,
experimental group was exposed to emotional stress (stress-
ful video), while the control group was submitted to a dis-
tractor (non-stressful video). Before and after the emotional
stressor/distractor, participants were evaluated for positive
and negative mood with the Positive and Negative Affect
registry, PANAS (Watson et al., 1988) and were asked about
the subjective stress they felt. After that, both groups per-
formed an economical decision-making task to measure
loss aversion.

Emotional stressor

Following Shields et al. (2016), emotional stress was induced
through a video with unpleasant content: a 2-day-old crying
infant being circumcised. This video had a length of
5minutes. In contrast, participants in the control condition
watched a length-matched, non-emotional video about how
marbles are made. Both groups watched the video with
headphones to avoid any possible distraction. To prove that
the emotional stress manipulation was effective, we also
obtained EDA of each group before and during the video, as
well as during the economical task. In addition, before and
after the emotional stressor/distractor, participants were
asked about the stress they felt (perceived stress), and posi-
tive and negative mood was assessed with PANAS.
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Electrodermal activity (EDA)
EDA is one of the most used physiological signals for detect-
ing stress (Liu & Du, 2018). It has been consistently demon-
strated that when the stress induction is effective, it is
accompanied by the pronounced increase in EDA (Reinhardt
et al., 2012). EDA was recorded and analyzed following rec-
ommendations for electrodermal measurements (Boucsein
et al., 2012). Two electrodes were placed on non-dominant
hand (index and middle finger distal phalanges), using iso-
tonic gel to amplify the signal. BIOPAC, with EDA-100C trans-
ducer, 1000Hz sampling frequency and AcqKnowledge
software were also used. The electrodermal registry was re-
sampled with the linear interpolation method at 250Hz and
filtered by smoothing factor with a median value of 5. The
average of skin conductance level (SCL) in microsiemens (mS)
was extracted from three different periods of 5minute: (1)
baseline (last five minutes of the habituation period), (2)
stressor/distractor and (3) economical task.

Perceived stress
Before and after the video (stressor/distractor), participants
were asked about the subjective stress they felt. This ques-
tion, designed ad hoc for the study, asked: “How much stress
do you feel right now?” The answer was given on a Likert
scale where 0 is "no stress," and 10 is "a lot of stress."

Positive and negative affect registry (PANAS)
PANAS (Watson et al., 1988) is a 20 Likert-type items scale
(from 1, more than usual, to 4, much less than usual) that
evaluates positive and negative mood. Each dimension con-
tains 10 items that must be added. The higher the score, the
more positive or negative the mood. PANAS was evaluated
before and after the stressor/distractor.

Mixed gamble task (MGT)

Both groups performed a short version of MGT
(Chandrasekhar Pammi et al., 2015). Each trial entailed a bet
with one of the combinations randomly extracted from an
8� 8 losses and gains matrix, until the 64 combinations were
completed (see Figure 1). Following gamble ranges used by
Chandrasekhar Pammi et al. (2015), as well as by Tom et al.
(2007) in the original task, gains could range from e100 to
e380 in e40 increments, and losses from e50 to e190 in e20
increments. In each trial there was a 50% chance of gaining
and 50% chance of losing. Participants had to decide
whether to accept or reject the bet. They were instructed
that e200 was their initial amount and each bet had to be
encountered with that reference. Betting results were not
presented immediately, however, they had to choose care-
fully in each trial since, at the end, four bets would be ran-
domly picked and played heads or tails, affecting the initial
amount. Loss aversion parameter was extracted through the
Prospect-Theory computational model (Sokol-Hessner
et al., 2009).

Prospect-Theory computational model
The Prospect-Theory model (Sokol-Hessner et al., 2009) fol-
lows the classical approach of the Prospect Theory
(Kahneman & Tversky, 1979) where a bet would be accepted
or rejected as a function of its expected utility. Following the
original paper of Sokol-Hessner et al. (2009), the utility for
gains was estimated through the equation u(xgain) ¼ xq, and
the utility for losses through the equation u(xloss) ¼ –k �
(–x)q. Finally, the probability of accepting a gamble was esti-
mated through the SoftMax function, P(Accept) ¼ 1/
(1þ e�l(U(Accept)�U(Reject))). As can be seen, three parameters
are derived from this model: k (loss aversion coefficient), q
(the curvature of the utility function or risk aversion), and l
(the logit parameter). However, as we were interested in spe-
cifically addressing loss aversion, following Ahn et al. (2017),
we set the risk aversion parameter to 1 and using the
Maximum likelihood estimation method, k and l were
obtained. k¼ 1 indicates that gains and losses were valued
equally, however, when k> 1, losses were overvalued relative
to gains (loss aversion). The logit parameter (l) represents
the amount of “randomness” in the subject’s choices or, in
other words, consistency over choices. Higher levels of the
parameter would represent that participants rely more on
“rule-based” decision-making (Sokol-Hessner et al., 2009).

These parameters were estimated for each participant
through Hierarchical Bayesian Analyses (HBA; see Anh, 2008
for more details), performed with the hBayesDM package
(Ahn et al., 2017) for the R software. The hBayesDM uses
Stan 2.1.1 (Stan Development Team, 2017) with the
Hamiltonian Monte Carlo (HMC) algorithm as MCMC for sam-
pling the posterior distributions. Following Alacreu-Crespo
et al. (2020), we drawn 40.000 samples, after burn-in of
23.333 samples, in three different chains (in sum, a total of
120.000 samples and 70.000 burn-in). The Gelman-Rubin test
(Gelman & Rubin, 1992) was used to study if the chains con-
verged (Ȓ) to the target distribution. Ȓ values were 1, which
means that convergence was achieved. In addition, to con-
firm this convergence, the MCMC chains were visu-
ally inspected.

Statistical analyses

Outliers were detected with the 2.5 standard deviations
method and Mahalanobis distance for repeatedly measured
variables (e.g. electrodermal activity). Kolmogorov-Smirnoff
with Lilliefors correction was used to check normality. Post-
video negative affect had to be normalized with log10. The
pre-video measure was also transformed to allow the com-
parison. Analyses included repeated-measures ANOVAs, with
the group (experimental vs control) as a between-participants
factor, to test the emotional stress induction effectiveness,
both at the physiological (EDA) and at the subjective level
(stress level, positive affect and negative affect). In addition,
loss aversion and the logit parameter were compared
between groups through one-way ANOVA. The a significance
level was set at .05. Partial eta square (g2

p) symbolizes the
effect size and b-1 (power) represents power. All analyses
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were performed with IBM SPSS Statistics 25, except for the
extraction of k which was done with R.

Results

Preliminary analyses

Experimental and control groups were homogeneously dis-
tributed with no significant differences in age (experimental:
M¼ 22.27, SD¼ 2.21; control: M¼ 22.41, SD¼ 2.42), p ¼ .80;
nor in BMI (experimental: M¼ 23.72, SD¼ 3.42; control:
M¼ 23.88, SD¼ 2.44), p ¼ .92. Moreover, there were more
women than men, but the chi-square test revealed that both
women (experimental: 73%; control: 78.1%), p ¼ .78; and
men (experimental: 27%; control: 21.9%), p ¼ .47; maintained
similar proportions in both groups.

Emotional stress induction

Physiological stress
A repeated-measures ANOVA including group (experimental
vs control) as a between-factor was performed to test
whether the emotional stress induction was effective at the
physiological level. Analyses revealed a significant main effect
of the moment (EDA-baseline vs. EDA-video vs. EDA-MGT),
F(2, 66) ¼ 12.44, p < .001, g2

p ¼ .29; and a significant group-
�moment interaction, F(2, 66) ¼ 7.39, p < .001, g2

p ¼ .19,
which indicates that EDA evolution was different for both
groups (see Figure 2). We explored this effect further.

When contrasting by groups, the experimental group’s
EDA was significantly higher during the video than during
the baseline, F(1, 36) ¼ 24.38, p < .001, g2

p ¼ .43. This level
was significantly reduced during MGT, F(1, 36) ¼ 10.09, p ¼
.003, g2

p ¼ .23; but even so this level remained higher than
the baseline, F(1, 36) ¼ 14.08, p ¼ .001, g2

p ¼ .31. On the
other hand, the control group did not show differences
between any of the EDA measurement levels (p’s > .05). All
means can be consulted in Table 1. Finally, intergroup ana-
lysis controlling for basal levels (see Table 1) revealed that,
although both groups did not differ in their EDA at the base-
line, the experimental group showed significantly higher
activity than the control group during video and MGT.

Emotional stress
Regarding the emotional impact of the stress, repeated meas-
ures ANOVAs (including group as between-factor) were car-
ried out to study differences pre- and post-video in the
subjective-perceived stress and both the positive and the
negative affect. Focusing on the perceived stress, it was
found a significant group�moment interaction, F(1, 67) ¼
70.06, p < .001, g2

p ¼ .52. So, while the control group did
not show differences between pre- (M¼ 4.28, SD¼ 2.05) and
post-video (M¼ 4.45, SD¼ 2.39) levels, F(1, 31) ¼ 1.87, p ¼
.12, g2

p ¼ .02; the experimental group experienced an
increase in perceived stress after being submitted to emo-
tional stress (M¼ 5.87, SD¼ 2.20), compared to their pre-
video level (M¼ 3.41, SD¼ 2.31), F(1, 36) ¼ 45.66, p < .001,
g2

p ¼ .58. In addition, both groups did not differ at their
basal level, F(1, 67) ¼ 2.60, p ¼ .112, g2

p ¼ .03; but the per-
ceived stress level of the experimental group was signifi-
cantly higher than the level reported by the control group
after video, F(1, 67) ¼ 39.29, p < .001, g2

p ¼ .38.
On the other side, regarding positive affect assessed with

PANAS, no pre-post changes or differences between groups
were found (p’s > .05). However, regarding negative affect,
analyses also revealed a significant group�moment inter-
action, F(1, 67) ¼ 39.91, p < .001, g2

p ¼ .37. Experimental

Figure 1. A Mixed gamble task trial. Each of the 64 trials in the task consists of (A) 5 seconds of fixation point and (B) a bet. The bet offers a possible gain and a
possible loss, both with a probability of 50% (heads or tails). The participant must decide whether to play or reject that bet.

Figure 2. Electrodermal activity during baseline, video, and Mixed Gamble Task
(MGT) by group. Experimental and control group significantly differed in their
EDA level during the video and the MGT. �Significant contrast at the .05 level;��Significant contrast at the .01 level; M ± SE.
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(M¼ 21.68, SD¼ 4.32) and control (M¼ 21.59, SD¼ 2.78)
group did not present differences pre-video, F(1, 67) ¼ .008,
p ¼ .93, g2

p ¼ .00. Yet, the experimental group suffered a
significant increase in negative affect after video (M¼ 25.11,
SD¼ 6.24), F(1, 36) ¼ 21.34, p < .001, g2

p ¼ .37; while the
control group kept a similar level (M¼ 20.94, SD¼ 3.17), F(1,
31) ¼.007, p ¼ .97, g2

p ¼ .00. Levels post-video significantly
differed between groups, F(1, 67) ¼ 26.29, p < .001, g2

p

¼ .28.

Loss aversion

First, it was checked if our sample was loss averse. Both con-
trol (M¼ 2.11, SD ¼ .41) and experimental (M¼ 1.43, SD ¼
.31) groups showed an average k (loss aversion) value higher
than 1, indicating that both groups expressed loss aversion
during MGT. However, the group submitted to emotional
stress (experimental group) manifested a significantly lower
level of loss aversion than the control group, F(1, 67) ¼
60.09, p < .001, g2

p ¼ .47.
As we saw, applying the computational model also yielded

a second parameter, the logit parameter (l), which informs
us about the consistency of participants’ choices.
Experimental group showed a higher logit parameter or con-
sistency (M¼ 2.62, SD ¼ .16) than the control group
(M¼ 0.17, SD ¼ .02), F(1, 67) ¼ 69.86, p < .001, g2

p ¼ .99.

Discussion

The present study examined the impact of an emotional
stressor on loss aversion (Kahneman & Tversky, 1979). Both
physiological and psychological measures suggest that our
manipulation worked: compared to the control group, partici-
pants exposed to emotional stress exhibited significant
increase in electrodermal activity, but also in their perceived
stress and negative affect. As expected, both groups differed
in their loss aversion level post-stressor, which suggests that
the emotional stress was influencing decision-making.
However, despite its emotional impact, stressor was followed
by a reduction in loss aversion rather than its increase. These
results do not support the salience-of-losses hypothesis that
was supposed to produce the emotional stress.

Loss aversion values usually described in the literature are
between 2 and 2.5 (Duke et al., 2018; Kahneman & Tversky,
1979; Tom et al., 2007). This means that participants accepted
gambles if gains were at least 2 times as large as losses. In
this study, control participants exhibited loss aversion values
compatible with previous evidence. Yet, participants submit-
ted to emotional stress accepted gambles when gains were
just 1.43 times as large as losses, which indicates that this

group was less loss averse. In addition, the logit parameter of
the experimental group indicates that they made more con-
sistent choices. This would be in line with the lower loss
aversion as this bias is an emotional phenomenon which,
when manifested, tends to lead to more impulsive and less
rule-driven decisions. According to the salience-of-losses
hypothesis (Metz et al., 2020), since emotional stress enhan-
ces the salience-network activity (Hermans et al., 2011), it
should exacerbate the impact of losses on our perception
and, therefore, behavioral loss aversion should increase. Our
results do not support this.

However, the neural bases of loss aversion highlights that
this bias does not only depend on the losses processing.
Neural loss aversion is composed by two systems: the appeti-
tive and the aversive one (Molins & Serrano, 2019). Faced
with a gamble, both systems work together, being activated
at different intensities in response to potential gains and
losses, respectively. Then, they would send signals to pre-
frontal regions where a cost-benefit analysis would be carried
out, leading to a decision (Canessa et al., 2017; Croxson
et al., 2009; Molins & Serrano, 2019).

Attending to the STARS model (Mather & Lighthall, 2012),
as was introduced, stress would trigger additional reward
salience by enhancing dopamine activity in dopaminergic
reward-processing brain regions (Metz et al., 2020; Pighin
et al., 2014), which would bias our decisions by weighing
positive over negative aspects during the decision-making
process; i.e. stress could be also enhancing the loss aversion
appetitive-system activity. Therefore, emotional stress may
increase the aversive-system activity, but this may not be
enough to overcome the greater activity of the appetitive-
system. Thus, the balance would shift toward the search for
gains, leading to less behavioral loss aversion. This would be
in line with our results and multiple previous evidence where
stress also reduced loss aversion (Margittai et al., 2018;
Molins & Serrano, 2020; Pighin et al., 2014). Moreover, all this
seems to support the reward-alignment hypothesis (Metz
et al., 2020), whereby stress may lead to a loss aversion
decrease due to the reward-system activity increment.
Nevertheless, since our study has no measures to explore
brain activity, we cannot be sure that this hypothesis is being
fulfilled. Our emotional stressor could be increasing the
attractiveness of gains, but also reducing the aversion to
losses, or both. For all these reasons, our explanation is only
speculation and future research addressing complementary
physiological and neural data is needed to shed light on
these issues.

In fact, the absence of such measures is the main limita-
tion of our work. EDA indicates that participants showed
greater physiological arousal, but we did not explore the role

Table 1. Intergroup differences in electrodermal activity (EDA) during baseline, video, and Mixed Gamble Task (MGT).

Experimental (N¼ 37) Control (N¼ 32) F gl between gl intra p-value g2
p

EDA
Baseline M¼ 5.95 ± 2.81 M¼ 6.35 ± 2.78 0.34 1 67 .56 .005
Video M¼ 8.29 ± 2.88 M¼ 6.94 ± 2.99 6.41 1 66 .01�� .09
MGT M¼ 7.70 ± 2.79 M¼ 6.91 ± 2.87 4.80 1 66 .03� .07

M: mean; ± SD; �Significant contrast at the .05 level; ��Significant contrast at the .01 level.
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of other factors such as catecholamines or cortisol. In add-
ition, PANAS (Watson et al., 1988) was used to measure the
emotional impact. This questionnaire addresses whether the
negative affect increased but does not provide information
about the specific negative emotion felt. Different negative
emotions (e.g. fear or anger) do not affect decision-making in
the same way (Lerner et al., 2015). So, it will be necessary to
explore whether different stressors that produce different
emotions also lead to other results. In fact, because specific
stress responses (e.g. an increase in cortisol or proinflamma-
tory cytokines) was not assessed, and because people are
bad at distinguishing or reporting stress from other forms of
negative affects without training, we cannot confirm that the
manipulation is producing a stress response. This may also
be another reason why results differ from previous studies
using validated experimental paradigms to induce stress, for
example using the Trier Social Stress Test (Kirschbaum et al.,
1993). Our paradigm is based in Shields et al. (2016) who
found that the emotional video produces specific stress
responses (i.e. pro-inflammatory cytokine reactivity), but this
is not a validated paradigm and we did not include such
measures to test this. Finally, previous data have reported
age and sex differences when taking risk and facing stress
(Hidalgo et al., 2019; van den Bos et al., 2009), but our study
was conducted only with young people and the sample was
predominantly female (none of them were taking contracep-
tives, but their ovulatory cycle period was not monitored),
preventing a thorough exploration of these issues. Future
research should also address the influence of these variables.

Nevertheless, this study constitutes a direct test of an
emotional stress influencing loss aversion. Although mecha-
nisms by which this happens need to be further explored, it
seems that stress, regardless of its emotional impact, can
reduce loss aversion. These results could be relevant and
should be considered when predicting risky decisions.
Emotional stress may push individuals to take less biased
decisions, but also to be less cautious when deciding.
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A B S T R A C T   

Loss aversion, the principle that losses have a greater impact on decision-making than gains, can be modulated by 
stress. Most findings reported that stress reduces loss aversion, in line with the alignment hypothesis. Yet, 
decision-making was always assessed at the early stages of the stress response. Instead, the latter phase of the 
stress response enhances the salience-network and then, it could amplify the salience of losses, thereby increasing 
loss aversion. To our knowledge, it has never been studied how the latter stress response influences loss aversion 
and our aim is to fill this gap. 92 participants were divided into experimental and control group. The first one was 
exposed to the Trier Social Stress Test, and controls viewed a match-length distractor video. Both groups per
formed a mixed gamble task to measure loss aversion through a Bayesian-computational model. During and after 
the stressor, experimental group exhibited signs of both physiological and psychological stress which indicated 
that stress induction was effective. However, rather than increasing, loss aversion of stressed participants was 
lower. These results constitute a new evidence of stress influencing loss aversion and are discussed within the 
alignment hypothesis, according to which stress aligns sensitivity to gains and losses.   

1. Introduction 

Losses have greater psychological impact and influence decision- 
making than gains of the same magnitude [1]; this phenomenon is 
called loss aversion [2] and is one of the most accepted judgmental 
biases in the social sciences. Loss aversion is considered a fundamental 
and generalizable principle [3], or even a stable behavioral trait [4], 
although this position is being called into question [5]. Gal & Rucker 
[3], for example, stressed that there is no firm evidence to support that 
losses have always more impact than gains and labeled this phenomenon 
as a fallacy. Moreover, Ert & Erev [6] stated that loss aversion only 
would emerge under certain very specific experimental manipulations 
such as when there are large amounts at stake or when people is sub
mitted to long experiments in which no feedback is provided. Never
theless, the current position is that loss aversion has moderators and a 
more contextualized view is advisable [3,5]. Many studies are focused 
on understanding which factors can shape loss aversion’s expression. 
Since the incidence of stress has risen markedly over the past two de
cades [7], and many decisions are made under stress, this is one of the 
most studied factors and the focus of our study. 

Recent reports state that stress influences loss aversion [8,9], but the 

specific direction and its mechanisms are still unknown. Most studies 
highlight that stress significantly reduces loss aversion (e.g., [8–10]), 
and these results are usually accommodated within the ‘alignment’ hy
pothesis postulates [8]. The biological correlates of the stress response 
are composed of both the immediate catecholamines rising and the latter 
cortisol release [11,12]. Both components, but specially cortisol, are 
known to modulate the brain reward-system by enhancing the dopamine 
striatal levels, then triggering additional reward salience [13,14]. 
Therefore, the alignment hypothesis suggests that stress would balance 
the susceptibility to gains and losses, the former being more attractive, 
thereby reducing loss aversion [8]. 

However, a common factor in all these studies is that they were 
carried out at a very early stage after the stressor onset (e.g., at 5 min) 
and, except for Margittai et al. [8], none provided hormonal measure
ments (e.g., [9,10]). So, since it cannot be even assured whether cortisol 
significantly raised at that point —its peak use to be found between 20 
and 40 min [11,15]—, the loss aversion reduction could not be firmly 
attributed to this hormone nor to its influence over the reward-system. 
In fact, an alternative explanation could also fit. Concretely, early 
stages of the acute stress response could favor an optimal arousal level 
for the prefrontal cortex (PFC) functioning since this region is influenced 
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by an inverted U-shaped curve of catecholamines [16]. The PFC con
stitutes the main hub for the executive control-network and it is 
responsible for a logical, rule-based and non-biased decision-making 
[11,16,15]. Previous studies showed, indeed, that using strategies that 
enhance PFC over the limbic system reduced loss aversion [17,18]. 
Therefore, the first mild-to-moderate catecholamines increase could be 
enhancing the PFC arousal and buffering loss aversion. As seen, this 
could also explain previous results on stress and loss aversion, instead of 
the proposed alignment hypothesis. 

Following this line, a competing hypothesis on stress and loss aver
sion emerged. The ‘salience-of-losses’ hypothesis [8] proposes that, 
while early stages of stress could be beneficial for the PFC functioning, 
when both catecholamines and —mainly— cortisol have reached a high 
level, the executive control-network is suppressed and an alertness state 
is promoted by enhancing the salience-network [11,19]. As the 
salience-network shares key nodes with the loss aversion 
aversive-system —e.g., the amygdala—, the salience of losses would be 
increased and, loss aversion, amplified [8,19]. Then, by assessing 
decision-making 20 – 40 min after the stressor onset, when the cortisol 
peak is supposed to be reached and PFC activity should be diminished 
[11,15], rather than a decrease, a higher level of loss aversion may be 
found. Nevertheless, to our knowledge, no studies on loss aversion 
addressed this delayed point of the stress response and our aim is to fill 
this gap. Based on the salience-of-losses hypothesis, it was expected that, 
compared to controls, an experimental group would exhibit higher loss 
aversion after being submitted to a prominent psychosocial stressor such 
as the Trier Social Stress Test (TSST; [20]), specifically 30 min after the 
stressor onset. 

2. Methods 

2.1. Participants 

Based on the large effect size found in previous works on stress and 
loss aversion [9,21], an a priori power analysis using G*Power indicated 
a requisite between 12 and 40 participants (η2

p = [.18, 0.47], power =
80%, α = 0.05) to perform an ANOVA and compare loss aversion be
tween groups (experimental vs control group). To ensure an adequate 
statistical power, we recruited 94 participants and randomly distributed 
them into two groups, experimental (N = 47) and control (N = 47). Yet, 
two participants of the experimental group did not complete the 
experimental season, so our sample was finally composed by a total of 92 
participants (age: M = 19.11, SD = 1.87; women: N = 77, 83.7%). They 
met the following inclusion criteria: not having cardiovascular, endo
crine, neurological, or psychiatric diseases; not consuming more than 5 
cigarettes a day; not consuming drugs habitually; not doing more than 
10 h of exercise per week and not having experienced a highly stressful 
event in the last month. In addition, participants were asked to not 
perform extenuating exercise or take drugs or alcohol in the last 24 h, 
and not smoke or take stimulant drinks in the 2 h before the experi
mental session. 

2.2. Procedure 

This study was approved by the Ethics Research Committee of the 
University of Valencia in accordance with the ethical standards of the 
1969 Declaration of Helsinki. Experimental session was carried out be
tween 15:00 pm and 20:00 pm and lasted approximately one and a half 
hours. Participants were connected to the electrodermal activity (EDA) 
sensor and had 10 min of habituation. The last 5 min were taken as 
baseline. Then, experimental group was exposed to the virtual version of 
the Trier Social Stress Test (TSST-VR), while the control group was 
submitted to a distractor (watch a length-matched documentary). Before 
and after the stressor/distractor, participants were evaluated for positive 
and negative mood with the Positive and Negative Affect Scale (PANAS) 
and were asked about the subjective stress they felt. 30 min after the 

stressor/distractor onset, both groups performed an economical 
decision-making task to measure loss aversion. 

2.3. Virtual reality version of the trier social stress test (TSST-VR) 

To induce stress we utilized the software of Montero-López et al. [22] 
which constitutes a virtual-reality adaptation of the traditional TSST 
[20]. This software designs a 3D audience, which was projected onto a 
Screen of 27′′ at 1 m from the participant. As in the original, the stressor 
consisted of four phases. First, participants faced the screen showing a 
3D image of a stage curtain and were told that they had to give a speech 
to convince the audience that they were suitable for a position in their 
dream job. To lend credibility, a microphone and a camera were added, 
telling them that both the content and formal aspects of their speech 
would be analyzed in real time and that the virtual audience would react 
accordingly. The second phase, the anticipatory stress period, lasted 5 
min and participants had to prepare the speech. The third phase was the 
speech itself. During this period, the virtual audience appeared, and 
participants had to deliver their speeches. They were instructed to speak 
for the entire 5 min without interruption. The virtual audience remained 
neutral for 2.5 min but was manipulated to show signs of impatience for 
the remaining time. Finally, the last phase of the stressful task was an 
arithmetic task and participants had to repeatedly subtract a fixed 
amount from a given number —e.g., subtracting 7 from 123 as quickly as 
possible—. If they completed a series, they were given a new number 
and started over. Similarly, if they made a mistake they also had to start 
over. 

Comparable to the original TSST, this protocol demonstrated good 
reliability in inducing stress responses, which were manifested by the 
increase in EDA, blood pressure, catecholamines and cortisol levels, as 
well as in the negative mood [22]. To ensure that our stress induction 
was also effective, we assessed EDA, negative and positive mood, and 
subjective stress perception. 

2.4. Electrodermal activity (EDA) 

EDA is one of the most important physiological signals for detecting 
stress [23]. It has been consistently demonstrated that when the stress 
induction is effective, it is accompanied by the pronounced increase in 
EDA [24]. It was recorded and analyzed following recommendations for 
electrodermal measurements [25]. Two electrodes were placed on 
non-dominant hand —index and middle finger distal phalanges—, using 
isotonic gel to amplify the signal. BIOPAC, with EDA-100C transducer, 
1000 Hz sampling frequency and AcqKnowledge software were also 
used. The electrodermal registry was re-sampled with the linear inter
polation method at 250 Hz and filtered by smoothing factor with a 
median value of 5. The average of skin conductance level (SCL) in 
microsiemens (µS) was extracted from three different periods of 5 min: 
(1) baseline —last five min of the habituation period—, (2) stressor/
distractor —middle part— and (3) economical task. 

2.5. Positive and negative affect registry (PANAS) 

PANAS [26] is a 20 Likert-type items scale —from 1, more than 
usual, to 4, much less than usual— that evaluates positive and negative 
mood. Each dimension is composed of the sum of 10 items and ranges 
from 10 to 40 points. The higher the score, the more positive or negative 
the mood, respectively. PANAS was evaluated before and after the 
stressor/distractor. 

2.6. Perceived stress 

Before and after the stressor/distractor, participants were also asked 
about the subjective stress they felt. This question, designed ad hoc for 
the study, asked: "How much stress do you feel right now?”. The answer 
was given on a Likert scale where 0 is "no stress", and 10 is "a lot of 
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stress". 

2.7. Mixed gamble task (MGT) 

To measure loss aversion, both groups performed a short version of 
MGT [27]. Each trial entailed a bet with one of the combinations 
randomly extracted from an 8 × 8 losses and gains matrix, until the 64 
combinations were completed (see Fig. 1). Following gamble ranges 
used by Chandrasekhar Pammi et al. [27], as well as by Tom et al. [28] 
in the original task, gains could range from €100 to €380 in €40 in
crements, and losses from €50 to €190 in €20 increments. In each trial 
there was a 50% chance of gaining and 50% chance of losing. Partici
pants had to decide whether to accept or reject the bet. They were 
instructed that €200 was their initial amount and each bet had to be 
done with that reference. Betting results were not presented immedi
ately, however, they had to choose carefully in each trial since, at the 
end, four bets would be randomly picked and played heads or tails, 
affecting the initial amount. Loss aversion was obtained through the 
Prospect-Theory computational model [18]. 

2.8. Prospect-Theory computational model 

The Prospect-Theory model [18] follows the classical approach of 
the Prospect Theory [1] were a bet would be accepted or rejected as a 
function of the expected utility that it brings to the individual. Following 
the original paper of Sokol-Hessner et al. [18], the utility of accepting a 
bet (UAccept) depends on both the utility of the potential gain, estimated 
through the equation u(xgain) = xρ; and the utility of the potential loss, 
estimated through the equation u(xloss) = - λ × (-x)ρ. Finally, the prob
ability of accepting a gamble is estimated through the SoftMax function, 
P(Accept) = 1/(1 + e− μ(U(Accept)− U(Reject))); see Sokol-Hessner et al. [18] for 
a detailed math description. As can be seen, three parameters are 
derived from this model: λ —loss aversion coefficient—, ρ —the cur
vature of the utility function or risk attitude—, and μ —the logit or 
consistency parameter—. However, as we were interested in specifically 
addressing loss aversion, following Ahn et al. [29] and Molins et al. [9], 
we set the risk aversion parameter to 1 and using the Maximum likeli
hood estimation method, λ and μ were obtained. λ = 1 indicates that 
gains and losses were valued equally, however, when λ > 1, losses were 
overvalued relative to gains —loss aversion—. The logit parameter (μ) 
represents the amount of “randomness” in the subject’s choices or, in 
other words, consistency over choices. Higher levels of the parameter 
would represent that participants rely more on rule-based decision-
making [18]. 

These parameters were estimated for each participant through 

Hierarchical Bayesian Analyses (HBA; see Anh, 2008 for more details), 
performed with the hBayesDM package [29] for the R software. The 
hBayesDM uses Stan 2.1.1 [30] with the Hamiltonian Monte Carlo 
(HMC) algorithm as MCMC for sampling the posterior distributions. 
Following Alacreu-Crespo et al. [31], we drawn 40.000 samples, after 
burn-in of 23.333 samples, in three different chains —in sum, a total of 
120.000 samples and 70.000 burn-in—. The Gelman-Rubin test [32] 
was used to study if the chains converged (Ȓ) to the target distribution. 
Ȓ values were 1, which means that convergence was achieved. In 
addition, to confirm this convergence, the MCMC chains were visually 
inspected. 

2.9. Statistical analyses 

Outliers were analyzed with the 2.5 standard deviations method and 
Mahalanobis distance for repeatedly measured variables —e.g., EDA—. 
Kolmogorov-Smirnoff with Lilliefors correction was used to check 
normality. Analyses included repeated-measures ANOVAs, with the 
group —experimental vs control— as a between-participants factor, to 
test the stress induction effectiveness, both at the physiological (EDA) 
and at the subjective level —perceived stress, positive affect, and 
negative affect—. Moreover, the loss aversion level was compared be
tween groups through one-way ANOVA. The α significance level was set 
at 0.05 and partial eta square (η2

p) symbolizes the effect size. All analyses 
were performed with IBM SPSS Statistics 25. 

3. Results 

3.1. Preliminary analyses 

Experimental and control groups were homogeneously distributed 
with no significant differences in age (experimental: M = 19.36, SD =
2.14; control: M = 18.87, SD = 1.56), p = 0.21; in BMI (experimental: M 
= 22.01, SD = 3.05; control: M = 21.75, SD = 3.48), p = 0.69; nor in 
socioeconomic status (experimental: M = 6.42, SD = 1.17; control: M =
6.43, SD = 0.90), p = 0.98. Moreover, there were more women than 
men, but the chi-square test revealed that both women (experimental: 
84.4%; control: 83%) and men (experimental: 15.6%; control: 17%), p 
= 0.84, maintained similar proportion in both groups. 

3.2. Stress induction 

3.2.1. Physiological stress 
A repeated-measures ANOVA including group —experimental vs. 

control— as a between-factor was performed to test whether the stress 

Fig. 1. A representative mixed gamble task trial. 
Each of the 64 trials in the task consists of (A) 5 s of fixation point and (B) a bet. The bet offers a possible gain and a possible loss, both with a probability of 50% 
(heads or tails). The participant must decide whether to play or reject that bet. 
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induction was effective at the physiological level. Analyses revealed a 
significant moment (baseline vs. stressor/distractor vs. MGT) × group 
interaction, F(2, 180) = 22.19, p < 0.001, η2

p = 0.20, which indicated 
that the EDA evolution was different for both groups (see Fig. 2). We 
explored this effect further. 

When contrasting by groups, the experimental group’s EDA revealed 
a significant main effect for the moment, F(1, 88) = 56.05, p < 0.001, η2

p 
= 0.56, and posthoc comparisons indicated that every point of the pro
tocol differed from each other (p’s < 0.001); specifically: the highest 
EDA’s level was found during the stressor, followed by the level 
exhibited during the MGT. The lowest level was found during the 
baseline. Similar results were found in the control group, where EDA 
also revealed a significant main effect for the moment, F(1, 92) = 11.69, 
p < 0.001, η2

p = 0.21. However, posthoc comparisons only revealed sig
nificant differences between the baseline EDA’s level and both the level 
during the distractor, p = 0.009; and during the MGT, p < 0.001; while 
the latter two points did not differ between them, p = 0.24. All means 
can be consulted in Table 1. 

Lastly, the intergroup analysis controlling for basal levels —see 
Table 1— revealed that, although both groups did not differ in their EDA 
at the baseline, the experimental group showed significantly higher EDA 
than the control group during both the stressor /distractor and the MGT. 

3.2.2. Psychological stress 
Regarding the psychological impact of the stress, repeated measures 

ANOVAs —including group as between-factor— were carried out to 
study differences pre- and post-stressor/distractor in the subjective- 
perceived stress and both the positive and the negative affect 
measured with PANAS. Focusing on the perceived stress, it was found a 
significant group × moment interaction, F(1, 90) = 94.86, p < 0.001, η2

p 
= 0.51. So, while the control group did not show significant differences 
between pre- and post-distractor levels, F(1, 46) = 2.06, p = 0.15, η2

p =

0.044; the experimental group experienced an increase in perceived 
stress after being submitted to the stressor, compared to their pre- 
stressor level, F(1, 44) = 95.48, p < 0.001, η2

p = 0.68 —means can be 
consulted in Table 1—. Complementarily, both groups did not differ at 
their basal level, but the perceived stress of the experimental group was 
significantly higher than the level reported by the control group after the 
stressor/distractor —see Table 1—. 

By the other side, regarding positive affect assessed with PANAS, no 
pre-post changes or differences between groups were found (p’s > 0.05). 
However, regarding negative affect, analyses also revealed a significant 
group × moment interaction, F(1, 90) = 43.54, p < 0.001, η2

p = 0.32. 
Experimental and control groups did not present differences pre- 
stressor/distractor —see Table 1—. Yet, the stress group suffered a 

significant increase in negative affect after the stressor, F(1, 44) = 11.85, 
p = 0.001, η2

p = 0.21; while the control group kept a similar level after 
the distractor, F(1, 46) = 1.12, p = 0.11, η2

p = 0.031. So, levels post 
stressor/distractor significantly differed between groups —again, means 
and statistics can be consulted in Table 1—. 

3.3. Loss aversion 

First, it was checked if our sample was loss averse. Both control (M =
2.55, SD = 0.61) and experimental (M = 2.23, SD = 0.56) groups showed 
an average λ —loss aversion— value higher than 1, indicating that both 
groups expressed loss aversion during MGT. However, the ANOVA 
revealed that the group submitted to stress (experimental group) man
ifested a significantly lower level of loss aversion than the control group, 
F(1, 90) = 6.79, p = 0.011, η2

p = 0.07. Moreover, regarding the second 
parameter yielded by the Prospect-Theory model, stressed participants 
showed a higher consistency (μ) in their decisions (M = 0.064, SD =
0.01) than the control group (M = 0.038, SD = 0.008), F(1, 90) =
166.22, p < 0.001, η2

p = 0.64. 

4. Discussion 

The present study examined how the late phase of the acute stress 
influences loss aversion. Intergroup analysis revealed that the experi
mental group’s EDA was significantly higher compared to controls, not 
only during exposure to TSST-VR, but also during MGT. Specifically, 
with respect to their baseline, the experimental group suffered an in
crease in EDA of 42.85% during the stressor, comparable to the average 
increase (45.56%) observed in previous literature also using the TSST- 
VR [22,33–35]. In addition, the experimental group also showed a 
higher subjective stress perception, as well as a worse mood after 
exposure to TSST-VR, while the control group did not show any differ
ences after watching the documentary. Thus, both physiological and 
psychological measures suggest that our stress manipulation worked. 
Nevertheless, and despite we addressed the latter stress response, our 
results showed a loss aversion reduction in the experimental group, 
contrary to the hypothesized based on the salience-of-losses hypothesis. 
Once again, stress seems capable of altering decision-making, but on the 
absence of complementary measures such as cortisol or neural activity, 
it is difficult to determine whether these results are in line with the 
alignment hypothesis —as is often proposed in previous literature— or 
whether other mechanisms are involved in this late phase of stress. The 
following arguments attempt to shed light on this debate, but caution is 
advised as this is only speculation that needs to be verified by future 
research. 

Fig. 2. Electrodermal activity during baseline, stressor/distractor, and MGT by group. 
Experimental (stress) and Control groups significantly differed in their EDA level during the stressor/distractor and during the MGT. *** Significant contrast at the 
0.001 level; M ± 95% confidence interval. 
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As mentioned, and in accordance with the main premise of this work, 
stress influenced loss aversion. Both groups exhibited loss aversion 
values compatible with previous evidence, which stablished average 
values between 2 and 2.5 —i.e., that participants accepted gambles if 
gains were at least twice as large as losses— [1,36,28], yet the experi
mental group exhibited a significantly lower level of loss aversion. These 
results contradict our hypothesis and the salience-of-losses hypothesis 
by which stress would amplify loss aversion [8]. Instead, they may fit 
better with most previous evidence showing reductions in loss aversion 
under stress (e.g., [8–10]). Nevertheless, an important difference exists 
between all this evidence and our work, which may imply different 
mechanisms as responsible of the loss aversion reduction. As introduced, 
previous studies addressed decision-making at the very early stage of the 
stress response. Cortisol is one of the main implicated in the 
reward-system modulation, enhancing striatal dopamine and being able 
to balance sensitivity to gains and losses, thereafter, reducing loss 
aversion —alignment hypothesis— [8,19]; but cortisol peak concen
trations in the brain are not reached within 20 min after stressor onset 
[11,16,37], which implies that ‘the role of corticosteroids in the im
mediate stress response must be limited’ ([11], p. 306). Therefore, as 
suggested Pabst et al. [16], the lower loss aversion found in works 
addressing early stress stages may be rather attributed to the beneficial 
role that the initial catecholaminergic release can exert on the PFC ac
tivity, which can buffer the manifestation of biases and enhance logical 
and rule-based decisions [17,38]. 

In contrast, our work addressed loss aversion 30 min after the 
stressor onset, focusing on the latter stress response. At this point, acute 
stress should have promoted an ‘off-line’ state in the PFC [39,40] and 
boosted the salience-network —which also includes striatum— by ac
tion of both catecholamines and cortisol [11,12]. Therefore, a loss 
aversion reduction at this point of the stress response may fit better with 
the alignment hypothesis. In fact, our data could be in line with previous 
evidence, where people made more conservative decisions until 18 min 
after the stressor onset, but the tendency was reversed, by making more 
risky choices, when the cortisol peak was reached 28 min after the 
stressor onset [16]. Complementarily, concurrent glucocorticoids and 
catecholamines prompted an alignment of reward- with loss-sensitivity, 
and thus diminished loss aversion [8]. Accordingly, and rather than into 
the salience-of-losses hypothesis [8], the effect of the latter, acute stress 
response on loss aversion may be better suited within the alignment 
hypothesis postulates [8]. Nevertheless, as stated, since we did not bring 
complementary neural or hormonal measures, this cannot be firmly 
assured, and further research is needed to shed light into the specific 
mechanisms whereby stress is reducing loss aversion. In fact, an alter
native explanation to the alignment hypothesis could also fit. 

Loss aversion parameter (λ) was computed considering how sensible 
is someone to losses relative to gains [18]. Then, a reduction in loss 
aversion could represent a higher sensitivity to gains, but also a lower 
sensitivity to losses, or even both. Therefore, the ‘off-line’ state that 
stress promotes in the PFC [11,40] may also account for our data. So, 
PFC plays a key role in valuation, stablishing preferences, as well as in 
reward and threats sensitivity [16,41,42]. In this line, Genauck et al. 

[43] found that alterations in the connectivity between PFC and limbic 
regions were associated with lower loss aversion. Thus, our results may 
also reflect that stressed individuals have difficulties when processing 
gains and losses and then, emotional influence in decision-making 
would be reduced. This may also explain why, according to the logit 
parameter (μ), stressed participants showed a greater reliance on a 
rule-based decision-making [18]. As seen, these arguments may 
compete with the alignment hypothesis and further research is needed to 
determine where they fit best. 

Future studies must overcome limitations presented by our work, 
especially the absence of complementary hormonal or neural measures. 
Addressing catecholamines, noradrenaline, or opioids, will help to 
disentangle the specific mechanisms by which stress affects decision- 
making. It is also necessary to not consider stress in the singular, but 
rather to address whether its different phases —rapid vs. slow 
response— differentially influence decision-making, as some studies 
—including this one— already suggested [9,16]. For this reason, the 
inclusion in future studies of different groups directly testing the dif
ferences between early and late phase stress would be desirable. Addi
tionally, our control situation —watching a documentary— had 
differences in form from the TSST-VR (e.g., one condition involves 
talking and the other does not). This could lead to the differences found 
in the EDA being attributed to movement rather than stress. Although 
our study also reflects through subjective measures that participants are 
actually perceiving stress, it would be desirable for future studies to 
further homogenize the stress and control conditions. On the other hand, 
previous studies showed sex differences in the psychophysiological 
response to stress, as well as in the effects of stress on decision-making 
[37,44]. All analyses were replicated controlling for sex and did not 
yield significant results. However, our sample was disproportionate and 
included significantly more women than men, so these analyses could be 
underpowered, and caution is advisable. 

Despite limitations, our work is the first one addressing whether the 
latter phase of the acute stress response also modulates loss aversion. 
Specific mechanisms of such modulation remain unclear, and it is 
necessary further research to confirm whether they can be accounted 
within the reward alignment hypothesis. Nevertheless, we provide 
further evidence that stress can influence risky decision-making by 
reducing such a prominent bias as loss aversion and making decisions 
more logical. Our data reflect that stress can modulate how people 
perceives rewards and threats. Therefore, it should be considered when 
assessing and describing how people make decisions, opening the door 
to explanations that fit into a biological rationality, instead of the classic 
economic rationality. 
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Table 1 
Intergroup differences in electrodermal activity (EDA) during baseline, stressor/distractor, and MGT; and differences in perceived stress and negative mood with 
PANAS pre- and post-stressor/distractor.    

Experimental (N = 45) Control (N = 47) F df between df intra p-value η2
p 

EDA (µS) Baseline M = 6.81 ± 0.49 M = 6.54 ± 0.42 0.17 1 90 0.67 0.002 
Stressor / distractor M = 9.86 ± 0.60 M = 7.30 ± 0.42 31.03 1 90 <0.001*** 0.26 
MGT M = 8.27 ± 0.48 M = 7.64 ± 0.40 23.88 1 90 <0.001*** 0.21 

Perceived Stress Pre-Stress M = 3.76 ± 1.92 M = 3.96 ± 1.97 0.24 1 90 0.62 0.003 
Post-Stress M = 6.38 ± 1.81 M = 3.49 ± 1.79 116.16 1 90 <0.001*** 0.56 

PANAS - Pre-Stress M = 20.76 ± 4.95 M = 20.91 ± 4.20 0.028 1 90 0.86 0.000 
Post-Stress M = 23.47 ± 6.07 M = 20.04 ± 4.03 30.56 1 90 <0.001*** 0.25 

M, mean; ± SD; df, degrees of freedom. 
*** significant contrast at the 0.001 level. 
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Abstract: studies on stress and decision-making usually address acute and artificial stressors. However, COVID-19 outbreak set the perfect 
scenario to address how decision-making, and specifically loss aversion, could be affected by a real and persistent stressor, able to promote a 
significant psychological distress. In parallel, alexithymia has been identified as a potential moderator of the loss aversion expression, since 
it could impair the incorporation of emotional information when making a decision, leading to “cold” decisions. Through a within-subjects 
design (N = 70), our aim was to study the relationship between the psychological distress caused by the pandemic context and the loss aversion 
changes, considering alexithymia as a moderating factor.  Our results show a significant increment in both psychological distress and loss aver-
sion, merely one month after the confinement’s onset. Moreover, both variables were positively associated only when alexithymia was low, i.e., 
the alexithymia buffered the effect of psychological distress on decision-making: a higher alexithymia implied a lower loss aversion increase.

Keywords: decision-making, cognitive bias, loss aversion, alexithymia, psychological distress, COVID-19, confinement, stress.

Resumen: los estudios sobre estrés y toma de decisiones suelen abordar estresores agudos y artificiales. Sin embargo, el brote de COVID-19 creó 
el escenario perfecto para abordar cómo la toma de decisiones, y específicamente la aversión a las pérdidas, podría verse afectada por un estresor 
real y persistente, capaz de promover un distrés psicológico significativo. Paralelamente, la alexitimia ha sido identificada como un potencial 
moderador de la expresión de la aversión a las pérdidas, ya que podría perjudicar la incorporación de información emocional a la hora de decidir, 
conduciendo a decisiones “frías”. Mediante un diseño intrasujeto (N = 70), nuestro objetivo fue estudiar la relación entre el malestar psicológico 
derivado del contexto pandémico y los cambios en la aversión a las pérdidas, considerando la alexitimia como factor moderador.  Nuestros resulta-
dos muestran un incremento significativo tanto del malestar psicológico como de la aversión a las pérdidas, tan solo un mes después del inicio del 
confinamiento. Además, ambas variables se asociaron positivamente solamente cuando la alexitimia era baja; es decir, la alexitimia amortiguaba 
el efecto del distrés psicológico en la toma de decisiones: cuanto mayor era la alexitimia, menor era el aumento de la aversión a las pérdidas.

Palabras clave: toma de decisiones, sesgo cognitivo, aversión a las pérdidas, alexitimia, distrés psicológico, COVID-19, confinamiento, estrés.
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Introduction
Decision-making is a complex and heterogeneous 
executive function, which is often studied within 
different contexts and conditions, breaking it 
down into more analyzable pieces (Starcke and 
Brand, 2012, 2016). One of the most studied scena-
rios are risky contexts, where the decision options 
or prospects are well defined, and the outcomes’ 
probabilities are known (Volz and Gigerenzer, 
2012). Here, it can be assessed whether people use 
more logical and rule-based strategies, such as 
utility maximization (Camerer, 2003; Starcke and 
Brand, 2016), or conversely, they are more prone 
to be affected by emotional phenomena, such as 
loss aversion (Kahneman, 2003; Kahneman et al., 
1991; Sokol-Hessner and Rutledge, 2019). 

Loss aversion, the principle that “losses loom 
larger than gains” (Kahneman and Tversky, 1979, 
p. 279), is one of the most studied biases in deci-
sion-making, because of its important influence 
in shifting the balance in favor of risk avoidance. 
So, for example, potential gains should be at least 
twice as large as potential losses for someone to 
risk on a bet (Sokol-Hessner and Rutledge, 2019). 
It is often considered a generalizable and funda-
mental principle (Gal and Rucker, 2018), or even 
a stable behavioral trait (Hadlaczky et al., 2018). 
However, the current position is that a more con-
textualized view of loss aversion should be con-
sidered, since it could be moderated by several 
factors (Gal and Rucker, 2018; Mrkva et al., 2020).

Many studies are focusing on the contextual 
factors that could influence loss aversion, from 
the most stable, such as culture (Wang et al., 2017); 
to the more situational, such as repulsive odors 
(Stancak et al., 2015) or even oxygen saturation in 
the environment (Pighin et al., 2014). Since stress 
has increased alarmingly in the last two decades 
(Ward et al., 2020) and many of our decisions are 
made under stress, this factor is receiving sub-
stantial attention (Starcke and Brand, 2012, 2016). 

Although a few evidence did not show sig-
nificant effects on loss aversion (Metz et al., 2020; 
Sokol-Hessner et al., 2016), most studies report 
that stress reduce its manifestation (Margittai et 
al., 2018; Molins et al., 2021; Pighin et al., 2014). 
These results could be supported by the ‘align-

ment hypothesis’ (Margittai et al., 2018), i.e., stress 
triggers additional reward salience by enhancing 
the firing rate of dopaminergic neurons in key 
centers of the reward system, such as the ventral 
striatum (Mather and Lighthall, 2012), thereby 
balancing the weight of losses and gains and re-
ducing loss aversion (Margittai et al., 2018; Metz 
et al., 2020). Nevertheless, the stress response is 
heterogenous, and it could depend on the nature, 
duration and intensity of the stressor (Hidalgo 
et al., 2019). A frequent feature in most studies is 
that they involve acute and artificial laboratory 
stressors (e.g., stressful video; Molins et al., 2021) 
ranging from 5 to 15 minutes, and loss aversion is 
usually assessed when the stressor is already gone 
or, at most, during an unconscious stressful con-
dition (e.g., hypoxia; Pighin et al., 2014). In fact, 
some stressors only affected at a physiological 
level, without inducing subjective stress or chang-
es in the mood (Margittai et al., 2018; Pighin et 
al., 2014). Rarely, however, it can be studied how 
loss aversion is influenced by a real, persistent 
stressor (still present during the decision-making 
assessment), which promotes significant psycho-
logical distress. This opportunity was provided 
by the COVID-19 pandemic context.

On 30 January 2020, COVID-19 outbreak was 
proclaimed a public health emergency of interna-
tional concern by the World Health Organization 
(Mahase, 2020), and several countries, such as 
Spain, were responding through confinement 
strategies. Confinement involves loss of freedom, 
social isolation, boredom, routine detriment, 
sleep disturbances, among many other factors 
which, along with the fear or concern about the 
virus contagion itself, were disrupting normal 
psychosocial life and promoting an important 
psychological distress, characterized by poorer 
mood and symptoms of anxiety and depression 
(Brooks et al., 2020; Ingram et al., 2020; Liang et 
al., 2020; Pierce et al., 2020; Shuja et al., 2020). 

Other fear-related stressors which led to psy-
chological distress have been associated with the 
salience-network interconnectivity (Hermans et 
al., 2014; Hermans et al., 2011), enhancing key 
nodes of the loss aversion neural bases, such 
as the amygdala (Sokol-Hessner and Rutledge, 
2019). Thus, in line with the ‘salience-of-losses 
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hypothesis’ (Margittai et al., 2018), hypervigilance 
to losses could be increased and, with it, behav-
ioral loss aversion. Complementarily, survivors of 
other catastrophes such as the Fukushima Daiichi 
Nuclear Disaster, who also experienced severe 
psychological distress, reported higher levels of 
loss aversion (Iwasaki and Sawada, 2015). Finally, 
an elevated level of this phenomenon is usually 
observed in patients with anxiety and depression 
(Baek et al., 2017; Sip et al., 2018). Based on the 
above, it could be expected that the distressing 
situation arisen from COVID-19 context were 
increasing loss aversion.

However, it should be noted that loss aversion 
is an emotional response to the ‘pain of losses’ 
(Hintze et al., 2015; Sokol-Hessner and Rutledge, 
2019). From an intrapersonal level, therefore, how 
sensitive a person is to his or her own emotions 
should also be considered, as this variable could 
moderate the degree to which emotions such as 
loss aversion influence decision-making. In this 
line, recent studies underline the important role 
of alexithymia, which is considered a personali-
ty trait characterized by difficulties identifying, 
describing and regulating one’s emotions (Pat-
wardhan et al., 2019; Shah et al., 2016; Walker et 
al., 2011). In the decision-making field, it has been 
found that alexithymia impairs the incorporation 
of emotional information when deciding, lead-
ing to “cold” decisions (Kano et al., 2011; Shah et 
al., 2016). Indeed, other emotional phenomena 
closely linked to loss aversion, such as framing 
effect, were diminished when the alexithymia 
was high (Manzoor et al., 2021; Shah et al., 2016). 
Consequently, the influence of COVID-19-derived 
stress on loss aversion might be moderated by 
alexithymia, although this has not been tested 
to date.

In this study, we were able to assess the loss 
aversion level of a Spanish population sample one 
month after the confinement onset and compare 
it to the level they had before this safety mea-
sure was implemented. We hypothesize that, in 
comparison to pre-confinement measurements, 
individuals will display a higher psychological 
distress with increased symptoms of depression 
and anxiety, as well as higher loss aversion during 
the confinement. Moreover, considering the mod-

erating role that alexithymia could play on the 
loss aversion expression, we also hypothesize that 
alexithymia will buffer the expected increase in 
loss aversion during confinement. So, the higher 
alexithymia, the lower increment in loss aversion 
will be found. Finally, we hypothesize that psy-
chological distress will be associated with the 
loss aversion increase, but this relation will also 
depend on the alexithymia level. With this study 
we aim to contribute to a better understanding of 
COVID-19 pandemic’s impact on mental health 
and behavior, specifically on decision-making.

Material and methods

Participants

An a priori power analysis using G*Power indi-
cated a pre-requisite of 15-20 participants to find 
a medium effect size (d = 0.50, power = 80 %, α 
= 0.05) when performing a repeated-measures 
ANOVA testing for differences in loss aversion, 
pre- and during-confinement, including the alexi-
thymia’s interaction. 85 Spanish participants, all of 
them students of Psychology from the University 
of Valencia, were recruited pre-confinement by 
asking them if they wanted to participate in 
exchange for academic credits. However, 15 par-
ticipants did not answer during-confinement and 
could not be compared. So, a total of 70 partici-
pants (women: 71.4 %, and men: 28.6 %) were fina-
lly included in the study. They filled out a self-ad-
ministered questionnaire to confirm they met the 
following inclusion criteria when first contacted: 
not having neurological or psychiatric diseases; not 
consuming drugs regularly; not consuming more 
than 5 cigarettes a day and not having experienced 
a highly stressful event in the last month.

Procedure

This research was approved by the Ethics 
Research Committee of the University of Valencia 
in accordance with the ethical standards of the 
1969 Declaration of Helsinki. Participants were 
first recruited in February 2020 to participate in 
another study not reported here. They read and 
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signed informed consent and completed the first 
battery of questionnaires, which included biome-
tric and socio-economic questions, as well as the 
pre-confinement measurements of psychological 
distress and loss aversion. We contacted the par-
ticipants telematically for the second assessment 
one month after the declaration of the state of 
alarm in Spain. Participants were informed about 
the study’s objectives, signed a new consent, and 
completed a new battery of questionnaires. It was 
focused on their current level of psychological 
distress and loss aversion, but also addressed 
their alexithymia trait and several informative 
variables about confinement.

Questionnaires

Socio-economic questions were developed ad hoc 
for the research purpose and gathered informa-
tion about age, gender, and socio-economic status. 
The latter using a 10-point Likert scale where 
0 is the worst socioeconomic situation and 100 
the best, taking as a reference the socioeconomic 
situation in Spain.

For psychological distress, pre- and 
during-confinement, we used the Spanish ver-
sion of the General Health Questionnaire (GHQ, 
α = .86) (Rocha et al., 2011). GHQ is a self-report 
measure extensively recommended and admin-
istered in epidemiological surveys (Gnambs and 
Staufenbiel, 2018). Its short form with 12 items 
(in a Likert-scale ranging from 0 - not at all, to 
3 - much more than usual), allows a screening 
of psychological distress during the last month 
and the risk of developing psychiatric disorders 
(Gnambs and Staufenbiel, 2018; Puustinen et al., 
2011). GHQ-12 has a two-dimensional structure: 
8 items corresponding to depression symptoms 
and 4 to anxiety symptoms, where higher scores 
indicate the manifestation of more symptoms. In 
our sample the Cronbach’s alpha pre-confinement 
was .88, and during-confinement .85, i.e. GHQ 
had a high reliability.

An ad hoc Spanish translation of the Lottery 
Choice Task (Gächter et al., 2007) was employed 
to measure loss aversion pre- and during-con-
finement. In this task, participants had to decide 
along six lotteries whether they would accept or 

reject the bet. In each lottery the gain was fixed 
at 6 € and the loss varied through bets (ranging 
from 2 to 7 €), yielding a successively decreas-
ing expected value for each lottery. Following 
Hadlaczky et al. (2018), loss aversion is defined 
as the inverse of the highest accepted gamble, 
thus providing a continuous variable ranging 
from 0 to 6, where higher scores indicate higher 
loss aversion, since the ratio gains/losses would 
be higher. This ratio would show how big the 
potential gain must be in relation to the potential 
loss for the bet to be accepted.

For alexithymia, the Spanish version of the 
Toronto Alexithymia Scale (TAS-20, α = .78) 
(Martínez, 1996) allowed the extraction of a 
general alexithymia factor by adding the scores 
of all items together. The higher the total score, 
the greater the alexithymia trait. Nevertheless, 
only scores above 60 indicate clinical alexithymia. 
The questionnaire is composed by 20 items in a 
Likert-scale, ranging from 1 – total agreement, to 
5 – total disagreement. In our sample, the Cron-
bach’s alfa was .80, indicating a high reliability 
of the questionnaire.

Finally, during confinement, we also asked 
whether the participants or their families had 
been infected, as well as with whom they lived 
during this situation.

Statistical analyses

Kolmogorov-Smirnov test with Lilliefors correc-
tion and Q-Q plots were used to check for nor-
mality. Psychological distress and loss aversion 
measurements were contrasted in a within-sub-
jects design (pre- vs during-confinement) through 
repeated-measures ANOVAs (controlling for the 
alexithymia interaction when addressing loss 
aversion). In addition, to further explore how 
alexithymia was moderating the evolution of loss 
aversion, we carried out a moderation analysis 
for Two-Instance Repeated-Measures designs and 
followed the Johnson-Neyman procedure and the 
simple-slopes method with the recently develo-
ped MEMORE macro for SPSS (Montoya, 2019). 
Johnson-Neyman method selects a continuum of 
hypothetical values for the moderator variable 
(in this case, alexithymia) and identifies impor-
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tant transition or critical points (JN) where this 
moderator’s effect over Y (changes in loss aver-
sion), shifts from significant to non-significant, 
or vice versa (see Montoya, 2019 for a detailed 
explanation). The simple-slopes method is simi-
lar to the previous one, but instead of selecting a 
continuum of values for the moderator variable, 
it chooses three of them that represent, regarding 
this variable, a low, intermediate and high level 
based on the mean (M) and plus/minus one SD 
from the mean. Thus, it is possible to see the con-
ditional change of “Y” at each of the three levels 
of one or more moderators (again, see Montoya, 
2019 for more details). In every analysis, the α 
significance level was set at .05 and partial eta 
square (η2p) represents the effect size. They were 
carried out with IBM SPSS Statistics 25.

Results

Sample description

A description of the sample and its status during 
confinement is shown below. Participants were 
young people (age: M = 22.56, SD = 2.58), all of 
them psychology students at the University of 
Valencia (Spain), with a BMI (M = 23.14, SD = 
3.39) within normal range (18.5-24.9), and with 

an intermediate socio-economic status (M = 60.30, 
SD = 10.15). Moreover, their alexithymia level (M 
= 42.50, SD = 8.94) significantly differed from the 
established score (60 points) that identifies clinical 
alexithymia, t (69) = -19.33, p < .001. Besides, it 
must be noted that neither of the participants, nor 
their loved ones were infected by COVID-19, plus 
they were not alone during confinement: 75.7 % 
of them were living with their family; 12.9 % with 
their (romantic) partner; and 11.4 % with friends 
or flatmates.

Psychological distress

To test whether the COVID-19 context was increa-
sing psychological distress, pre- and post-con-
finement symptoms of anxiety and depression 
assessed with GHQ-12 were compared through 
repeated-measures ANOVAs. Significant differen-
ces were found in both variables, showing higher 
levels during confinement (see Figure 1). So, the 
pre-confinement depressive symptoms average 
was 7.05 (SD = 3.7), and during-confinement 9.69 
(SD = 4.7), F(1.68) = 9.01, p = .004, η2p = .12; while 
the pre-confinement anxiety symptoms average 
was 4.89 (SD = 2.21), and during-confinement 
6.23 (SD = 2.28), F(1.68) = 8.03, p = .006, η2p = .17.

Figure 1
Depression symptoms, anxiety symptoms (with GHQ-12) and loss aversion levels, pre-confinement, and one-
month after the confinement onset
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Loss aversion and the moderating 
role of alexithymia

The aim of this study was to test whether loss 
aversion grew during the distressful context, as 
well as whether alexithymia was moderating this 
increase. Hence, we performed a repeated-me-
asures ANOVA controlling for alexithymia. A 
significant increment was found during-confi-
nement (see Figure 1). Loss aversion average 
pre-confinement was 3.74 (SD = 1.6), whereas 
during-confinement it was 3.91 (SD = 1.4), F(1.68) 
= 7.52, p = .008, η2p = .10. Moreover, a signifi-
cant alexithymia*moment interaction was also 
found, F(1.68) = 6.72, p = .012, η2p = .10, which 
highlighted that alexithymia was influencing the 
evolution of loss aversion.

To further explore the direction of these re-
sults, we carried out a moderation analysis on 
repeated-measures. The resulting regression 
equation was Ŷpost-Ŷpre=ŶD= 2.33 - .05Wi, indi-

cating that during-confinement, it was expected 
an increment of 2.33 units on loss aversion since 
pre-confinement, t(69) = 2.7, p = .007. However, 
for each unit of alexithymia (W_i), there was a .05 
unit decrease in the difference in loss aversion, 
t(69) = –2.5, p = .01. Following the Johnson-Ney-
man procedure, we found two critical points in 
alexithymia levels (see Figure 2). Alexithymia 
scores lower than 38.47 suffered a significant in-
crease in loss aversion during-confinement, but 
scores greater than 63.57, which indicate clinical 
alexithymia, experienced the opposite. Never-
theless, the latter point is outside of our data’s 
range and methodologists do not recommend 
interpreting those results (Montoya, 2019). Finally, 
scores ranging between both critical points did 
not show a significant change in their loss aver-
sion level. Therefore, the increase in loss aversion 
was only significant when alexithymia level was 
low (below 38.47 points).

Figure 2
Graph of the conditional change on Loss aversion as a function of Alexithymia

Note: A JN point is where the confidence interval around the condition effect intersects zero on the y-axis. Thus, the 
shaded quadrant is the region of significance, i.e., those values of alexithymia for which the change in loss aversion 
is significant. As can be seen, these changes are only significant for low values of alexithymia. This quadrant includes 
the actual percentage of participants who fall within these alexithymia scores. Finally, another region of significance 
is observed that has not been shaded (for high values of alexithymia), this is because none of our participants have 
such high alexithymia scores and methodologist recommend to not interpret these results.
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Complementarily, to explore whether changes 
in psychological distress were associated with 
significant changes in loss aversion, and wheth-
er alexithymia moderated this association, we 
conducted a repeated-measures moderation 
analysis that included as outcome (Ŷpost-Ŷpre=ŶD) 
the change in loss aversion and, as moderators, 
both the level of alexithymia and the change 
in anxiety/depression symptoms (i.e. the lev-
el during-confinement minus pre-confinement 
level). To our knowledge, and as the MEMORE 
macro specifies, “Johnson-Neyman procedure is 
not available for models with more than one mod-
erator”, nonetheless, the simple-slopes method is. 
Using this method, three levels of each moderator 
(lower, medium, and high) were selected based 
on the mean value and plus/minus one SD from 
the mean. Results from this analysis revealed 
that the increase on anxiety symptoms was only 
associated with a significant increase on loss 
aversion when the alexithymia was low and the 
anxiety increase was either medium (t(67) = 2.47, 
p = .016) or high (t(67) = 2.24, p = .02). For lower 
levels of anxiety increase and medium or high 
alexithymia levels, no significant changes in loss 
aversion were observed. However, the increase 
on depression symptoms was associated with the 
significant increase on loss aversion at all levels of 
change in depression: low (t(67) = 2.25, p = .02), 
moderate (t(67) = 2.59, p = .011) and high (t(67) 
= 1.94, p = .04), as long as alexithymia level was 
low. Otherwise, no significant changes in loss 
aversion were found for any level of change in 
depression symptoms. 

To sum up, psychological distress (anxiety 
and depression symptoms) was associated with 
significant increments on loss aversion when 
the level of alexithymia was low. Contrarily, for 
moderate or higher alexithymia levels, even if 
psychological distress worsened, no significant 
changes in loss aversion were found.

Conclusions and discussion
Previous studies addressed how stress influen-
ces decision-making and, specifically, the psy-
chological impact of losses or loss aversion. 
However, most utilized acute and artificial stres-

sors, many of which only affected at the physio-
logical level but did not produce psychological 
distress (Margittai et al., 2018; Pighin et al., 2014). 
In our study, however, we had the opportunity 
to address a real and persistent stressor, deri-
ved from the pandemic situation experienced 
with COVID-19. Our results, obtained through a 
within-subjects design, indicated that this stress-
ful context produced a significant increase in psy-
chological distress, and, as expected, a higher 
level of loss aversion only one month after the 
confinement onset. Moreover, alexithymia played 
an important moderating role by buffering the 
increase in loss aversion. These results will be 
discussed in depth below.

First, psychological distress was assessed us-
ing the GHQ-12 questionnaire, which provides 
information on symptoms of anxiety and depres-
sion. As expected, both depression and anxiety 
symptoms increased significantly from their 
pre-confinement measurement, which would 
evidence that the stressful pandemic context was 
producing a significant psychological distress. 
Thresholds for determining the symptomatolo-
gy’s significance can vary (Goldberg et al., 1998), 
but a reference adapted from the original GHQ 
Manual (Goldberg and Williams, 1988) indicates 
8 points for depressive symptoms, and 4 points 
for anxiety symptoms. On average, during con-
finement, our sample showed scores above these 
thresholds in both depression (M = 9.69, SD = 
4.7) and anxiety (M = 6.23, SD = 2.28). But the 
most concerning aspect is that these levels were 
reached in just one month. Since GHQ-12 is a 
good predictor of developing psychiatric dis-
orders (Gnambs and Staufenbiel, 2018), it is not 
surprising that, months later, various systematic 
reviews and meta-analyses highlighted that the 
prevalence of all forms of depression, anxiety, 
stress, sleep problems, and psychological dis-
tress in general population was higher during 
COVID-19 pandemic (Lakhan et al., 2020; Salari 
et al., 2020).

However, the main objective of this study was 
to analyze how this psychological distress affect-
ed the perception of economic losses and, there-
fore, decision-making. As hypothesized, and in 
line with previous evidence on survivors of other 
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distressing contexts (Iwasaki and Sawada, 2015), 
loss aversion increased during the COVID-19 
outbreak. This would fit with the enhancing role 
that psychological distress is thought to exert 
on the salience network (Hermans et al., 2014, 
2011). So, this would promote increased activity 
in regions such as the amygdala or insula, which, 
in turn, constitute the main nodes of the neural 
loss aversion (Sokol-Hessner and Rutledge, 2019). 
Therefore, this context would promote an alert 
state that provides greater salience to losses and 
behavioral loss aversion (Margittai et al., 2018).

It should be noted that greater loss aversion is 
not good or bad per se (Sokol-Hessner et al., 2016). 
From the classical approach of economic rational-
ity (Camerer, 2003), loss aversion is an emotional 
phenomenon that would hinder logical or rule-
based decision-making. However, in line with the 
ecological rationality approach (Gigerenzer and 
Gaissmaier, 2011), loss aversion must be analyzed 
in terms of its context. So, given the concerning 
situation, an increase in loss aversion could be 
considered adaptive, leading to more cautious 
decisions. In fact, Presti et al. (2022) found that 
confinement adherence was mostly predicted by 
loss-averse attitudes. Nevertheless, since anxiety 
and depressive disorders use to be associated with 
higher levels of loss aversion (Baek et al., 2017; 
Sip et al., 2018), our results could also constitute 
further evidence of the mental health worsening. 
Thus, rather than cautious decisions, increments 
in loss aversion could represent the maladaptive 
decision-making commonly found on mood and 
anxiety disorders (Alexander et al., 2017; Bishop 
and Gagne, 2018). Therefore, it would be important 
to deeper study whether loss aversion continued 
growing, as well as to obtain additional behavioral 
measurements, in order to explore whether this 
phenomenon was related only to risk avoidance 
or, on the contrary, was leading to procrastination, 
indecisiveness, and other maladaptive ways of 
deciding, typical in anxiety and depression (Alex-
ander et al., 2017; Bishop and Gagne, 2018; Push-
karskaya et al., 2017).

One possible explanation is that the increase in 
loss aversion may be adaptive in the early stages 
of this pandemic context, but if psychological 
distress deteriorates over time, loss aversion 

may eventually become very high and lead to 
maladaptive decisions. In fact, our data support 
that increased psychological distress at least par-
tially predicted loss aversion increments. Conse-
quently, higher levels of loss aversion could be 
found when mental health worsens even more. 
However, an important finding in our study is 
that alexithymia seems to play a key role in the 
evolution of loss aversion. The lower alexithymia 
was associated with the higher increment in loss 
aversion. Indeed, for levels of alexithymia great-
er than 38 points, no significant changes in loss 
aversion were found. This result would be in line 
with evidence that point out that alexithymia 
could difficult the incorporation of emotional 
states (such as the negative affect derived from 
the psychological distress) into the decisional 
process, leading to “cold” or rational decisions 
(Manzoor et al., 2021; Shah et al., 2016; Zhang 
et al., 2017). Complementarily, our moderation 
analyses also showed that increased symptoms 
of anxiety and depression were only associated 
with a significant increase in loss aversion when 
levels of alexithymia were low.

An explanation could be drawn from neuro-
imaging studies. As explained before, the neural 
bases of loss aversion (Sokol-Hessner and Rut-
ledge, 2019) involve an aversive system (mainly 
the amygdala and the insula) which reacts dis-
proportionately to losses and sends the infor-
mation to prefrontal cortex (mainly dorsolateral 
and ventromedial regions), where it would be 
synthetized and decisions would be determined. 
Under conditions of anxiety or depression (even 
subclinical), several studies showed an increased 
amygdala and insula reactivity (e.g. Klumpp et al., 
2012; Laeger et al., 2012; Stein et al., 2007). As these 
regions are the main hubs for loss aversion, this 
may explain why this phenomenon use to be high 
in these disorders (Alexander et al., 2017; Bishop 
and Gagne, 2018). Yet, it has also been seen that 
alexithymia is characterized by hypoactivity of 
the ventromedial prefrontal cortex, as well as re-
duced connectivity between the latter region and 
the insula (Sutherland et al., 2013). This has been 
proposed as the mechanism by which emotional 
responses are not adequately incorporated into 
the decisional process (Kano et al., 2011; Zhang 
et al., 2017). In this line, although symptoms of 
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anxiety and depression increase, and with it, the 
aversive system’s activity, loss aversion could 
remain low since the emotional information may 
have difficulties reaching the prefrontal cortex 
when the alexithymia is high. Nonetheless, this 
is only speculation, and more research is needed 
to address the specific mechanisms that explain 
our results. Indeed, it should not be forgotten that 
the study’s nature is correlational and not exper-
imental, so explanations in the opposite direction 
may also be plausible. For example, it could be 
that there were increases in loss aversion, but 
only those with low alexithymia developed more 
symptoms of anxiety and depression. Thus, using 
objective neurophysiological or neuropsycholog-
ical techniques to address these issues would be 
very helpful.

In fact, since this is a natural study and par-
ticipants could not come to the laboratory to take 
that kind of measures, this is one of our main 
limitations. Moreover, given the abrupt situation, 
more pre-confinement variables that could have 
also been important to consider were not evalu-
ated. In addition, our data must be interpreted 
based on our specific sample: young people, with 
middle socioeconomic status, and accompanied 
during confinement. It is likely that other fac-
tors, such as loneliness or a precarious economic 
condition, may show different results. It would 
be necessary to replicate our study in broader 
samples to test whether our results can be ex-
trapolated beyond young psychology students. 
On the other hand, all analyses were replicated 
including the gender variable. Results were very 
similar, and the variable gender did not show 
significant main effects, nor interaction effects. 
However, the sample was disproportionate, and 
this conclusion should not be taken firmly, since 
analyses could be underpowered. In fact, there 
is evidence for gender influencing emotional re-
sponses to stress, being men less likely to devel-
op psychological symptoms (e.g. Liu et al., 2020; 
Moccia et al., 2020). Thus, it would be necessary 
to incorporate a bigger and more balanced sample 
in the future.

Despite limitations, our study was a first step 
for understanding how the distressing context 
generated by COVID-19 was influencing deci-

sion-making, and specifically loss aversion. As 
seen, our data shows that the connection between 
psychological distress, alexithymia and loss aver-
sion exists must be considered, beyond attending 
to the different variables separately or in pairs. 
So, psychological distress seems to enhance loss 
aversion as long as the level of alexithymia is low. 
Future lines of research should address whether 
increased loss aversion in a threatening context 
such as the COVID-19 outbreak should be under-
stood as a protective factor or, on the contrary, as 
a manifestation of poorer mental health. Further-
more, alexithymia should be considered in future 
studies on decision-making and stress, as it seems 
to be an important factor in the decisional process.
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A B S T R A C T   

When the cortisol peak is reached after a stressor people learn slower and make worse decisions in the Iowa 
Gambling Task (IGT). However, the effects of the early stress response have not received as much attention. Since 
physical exercise is an important neuroendocrine stressor, this study aimed to fill this gap using an acute physical 
stressor. We hypothesized that this stress stage would promote an alertness that may increase feedback- 
sensitivity and, therefore, reward-learning during IGT, leading to a greater overall decision-making. 90 partic
ipants were divided into two groups: 47 were exposed to an acute intense physical stressor (cycloergometer) and 
43 to a distractor 5 min before IGT. The Prospect Valence-Learning (PVL) computational model was applied to 
the IGT to investigate decision-making components (feedback-sensitivity, loss aversion, learning and choice 
consistency). There were no differences in the overall IGT performance, but physically stressed participants 
showed greater loss aversion and higher learning than controls. In addition, this loss aversion was linearly related 
to the learning and the choice consistency. These results would support the potentially beneficial role that early 
stages of stress could play in decision-making and suggest the need of studying the components that underlie this 
cognitive skill, rather than addressing it as a single dimension.   

1. Introduction 

Decision-making refers to the cognitive ability “to choose between 
competing courses of action based on their relative value of conse
quences.” ([6], p. 8159). Since many decisions are made under stress or 
elicit stress responses themselves, and brain regions associated with 
decision-making are sensitive to stress-induced changes [47], stress ef
fects on subsequent decision-making have been widely studied. The 
general conclusion is that stress affects decision-making, however, 
whether the effect is beneficial or detrimental depends on the task and 
the context [47]. 

Decision contexts can be described on a continuum from complete 
certainty to complete ignorance, and can trigger specific decision- 
making mechanisms [47, 53]. Under ambiguity decisions, when uncer
tainty is high and there exist several outcomes with unknown proba
bilities [7, 47, 53], people could not be able to follow strategies such as 
utility maximization [54] and would rely on the reward or punishment 
experiences after each decision. These experiences produce emotions 

that are linked to the different decision alternatives and act as somatic 
markers that guide following decisions [7, 36]. Sensitivity to reward and 
punishment play a key role in this reinforcement-learning process [47]. 
A prominent task to measure decision-making under ambiguity is the 
Iowa Gambling Task (IGT; [7, 8, 10]). In IGT, participants must choose 
one hundred cards from four decks to get the most benefit. However, 
they do not know what they will find in those decks, nor that two of 
them are advantageous and two disadvantageous. They must learn to 
choose, based on their experiences of reward and punishment, those 
cards which yield smaller gains but lower losses in the long run, the 
advantageous decks. Developing this conservative strategy is considered 
a better decision-making [7, 10]. 

Regarding the stress effect on IGT performance, Reiman & Bechara 
[38] highlighted that stress can interrupt the connection between so
matic markers and decision-making in healthy population. Stress in
terferes with the reinforcement-learning process by reducing feedback 
sensitivity [26] and impeding attentional disengagement from poorer 
decks [42]. This can lead to a slower learning during IGT [37] and 
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disadvantageous card selections [3, 37, 41, 42, 46, 51, 56]. Neverthe
less, studies on stress and IGT administered the decision-making task at 
times of approximately cortisol peak, where strongest stress effects are 
expected [32, 47]; that is, they address the slower response to stress, 
related to the hypothalamus-pituitary-adrenal axis (HPA-axis). Yet, the 
rapid stress effects on decision making as evoked by the fast activation of 
the sympathetic nervous system (SNS) and catecholamine’s secretion 
have not received as much attention. 

Pabst et al. [32] addressed this issue on risky decision-making, where 
decision rules are explicit and outcomes probabilities are known. They 
reported that 5 min after the stressor onset, participants improved 
decision-making by taking less risks than both control and cortisol-peak 
groups. An explanation can be found in the “salience-of-losses” hy
pothesis [28]. This suggests that acute stress produces a higher activa
tion of the salience network; thus, enhancing sensitivity to the negative 
feedbacks by amplifying loss aversion; that is, the greater sensitivity to 
losses than to proportional gains [23]. In this line, the central norepi
nephrine (NE) blockade by propranolol reduced sensitivity to the 
magnitude of possible losses [39], and a linear relationship was found 
between NE brain levels and loss aversion [44, 48]. Additionally, the 
salience-of-losses hypothesis would find support in the model of Her
mans et al. [19] who argue that the exposure to acute stress prompt a 
redistribution of neural resources to a salience network, promoting fear 
and vigilance, and reducing executive control. Finally, it has been 
recently confirmed the essential role of Salience Network in the coor
dination of stress response [52]. Therefore, given the IGT nature, the 
salience-of-losses could favor the reinforcement-learning by enhancing 
the emotions from punishments and, thus, an advantageous 
decision-making. However, the rapid stress effects on decision making 
under ambiguity have never been addressed to date. Our aim is to fill 
this gap. 

On the other side, studies on stress and IGT take the overall perfor
mance or the learning-curve during the task as an unidimensional 
construct of decision-making, but do not take into account that this 
cognitive ability involves multiple components [4]. Decomposing 
decision-making performance into single components might identify 
subtle effects of the stress that are not captured by the traditional task 
scoring. Computational models based on Bayesian logic have been 
developed to study the underlying processes that guide the 
reinforcement-learning in the IGT [2]. Busemeyer & Stout [9] proposed 
the mathematical model Expectancy Valence Learning (EVL), which was 
subsequently improved with the Prospect Valence Learning (PVL) model 
by Ahn et al. [1]. PVL redefines the equations for establishing the value 
of the card and the consistency between choices and expectations, which 
provides greater explanatory power to the PVL model [14]. Specifically, 
the PVL model [1] extracts four theorized parameters: feedback sensi
tivity, loss aversion, learning and consistency. Based on the above and in 
line with the salience-of-losses hypothesis, it would be logical to expect 
that acute stress will enhance sensitivity to feedback and loss aversion 
and, in turn, this will favor learning and following a consistent strategy. 
This strategy should be shown through the relationship between the 
different parameters; in other words, the enhancement in sensitivity to 
feedback and loss aversion should correlate with the learning parameter 
during the task. In turn, these parameters should be related to the total 
IGT index. 

Finally, regarding the stress induction, studies on stress and IGT used 
mainly social stressors. However, considering that physical and psy
chological events that threaten homeostasis are referred to as ‘stressors” 
[12], we choose a common systemic stressor: physical exercise. In this 
sense, systemic stressors act unconsciously influencing decision-making 
sub-components, such as loss aversion [33]. Thus, although healthy, 
exercise is considered a powerful stressor of the neuroendocrine system 
since it creates the need to recovery the homeostasis [18]. The SNS and 
HPA-axis activity increase as the intensity of exercise increases [18]. 
Moreover, while regular practice is associated with better mental health, 
a heavy exercise single bout was related to increased perceived stress 

levels [21]. The decision to use this stressor was justified by the fact that 
its physiological effects are comparable to those of social stressors [34], 
but also by the fact that physical stressors emphasize a robust and rapid 
response of the SNS [5, 20] without the need for interpretation by 
higher-order brain structures [33]. This is particularly relevant if we 
want to address the early phase of stress. Consistent with this, acute and 
intense physical activity, regardless of whether it is considered a stressor 
or not, is being studied in relation to cognitive processes. For example, 
some studies show that acute aerobic exercise has beneficial effects on 
memory, favoring the encoding and consolidation of information during 
learning. Thus, one focus of research is on the temporal effects of acute 
and intense physical activity on learning and memory processes in 
young adults [15]. In addition, it has recently been pointed out that the 
effect of acute bouts of physical activity on cognitive processes (after 
such activity) needs to be investigated in more depth, as positive results 
have been found (i.e. moderate to vigorous intensity activities impacts 
upon inhibitory control after cessation of the activity bout), but with a 
low effect size given the wide variety of studies with methodological 
differences [35]. Furthermore, as it is described in their study, 
decision-making after this type of physical activity has not been studied, 
so we believe that this is a gap that should be filled. 

Therefore, based on the above, this research aims to investigate if 
acute and vigorous physical activity has immediate effects in an ambi
guity decision-making on IGT, focusing on decision-making components 
extracted with the PVL model. We hypothesize that 5 min after the 
physical activity, participants will improve decision-making in IGT with 
respect to the control group. Furthermore, in line with the salience-of- 
losses hypothesis, the PVL parameters will show that the better perfor
mance is related to increased feedback sensitivity and loss aversion, 
which in turn will lead to improved learning and consistency. Further
more, we expect the different parameters to be correlated with each 
other, showing consistency in the strategy of completing the IGT. 

2. Material and methods 

2.1. Participants 

95 students from the University of Valencia were recruited by asking 
them if they wish to participate in a study in exchange for academic 
credits. Those interested filled out a self-administered questionnaire to 
ensure that they met the following inclusion criteria when first con
tacted: not having cardiovascular, endocrine, neurological or psychiat
ric diseases; not consuming more than 5 cigarettes a day; not consuming 
drugs habitually; not doing more than 10 h of exercise per week and not 
having experienced a highly stressful event in the last month. In addi
tion, participants were asked to not perform extenuating exercise or take 
drugs or alcohol in the last 24 h, and not smoke or take stimulant drinks 
in the 2 h before the experimental session. 5 participants were elimi
nated for not reaching the intensity preset (70 - 80% of maximum heart 
rate, HR) in the vigorous exercise. A total of 90 participants (age: M =
22.43, SD = 2.5; women: N = 67, (74.4%)) were finally included in the 
study. These participants were randomly distributed into two groups, 
experimental (N = 47) and control (N = 43) using random number 
assignment in Excel. However, we finally prioritized a larger number of 
participants in the experimental group, considering possible exclusions 
in case they did not reach the intended vigorous exercise preset. 

2.2. Procedure 

The experimental session was carried out between 15:00 pm and 
20:00 pm and lasted approximately one and a half hours. Participants 
were cited in the University hall and accompanied in an elevator to the 
laboratory, avoiding the use of stairs. The general procedure was 
explained, and informed consent was signed. Participants were con
nected to the electrocardiogram (ECG) and had 10 min of rest as 
habituation. The last 5 min of habituation were taken as baseline. Then, 
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experimental group was exposed to stress (physical exercise), while the 
control group was submitted to a distractor task (watch a construction 
documentary of similar length to the stressor). Before and after the 
stressor/distractor, participants were evaluated for positive and nega
tive mood with the Positive and Negative Affect registry, PANAS [55]. 
Five minutes after the stressor or control, both groups performed the 
Iowa Gambling Task (IGT). This study was approved by the Ethics 
Research Committee of the University of Valencia in accordance with 
the ethical standards of the 1969 Declaration of Helsinki. 

2.3. Vigorous physical exercise considered as stressor 

As indicated in the introduction, in this study we have used acute 
high-intensity physical exercise as a stressor. Thus, experimental group 
was submitted to 15 min of exercise in a cycloergometer. Following Frith 
et al. [15], the first 5 min were used as warm-up. In the following 5, 
pedaling intensity was progressively increased. Finally, last 5 min had to 
be performed at 70 - 80% of maximum heart rate (HRmax), that is, 
vigorous exercise [34]. The specific HR was calculated and adapted for 
each participant, using the formula of Karvonen et al. [25], ((HRmax −

HRresting)× %intensity)+ HRresting, where HRmax was estimated with the 
formula of Tanaka et al. [49], HRmax = 208 − (0.7 × age); and HRresting 
was obtained averaging the last 5 min of the habituation period (base
line). On average, our sample had to be between 159.23 (SD = 2.98) and 
171.16 (SD = 2.43) bpm (70 and 80% HRmax, respectively). 

To prove that stress manipulation was effective, we also obtained the 
HR during IGT and both groups were compared to each other. This 
contrast was made with absolute HRIGT values, but also with reactivities 
(HRIGT - HRbaseline) to control changes relative to the basal level of each 
participant. In addition, the positive and negative mood before and after 
the stressor/distractor was also assessed with PANAS. 

2.3.1. Electrocardiogram (ECG) 
The ECG was recorded using the third Einthoven derivation with 3 

re-usable electrodes, BIOPAC MP150, a transducer ECG-100C and the 
AcqKnowledge 4.2.0 software. The sampling frequency was 1000 Hz. 
The ECG was filtered by digital Band Pass FIR filter, with a low cut-off 
frequency of 1 Hz and a high cut-off frequency of 35 Hz. [13]. 12 par
ticipants showed some ectopic beats which were corrected using the 
Heart Timing Signal method [27]. For each period (Baseline, Stress and 
IGT), the mean HR (bpm) was extracted. 

2.3.2. Positive and negative affect scale (PANAS) 
PANAS [55] is a 20 Likert-type items scale (from 1, more than usual, 

to 4, much less than usual) that evaluates positive mood (α = 0.61) and 
negative (α = 0.64). Each dimension contains 10 items that must be 
added. The higher the score, the more positive or negative the mood. 
PANAS was evaluated before and after the stressor/distractor. 

2.4. Iowa gambling task (IGT) 

Decision-making was evaluated through the computerized version of 
the IGT [8, 10]. Participants should get the maximum benefit possible 
over 100 consecutive decisions where they can win and lose money. 
They can choose from four decks of cards: two disadvantageous (A and 
B) and two advantageous (C and D). A and B provide large immediate 
gains, but large losses in the long run. C and D provide lower short-term 
gains, but lower long-term losses, so their choice leads to higher profit. 
After each decision, participant receives feedback that can be used to 
adjust future decisions. Performance was assessed by calculating the 
Iowa Gambling (IG) index: selections of C and D minus selections of A 
and B. This index was calculated for the entire task (IGTOTAL), and in 
blocks of 20 trials to study the learning curve. In addition, the PVL model 
was used to study the underlying processes that guide the 
reinforcement-learning in the IGT. 

2.4.1. Prospect-Valence learning (PVL) model 
The PVL model with the Delta learning rule (PVL-Delta) [1] was 

applied to extract 4 parameters. Feedback sensitivity (α), can range from 
0 to 1, where values near to 1 implies that the subjective utility is 
greater; that is,the execution of the task is controlled by the magnitude 
of the gains and losses; lower values, however, represent that all gains 
and losses, regardless of their size, are perceived in the same way, so 
what is relevant is the frequency of gains and losses, rather than their 
size. Loss aversion (λ), λ can range from 0 to 5, where 1 implies an equal 
sensitivity to losses and gains, values below 1 indicate greater sensitivity 
to gains, and values above 1 indicate greater sensitivity to losses (loss 
aversion). Learning (A), from 0 to 1, represents the weight the subject 
gives to previous experiences with a deck of cards compared to the 
weight given to the last result obtained. A higher value of A indicates a 
greater influence of the last card on the expectations of the deck and 
quick forgetting of previous selections. On the other hand, a low value 
indicates the predominance of previous experiences; that is,higher 
learning. Finally, the consistency (c) parameter, ranging from 0 to 5, 
indicates whether the participant tends to choose a deck according to 
his/her expectations or, on the contrary, makes random choices. A value 
close to 0 would reflect randomness, and a high value would represent 
greater consistency with expectations. 

Each parameter of the PVL-Delta model was estimated for each 
participant through Hierarchical Bayesian Analyses (HBA; see Anh, 
2008 for more details), performed with the hBayesDM package [2] for 
the R software. The hBayesDM uses Stan 2.1.1 [45] with the Hamilto
nian Monte Carlo (HMC) algorithm as MCMC for sampling the posterior 
distributions. Following Alacreu-Crespo et al. [4], we drawn 40.000 
samples, after burn-in of 23.333 samples, in three different chains (in 
sum, a total of 120.000 samples and 70.000 burn-in). The Gelman-Rubin 
test [17] was used to study if the chains converged (Ȓ) to the target 
distribution. Ȓ values of all parameters were 1, which means that 
convergence was achieved. In addition, to confirm this convergence, the 
MCMC chains were visually inspected. 

2.5. Statistical analyses 

The results of our study were extracted through Bayesian analyses 
performed with JASP 0.13.0.0. Bayesian T-Tests for independent sam
ples were used to check homogeneity between control and experimental 
groups, as well as to study whether there were differences between 
groups in HR and mood post-stressor, in the PVL-Delta parameters and 
in the IGTOTAL. A Bayesian repeated measures ANOVA, including group 
as between-subjects factor, was carried out to study possible differences 
in the learning curve during the IGT blocks. This analysis compares the 
null model (without any predictive variables) against three different 
models: model 1, that contains “Trial Block” factor (the 5 blocks of IGT); 
model 2, that contains “Trial Block” and “group” (experimental vs 
control); and model 3, that contains “Trial Block”, “group”, and their 
interaction (Trial Block*group). The results report which model obtains 
the higher evidence. Finally, Bayesian correlations were used to study 
the possible relationships between the PVL-Delta parameters, as well as 
between these parameters and the IGTOTAL. 

In all analyses the Bayes factor (BF10) was extracted. This is the ratio 
between the likelihood of certainty of the alternative hypothesis (H1) 
and the likelihood of certainty of the null hypothesis (H0): P(H1) / P(H0). 
The Bayes factor allows us to talk about the degree of certainty of the 
alternative hypothesis, but also of the null hypothesis [22]. The lan
guage used to discuss and interpret the Bayes factor was selected 
following Jeffreys’ terminology, as shown in the guide to computing and 
reporting Bayes Factors [22]. In Table 1 it can be seen this terminology. 
As an example, if a Bayes factor of 15 were obtained, this would indicate 
that the alternative hypothesis is 15 times more likely to be true than the 
null hypothesis, which according to Jeffreys’ terminology is considered 
strong evidence. 
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3. Results 

3.1. Preliminary analyses 

Through Bayesian T-Tests we checked that the distribution of par
ticipants in the experimental and control groups was homogeneous in 
terms of sociodemographic variables and baseline measures. We also 
checked if manipulation was effective. As can be seen in Table 2, there 
was substantial evidence supporting the absence of differences in BMI, 
pre-stress mood and basal HR, as well as anecdotal evidence for the 
absence of differences in age. In addition, although there were more 
women than men, the distribution of both sexes into the two groups 
maintained substantially the same proportion (see Table 2). 

Regarding the stress manipulation effectiveness, it was proved that, 
during the last 5 min, experimental group HR was within the expected 
according to the vigorous intensity preset (bpm was between M =
157.86, SD = 2.98 y M = 170.23, SD = 2.43). In addition, we can see 
that there was decisive evidence supporting the HR differences between 
groups during the last 5 min of the stressor/distractor, during IGT, as 
well as in HR reactivity. However, there also was substantial evidence 

against the differences post-stressor at a subjective level, e.g. in the 
emotional state assessed with PANAS. 

3.2. Behavioral results: ig index and the learning curve 

Regarding the learning curve, the Bayesian repeated measures 
ANOVA revealed that the main factor "Trial blocks" (each of the 5 IGT 
blocks) obtained the highest Bayes factor, with decisive evidence with 
respect to the main effect "group" (BF10 = 293.08) and substantial evi
dence with respect to the interaction "moment" x "group" (BF10 = 7.32). 
Thus, both groups increased performance throughout the task in a 
similar way, without differences in their evolution during the IGT (see 
Fig. 1). 

3.3. Decision-making components: PVL-Delta parameters 

A Bayesian T-Test for independent samples revealed that there was 
decisive evidence (BF10 = 509.98) in support of the differences between 
groups in loss aversion (λ). The experimental group showed greater λ (M 
= 1.38, SD = 0.91) than the control (M = 0.61, SD = 0.6). Moreover, we 
found decisive evidence (BF10 = 710.31) supporting the existence of 
differences in the learning (A) parameter. Specifically, the experimental 
group obtained a lower score (M = 0.29, SD = 0.17), with respect to the 
control group (M = 0.50, SD = 0.27), which means a higher learning in 
the stressed participants. However, there also was substantial (BF10 =

0.22) and anecdotal (BF10 = 0.35) evidence in favor of the absence of 
differences in feedback sensitivity (α) (experimental group, M = 0.22, 
SD = 0.04; control group, M = 0.22, SD = 0.09) and consistency (C) 
(experimental group, M = 0.70, SD = 0.49; control group, M = 0.79, SD 
= 0.27), respectively. 

3.4. Correlations between PVL-Delta parameters and ig index 

We addressed the possible relation between the general IG index and 
the parameters of the PVL-Delta model, as well as the internal relations 
between these parameters. As can be seen in Table 3, the Bayesian 
correlations provided substantial evidence in support of the absence of 
correlation between IGTOTAL and PVL-delta parameters. However, 
decisive evidence of the correlation between loss aversion and both 
feedback sensitivity and learning were found. In addition, the correla
tion between loss aversion and consistency received strong evidence. 
Feedback sensitivity received substantial evidence in support of its 
negative correlation with learning, and substantial evidence against its 
correlation with consistency. Finally, substantial evidence against the 
correlation between learning and consistency was also found. 

Table 1 
Evidence level for both alternative and null hypotheses according to Jeffreys’ 
terminology (seen in [22]).  

Bayes Factor Support for H1 Bayes Factor Support for H0 

1–3 Anecdotal 1–0.33 Anecdotal 
3–10 Substantial 0.33–0.10 Substantial 
10–20 Strong .10–0.05 Strong 
20–30 Strong .05–0.03 Strong 
30–100 Very Strong .03–0.01 Very Strong 
100–150 Decisive 0.01–0.0067 Decisive 
>150 Decisive <0.0067 Decisive 

Although our hypotheses were directional, given that there is not enough evi
dence to rely exclusively on this directionality, in our analysis we used the 
"difference between groups" as an alternative hypothesis, in favor of exploring 
different results than those hypothesized. For the T-Tests the priors were 
described by a Cauchy distribution centered around zero and with a width 
parameter of 0.707. This corresponds to a probability of 80% that the effect size 
lies between − 2 and 2. For the correlations, the priors were described by a beta- 
distribution centered around zero and with a width parameter of 1. This cor
responds to a probability of 80% that the correlation coefficients lie between 
− 0.750 and 0.750. It should be noted that all analyses were replicated by con
trolling for sex, with similar results. For this reason, the results presented below 
do not incorporate this variable. 

Table 2 
Homogeneity between groups, PANAS and Heart Rate (HR).   

Experimental Control BF10  

(N = 47) (N = 43) 

Age M = 22.87 ± 3.11 M = 21.95 ± 1.47 0.85 
Sex    
Men 25.5% 25.6% 0.25†

Women 74.5% 74.4% 0.16†

BMI M = 22.45 ± 3.22 M = 22.70 ± 2.89 0.23 
PANAS (Baseline)    
Positive affect M = 26.46 ± 4.67 M = 27.09 ± 3.9 0.27 
Negative affect M = 20.76 ± 4.6 M = 21.81 ± 4.47 0.32 
PANAS (pre IGT)    
Positive affect M = 26.93 ± 4.9 M = 27.1 ± 3.89 0.31 
Negative affect M = 21.06 ± 4.51 M = 21.64 ± 4.54 0.30 
HR (Baseline) M = 78.68 ± 10.29 M = 79.81 ± 11.16 0.26 
HR (Stress) M = 162.94 ± 6.62 M = 77.79 ± 13.65 1.002 × 1048 

HR (IGT) M = 95.33 ± 9.30 M = 78.16 ± 12.49 4238.1 
HR (Reactivity) M = 16.19 ± 12.14 M = 0.70 ± 21.51 166.01 

M, mean; ±, SD; BMI, weight(kg) / height(m)2; Positive mood, sum 10 items of 
positive mood; Negative mood, sum 10 items of negative mood; HR, Heart Rate 
(in bpm); HR (Reactivity) HRIGT - HRbaseline; BF10, Bayes Factor from Bayesian 
T-Test. 

† These BF were calculated by means of a Bayesian Binomial Test. 
Fig. 1. Between groups comparison of learning curve along the 5 blocks in the 
Iowa Gambling Task. Means and 95% Confidence intervals. 
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4. Discussion 

Previous works studied the delayed psychosocial stress influence on 
IGT (e.g. when the cortisol-peak was approximately reached) and re
ported a deleterious effect in the decision-making (e.g. [37, 41, 42, 46, 
51, 56]). This research aimed to study whether a vigorous physical ac
tivity (named as stressor) could produce the opposite effect, and 
improving decision-making under ambiguity, as Pabst et al. [32] found 
in risky contexts. Attending to the IGT classical scoring, our results 
suggest that physically stressed participants did not perform better than 
non-stressed participants, but neither did they perform worse. Yet, if we 
attend to decision-making underlying components, physically stressed 
participants showed higher sensitivity to punishments (losses) and a 
greater learning. These results will be discussed in depth below. 

First, with regard to stress manipulation, using a vigorous physical 
activity, all participants in the experimental group reached the pre-set 
HR level and therefore a vigorous exercise intensity [34]. Further
more, experimental and control group differed in HR during IGT, both in 
absolute and relative values. The experimental group showed greater 
physiological activation, in line with the expected physiological effects 
of stress influence. By the other side, substantial evidence was found 
against the differences in post-stress mood. This could indicate that 
although the stressor affected physiologically, it had no influence on the 
subjective emotional level, as was the case with most studies using 
psychosocial stressors (e.g. [3, 32]). Nevertheless, systemic stressors can 
influence cognition even when they are not interpreted by higher-order 
brain structures, but only processed in limbic forebrain structures, 
which are implicated in automatic processing [33, 40]. 

Regarding decision-making, the total score and the learning curve 
during the task were similar in both stressed and non-stressed partici
pants. This would support the idea that stress is not necessarily harmful, 
but also seems to contradict what was observed in Pabst et al. [32], 
where stress increased overall performance by facilitating conservative 
choices. An explanation could be, as mentioned, that vigorous physical 
activity did not generate emotional discomfort. Moreover, Pabst et al. 
[32] used a decision making task with an uncertainty of risk while we 
used a task with an uncertainty of ambiguity. Therefore, physiological 
activation may be enough to affect risky decision making [33], but not 
decision making under ambiguity. However, it should also be noted that 
the classic form of scoring IGT assumes decision-making as a single 
dimension, which could not be reflecting its full complexity [4]. This is 
especially relevant if we consider that both the experimental and control 
groups were composed of young, healthy participants. Since both groups 
should not face difficulties in learning the appropriate strategy in IGT 
[8], the margin for improvement in the task may not be large enough to 
be observed with the overall score. 

Nevertheless, if we examine the other parameters provided by the 
PVL-Delta model, relevant information is revealed. In fact, as Pighin 
et al. [33] reported, systemic stressors that act unconsciously influence 
decision-making sub-components, such as loss aversion [33]. Results 
partially supported our hypotheses, evidencing differences in two of the 

four PVL parameters: loss aversion and learning. The control group 
exhibited low loss aversion (λ) level (0.61). In fact, based on the 
PVL-Delta criteria, this value indicates more sensitivity to gains, rather 
than loss aversion. Recently, Alacreu-Crespo et al. [4] showed that 
healthy controls also had an average λ of 0.40 in IGT. This might suggest 
that unlike in risky tasks, where it is usually assumed that losses loom 
larger than gains [24], people may be more sensitive to gains than losses 
under ambiguity. Nevertheless, it could also be due to other modulating 
factors, such as the initial instruction given in IGT: "you must achieve as 
much money as you can", which could be encouraging the search for 
gains [11]. More research is needed to answer these questions; however, 
this result would be in line with the need to contextualize loss aversion 
rather than consider it as a ubiquitous and generalizable phenomenon 
[16, 30]. By the other side, after vigorous physical activity participants 
showed high loss aversion (λ = 1.38) and, therefore, a higher level than 
controls. This result supports our hypothesis that stress would increase 
loss aversion. In turn, this could be in line with the salience of losses 
hypothesis [28]. This hypothesis states that stress produces a relocation 
of the brain resources in favor of the amygdala and in detriment of the 
prefrontal cortex. The amygdala is one of the main neural bases of loss 
aversion, constituting, with the insula, an aversive system that responds 
to negative emotional stimuli [29, 44]. Thus, in line with Sokol-Hessner 
et al. [43], if the amygdala is more responsive, negative stimuli could be 
more easily detected and rejected, which leads to an increased loss 
aversion. Additionally, this result is according to the reported impact 
that vigorous intensity aerobic activities have upon inhibitory control in 
young adults [35]. 

Regarding the learning parameter (A), as was hypothesized, physi
cally stressed participants had lower levels of A than controls; they 
exhibited a greater learning based on their previous decisions during the 
task [1, 2]. In addition, a close negative correlation was observed be
tween this parameter (A) and loss aversion, which would indicate that 
loss aversion was somehow implicated in the acquisition of the expec
tancies about the IGT’s decks. It could be seen that the feedback sensi
tivity (α) parameter also correlated negatively with learning (A). 
However, as was established by the PVL-Delta model [1, 2], and sup
ported by our results, α indicates the feedback sensitivity and it is 
directly related to loss aversion. Therefore, we could argue that, ulti
mately, it was the loss aversion increment who played a fundamental 
role in the higher learning of the stressed participants. Moreover, loss 
aversion was also related to a more consistent IGT strategy, e.g., fewer 
random choices. All these results would support the potentially benefi
cial role that early stages of stress could play in decision making under 
ambiguity. These results could explain the lack of results obtained with a 
similar stressor in short-term memory and learning [15]; that is, loss 
aversion could be influencing learning processes, although more 
research is needed. Thus, and contrary to what a later stage seems to 
produce, the fast stress response could promote an alertness that in
creases sensitivity to punishments (losses), which helps them to act as 
somatic markers in following decisions [36, 47]. These markers could 
warn of which decks provide punishment and facilitate their avoidance. 
It has been seen in previous works that this negative reinforcement, as 
opposed to comparable positive reinforcement, would lead to greater 
learning [31, 50]. 

Our study is not exempt from limitations. As White & Raven [57] 
sustained, in an exercise of such intensity, it is expected that the effects 
would not only be mechanical, e.g. focused on the heart, but of greater 
magnitude, involving the fast release of catecholamines and the slower 
HPA-axis activation. Nevertheless, other measures such as cortisol, 
alpha-amylase or catecholamines would complement our results to 
better address the extent to which the stressor affected the organism. On 
the other hand, although the role of sex was considered by adjusting 
results by sex, the disproportionate sample (most women) makes it 
difficult to draw conclusions. Further research is needed to conclude 
whether our results are generalizable to both sexes, including, in the 
case of women, the control for menstrual cycle and intake of oral 

Table 3 
- Bayesian correlations between IG index and PVL-Delta parameters.  

Variable 1 2 3 4 

1. IGTOTAL Pearson’s r —     
BF₁₀ —    

2. Learning Pearson’s r 0.054 —    
BF₁₀ 0.149 —   

3. Feedback 
sensitivity 

Pearson’s r − 0.126 − 0.308 —   

BF₁₀ 0.262 9.714 —  
4. Constancy Pearson’s r − 0.040 − 0.127 0.100 —  

BF₁₀ 0.141 0.267 0.202 — 
5. Loss aversion Pearson’s r − 0.009 − 0.513 0.385 0.320  

BF₁₀ 0.132 65,541.006 132.470 13.936  
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contraceptives. Finally, vigorous physical activity did not produce ef
fects at the emotional level, however, these effects may alter the results. 
Future research should explore these issues further. 

Nevertheless, our work provides a first step in understanding how 
rapid stress response, obtained using vigorous physical activity, could 
improve ambiguous decision-making. On the one hand, it highlights the 
importance of studying the components that underlie this cognitive skill, 
rather than addressing it as a single dimension. On the other, our results 
emphasize the need to better contextualize the study of stress and loss 
aversion, since both phenomena have been usually considered in a 
negative way but may constitute an advantage depending on the 
context. They could favor the reinforcement-learning in complex 
decision-making. Finally, it is also noteworthy that a stressor as common 
as physical exercise may be affecting our cognition, in line with 
embodied brain approaches. 
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económicos: revisión sistemática según las directrices PRISMA, Revista de 
Neurología 68 (02) (2019) 47, https://doi.org/10.33588/rn.6802.2018276. 
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Abstract 

Enhanced economic rationality was found when individuals with autism spectrum 

disorder (ASD) decide in risky-contexts, exhibiting more logical-consistency and non-

emotional decisions (lower framing effect, FE) than do typical adults (TAs). However, 

this way of deciding could be also prevailing in social-contexts, leading to maladaptive 

decisions, as suggested the higher acceptance of unfair offers found in the ultimatum 

game (UG). Yet, these evidence are scarce and further research is needed. Recent 

developments in computational modeling allow analysis of decisional subcomponents 

during UG and should be considered. We hypothesized that, regarding TAs, people with 

ASD will show lower FE in risky-contexts, and less emotional decisions in UG. 

Moreover, the way of deciding in both contexts will be directly associated. 27 individuals 

with ASD and 25 TAs were submitted to a framing-task and the UG. The Rescorla-

Wagner computational model was used to analyze UG decisions. Results seem to support 

expectations. In the UG, the ASD group exhibited lower aversion to unfairness and higher 

acceptance of offers. Moreover, this was associated with the lower emotionality found in 

the framing task, where no significant FE was manifested. These results further suggest 

an atypical decision-making, highly logical and non-emotional, as a robust feature of 

ASD. 

 

Keywords: Autism spectrum disorder, decision-making, framing effect, 

ultimatum game, computational modelling 
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1. Introduction 

The Autism Spectrum Disorder (ASD) is a heterogeneous neurodevelopmental 

condition characterized by nuclear alterations in reciprocity, communication, and social 

interaction, as well as a rigid behavioral pattern, linked to deficits in social skills and 

difficulties in regulating emotions (American Psychiatric Association, 2013; Jin et al., 

2020; Reyes et al., 2019). Autobiographical and clinical reports also reveal difficulties in 

decision-making throughout many situations and daily routines, manifesting mental 

"freezing" and exhaustion due to their highly logical and slow processing (Fujino et al., 

2017; Luke et al., 2012). In fact, it has been recently suggested that atypical decision-

making is a robust feature of ASD (Shah et al., 2016). Understanding the decisional 

process of people with ASD could allow the identification of treatment strategies that 

favor their independence and quality of life. 

Brosnan et al. (2016) highlight that people with ASD manifest an excessively 

deliberative and logical reasoning, as well as little use of intuition. According to dual-

process approaches (Brosnan et al., 2016; Evans, 2008), this could lead to less 

economically irrational decisions (Rozenkrantz et al., 2021), especially in risky-choices: 

simplified contexts where all decision’s alternatives and outcome’s probabilities are 

known (Volz & Gigerenzer, 2012). In fact, this is what has been seen when studying 

framing effect (FE), the phenomenon whereby changes in the way alternatives are 

presented affect relative desirability of these alternatives (De Martino et al., 2006). In this 

sense, typical adults (TAs) tend to prefer sure options in positive frames and risky options 

in mathematically identical, but negative frames (Manzoor et al., 2021). According to the 

classical economic model (Camerer, 2003; von Neumann & Morgenstern, 1944), FE is 

considered an irrational behavior since it breaks with one of the fundamental axioms of 

the rational decision-making: the “invariance”, i.e., the logical consistency across 
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decisions regardless of the frame (De Martino et al., 2006; Tversky & Kahneman, 1989). 

In addition, this phenomenon indexes the influence of emotion on decision-making (Shah 

et al., 2016) since a greater FE means that the emotional impact of losses (loss aversion; 

Sokol-Hessner & Rutledge, 2019) is strongly conditioning choices. However, FE is 

significantly smaller in the ASD population (De Martino et al., 2008; Shah et al., 2016). 

These results suggest that people with ASD would be less sensitive to emotional signals 

during the decisional process, being able to isolate the objective value of alternatives and 

facilitating a logical, rule-based or utility-maximizing decisional strategy (Fujino et al., 

2020; Shah et al., 2016). Though more rational in risky-contexts, this way of deciding 

may be maladaptive if it is also maintained in other situations where emotions are 

particularly relevant (De Martino et al., 2008). Situations as the social interaction 

proposed in the Ultimatum Game (UG). 

The UG is a widely used tool to study social decision-making (Hinterbuchinger et 

al., 2018). In this paradigm, the “proposer” must divide a hypothetical amount of money 

(e.g., 20€) between him/herself and the “responder”. The sharing can range from 

completely balanced (e.g., 10€ each) to completely unequal (e.g., keep 19€ and give 1€ 

to the responder). Then, the responder must decide whether to accept the split or, on the 

contrary, reject the offer and no player receive any money. Neuroeconomics research has 

revealed that human beings usually do not choose in a purely rational and utility-

maximizing manner. Again, based on the classical economic model (Camerer, 2003) 

proposers should always make the smallest possible offers, and responders should accept 

any offer greater than zero since this is the logical way to maximize benefits. But social 

decisions are the result of both, rational considerations, and emotional processes 

(Hinterbuchinger et al., 2018). So, across dozens of studies, typical proposers show 

generosity and a general preference for fairness and equality, consistently offering 40–
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45% of the stake in the UG (Hartley & Fisher, 2018). Likewise, responders use to reject 

offers of less than a third since they feel aversion against inequity and prefer to punish 

selfish behavior to force more equitable offers in future interactions (Hinterbuchinger et 

al., 2018). This way of deciding is considered adaptive since it diminishes the impact of 

self-interests while promotes cooperation and social cohesion (Hoffman et al., 2008). 

Back to the ASD, it would be logical to think that their excessively “cold” and 

economically rational way of deciding in risky-contexts may also be manifested in the 

UG, making them fit the assumptions of the classical economic model. Some previous 

works point in this direction. So, it has been found that people with ASD distribute lower 

amounts when they make offers (Hinterbuchinger et al., 2018), and in turn, accept more 

offers, no matter how unfair (Hartley & Fisher, 2018; Hinterbuchinger et al., 2018). Yet, 

these results are scarce and sometimes incongruent, as also were reported no differences 

between TAs and people with ASD when accepting offers (Trovato, 2019), or even more 

altruistic behavior in the latter population when proposing the splits (Ikuse et al., 2018). 

These inconsistencies could be due to the fact that, as indicated by Gu et al. (Gu et al., 

2015), decisions in UG are usually analyzed in a general way, for example, by counting 

the total of accepted offers. However, decision-making is not a single entity, but rather 

involves multiple subcomponents (Alacreu-Crespo et al., 2020). Thus, identifying the 

different cognitive and emotional subprocesses involved in the UG might show subtle 

alterations that are not captured by the traditional task scoring.   

Recently, a computational model for the UG (Gu et al., 2015), in its responder 

version, has been developed. This model analyzes the underlying learning structure 

during the task. It assumes that responders have an internal norm on what is the fair 

amount that should be offered and identifies how sensitive the responder is to the breaking 

of this expectation, that is, how averse he/she is to inequity. As Gu et al. (Gu et al., 2015) 

126



highlighted, the lower aversion to inequity should lead to a higher acceptance of offers. 

Complementarily, the model also analyzes whether the internal norm is persistent or is 

modified throughout the task, providing information on the adaptation to the changing 

context. Considering the less emotional decision-making exhibited by the ASD 

population in risky-contexts (Shah et al., 2016), it would be also expected to find less 

emotionality in the UG, i.e., that they will express a lower aversion to inequity. Moreover, 

given their rigid behavioral pattern (American Psychiatric Association, 2013) it would 

also be logical to find a lower adaptation in their internal norm. However, this model has 

not been tested in ASD to date. Our aim is to fill this gap and shed light on their decision-

making process.  

We hypothesize that, regarding TAs, the ASD population will exhibit the most 

economically rational (or non-emotional) way of deciding in both risky and social 

contexts. That is, they will show a lower FE in a risky-choice task, as well as a higher 

offers’ acceptance and a lower aversion to inequity in the UG. Moreover, they will show 

a lower internal norm adaptation in the latter task. Finally, although both risky and social 

contexts have been addressed separately in ASD, and their relationship has been theorized 

(e.g., Shah, Catmur, et al., 2016), to our knowledge, this association has never been 

directly tested. We expect that the way of deciding in risky-contexts will predict decision-

making in the UG. 

2. Material and Methods 

2.1. Participants  

Based on the effect size found in previous works on the ASD and both, the FE 

(Shah et al., 2016) and the UG (Hartley & Fisher, 2018; Ikuse et al., 2018), an a priori 

power analysis using G*Power indicated a requisite between 21 (η2
p = .44, power = 80%, 

α = .05) and 36 (η2
p = .25, power = 80%, α = .05) participants per group to perform a 
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general lineal model studying differences between people with ASD and TAs in FE and 

UG. We recruited 27 participants per group, but two participants had to be eliminated 

from the TAs group due to registration problems. So, our sample was finally composed 

by a total of 52 participants. The ASD group (N = 27; age: M = 32.19, SD = 10.44; women: 

N = 13, 48.1%), was recruited from a psychology center specialized in autism spectrum 

disorder. All members had a clinical diagnosis from an independent clinician according 

to DSM-5 criteria. TAs (N = 25; age: M = 27.56, SD = 10.66; women: N = 19, 76%), were 

recruited by the mean of non-probabilistic sampling method. All of them fulfilled the 

exclusion criteria as follow: not having physical, neurological, or psychiatric diseases; 

not consuming 10 or more cigarettes a day; not consuming drugs on regular bases; not 

having consumed drugs 24h before and not having taken stimulant drinks in the 2h before 

the assessment. 

2.2. Procedure 

All participants signed informed consent before starting the session and were 

informed about which activities they had to perform, also insisting on that they were free 

to withdrawal their consent at any point of the study. Then, a sociodemographic 

questionnaire was administered asking about age, sex, socioeconomic status, as well as 

the inclusion criteria mentioned above. Afterwards, the UG and FE tasks were 

administered. To respect the security measures derived from the COVID-19 situation, the 

administration was carried out telematically, instructing the participants on the necessary 

conditions to ensure the standardization of the measures. The study was approved by the 

Ethics Research Committee of the University of Valencia in accordance with the ethical 

standards of the 1969 Declaration of Helsinki. 

2.3. Instruments 

2.3.1. Ultimatum Game (UG) 
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Following the task from Gu et al. (Gu et al., 2015), all participants played the role 

of the responder in the UG for a total of 45 trials. In each trial, the subjects were first 

offered a split of €20. Next, the subjects were presented with the choice options: accept 

or reject the offer. The offers were predetermined: 6 x €1, 6 x €2, 6 x €3, 6 x €4, 6 x €5, 

3 x €6, 3 x €7, 3 x €8, 3 x €9, 3 x €10, presented in a randomized order. The total number 

of accepted offers was counted for each participant, allowing the average for each group 

to be extracted. In addition, the Rescorla-Wagner (Delta) computational model (Gu et al., 

2015) was applied to each participant to deepen in their underlying learning structure 

during the task. 

Rescorla-Wagner (Delta) Model. As was introduced, this model assumes that 

participants playing the UG have an internal norm (fi) on what is the fair amount that 

should be distributed to them. In addition, this norm can be updated as the context 

changes, i.e., the norm evolves as a function of observed offers (Xiang et al., 2013). 

Following Gu et al. (2015), the initial internal norm (f0) was fitted individually to each 

participant’s data (f0 ∈ [0,20]) and the Rescorla-Wagner rule (Rescorla & Wagner, 1972) 

was applied for updating the internal norm. For a detailed math description of the model 

see Gu et al. (Gu et al., 2015). Specifically, the model allowed to extract 3 parameters. α 

or “aversion to inequity” (α ∈ [0,1]), represents sensitivity to norm prediction error, in 

other words, the individual aversion to unequal splits. The higher the α, the greater 

unwillingness to accept an offer below the internal norm (fi). ε or the “norm adaptation 

rate” (ε ∈ [0,1]) refers to how much the internal norm is modified according to the 

immediately preceding offer. A lower ε would indicate that the internal norm is more 

persistent. Finally, γ or the inverse temperature parameter (γ ∈ [0,1]) refers to the 

variability of the choices. The lower is γ, the lower consistence during the choices. 

Each parameter of the model was estimated for each participant through 
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Hierarchical Bayesian Analyses (HBA; see Ahn et al, 2008 for more details), performed 

with the hBayesDM package (Ahn et al., 2017) for the R software. The hBayesDM uses 

Stan 2.1.1 (Stan Development Team, 2017) with the Hamiltonian Monte Carlo (HMC) 

algorithm as MCMC for sampling the posterior distributions. Following Molins et al. 

(Molins et al., 2021), we drawn 40.000 samples, after burn-in of 23.333 samples, in three 

different chains (in sum, a total of 120.000 samples and 70.000 burn-in). The Gelman-

Rubin test (Gelman & Rubin, 1992) was used to study if the chains converged (Ȓ) to the 

target distribution. Ȓ values of all parameters were 1, which means that convergence was 

achieved. In addition, to confirm this convergence, the MCMC chains were visually 

inspected. 

2.3.2. Framing Effect (FE) task 

Participants completed an economical risky-choice framing task adapted from De 

Martino et al. (De Martino et al., 2006). They were informed that they received an amount 

of money (€25, €50, €75, and €100) and were asked to choose between a “sure” option 

and a “risky” option. On the one hand, the “sure” option could be presented either in a 

negative frame (e.g., “You lose €75”) or in a positive frame (“You keep €25”). It must be 

noted that the actual monetary value is equal in both options and the only difference is 

how they are worded. By the other side, the “risky” option consisted of gambling to either 

win or lose the whole amount of money announced before. The probabilities to win were 

20%, 40%, 60% and 80%, presenting the same number of trials for each percentage of 

riskiness. Types of frame, positive or negative, were randomly presented (16 loss and 16 

gain frames), but for every positive trial, there was a complementary negative trial (see 

Figure 1). Following the protocol from the original authors, participants were not given 

any feedback if they lost or won the gamble, in order to avoid a possible decisions shift 

because of the context dependence of risk preferences (Tversky & Kahneman, 1992; 
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Vermeer & Sanfey, 2015; Xue et al., 2011). In addition, 16 “catch” trials were included; 

where one of the alternatives was notably beneficial in comparison to the other one (e.g., 

95% chances to win/lose the whole amount vs. keeping/losing 50% of the initial amount). 

These were to assess the participant’s engagement and to assure that the answers were 

not random. Following the design developed by De Martino et al. (De Martino et al., 

2006), any participant failing in more than 20% of these “catch” trials would be excluded 

from the study. 

The FE was measured by comparing the preference (in percentage) to choose the 

“gamble” option over the “sure” option within each frame. In other words, the difference 

between the percentages of trials the participant chose to gamble in a positive frame 

versus a negative frame. 

 

Imagine you are given €100, but you must choose between 

A or B: 

A. Loss €20 

B. Gamble, knowing that there is an 80% chance of 

keeping everything and a 20% chance of keeping 

nothing. 

Imagine you are given €100, but you must choose between 

A or B: 

A. Keep €80 

B. Gamble, knowing that there is an 80% chance of 

keeping everything and a 20% chance of keeping 

nothing.  

Figure 1 - Example of a FE trial in its two frames (negative vs. positive). 

 

2.4. Statistical analyses  

First, outliers were detected with the 2.5 standard deviations method and 

normality was checked through the Kolmogorov-Smirnoff test with the Lilliefors 

correction. The number of offers accepted in the UG, as well as each of the parameters 

extracted with the computational model, were compared between groups using ANOVAs. 

FE was analyzed through a repeated-measures ANOVA, comparing the percentage of 

gambles in positive vs negative frames, and including group as between-participants 

factor. After that, a two stepped analysis was followed. First, a general linear model was 
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conducted to study how FE and its interaction with the group predict UG results. Once 

the significant “framing x group” interaction was assured, Pearson’s correlations by group 

were used to deepen in the relation between variables. The α significance level was set at 

.05 and Partial eta square (η2
p) symbolizes the effect size. All analyses were performed 

with IBM SPSS Statistics 25 and the computational model was extracted with R i386. 

3. Results 

3.1. Preliminary analyses 

First, homogeneity between groups was tested. ASD and TAs groups did not show 

significant differences in age (ASD: M = 32.19, SD =10.44; TAs: M = 27.56, SD = 10.66), 

p = .120; nor in socioeconomic status (ASD: M = 6.56, SD = 1.47; TAs: M = 5.88, SD = 

1.25), p = .082. Nevertheless, the chi-square test revealed that both groups included a 

different percentage of women (ASD: 48.1%; TAs: 76%) and men (ASD: 51.9%; TAs: 

24%), p = .039, so the rest of the analyses were performed controlling for sex. 

3.2. Ultimatum Game (UG) 

As far as our first hypothesis is concerned, the ANOVAs carried out to study 

differences between groups in the UG revealed that TAs (M = 14.04, SD = 18.05) 

accepted on average fewer offers than the ASD group (M = 20.57, SD = 17.33), F(1, 50) 

= 4.96, p = .035, η2
p = .16. On the other hand, with respect to the parameters extracted 

with the computational model, the ASD group showed a lower aversion to inequity (α) 

and a higher norm adaptation rate (ε) than the TAs group; however, both groups did not 

differ in their consistence during choices or the inverse temperature parameter (γ) (see 

Table 1). To verify the assumptions of Gu et al. (2015), the relation between these 

parameters and the total accepted offers was studied. As expected, the greater the aversion 

to inequity (r = -.836, p < .001), and the lower the norm adaptation rate (r = .598, p < 

.001), the fewer bets were accepted. 
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Table 1 | Differences between groups in the parameters of the Rescorla-Wagner (Delta) model 

 ASD 

(N = 27) 

TAs 

(N = 25) 

F gl 
between 

gl 

intra 

p-value η2
p 

α M = 0.40 ± 0.27 M = 0.87 ± 0.12  7.40** 1 50 .01 .16 

ε M = 0.71 ± 0.11 M = 0.23 ± 0.13  17.50*** 1 50 < .001 .81 

γ M = 0.37 ± 0.17 M = 0.29 ± 0.17 2.30 1 50 .13 .05 
 

ASD, Autism spectrum disorder; TAs, Typical adults; M, mean; ±, SD, standard deviation; α, aversion to inequity; ε, norm 

adaptation rate; γ, inverse temperature. ** significant contrast at the .01 level; *** significant contrast at the .001 level. 

 

3.3. Framing Effect (FE) 

First, it was checked if any participant failed more than 20% of the “catch” trials. 

In our case, no participant was excluded for this reason. Then, a repeated measures 

ANOVA including group as between-participants factor revealed the significant main 

effect of the frame (positive vs negative), F(1, 50) = 19.88, p < .001, η2
p = .30; and the 

significant frame x group interaction, F(1, 50) = 8.75, p = .005, η2
p = .16, on the 

percentage of gambles chosen. Analyzing these results in depth, the TAs group preferred 

to gamble on significantly more trials in the negative frame (M = 53.26%, SD = 35.19) 

than in the positive ones (M = 28.53%, SD = 26.83), F(1, 24) = 15.81, p = .001, η2
p = .41; 

however, no differences in gambling were shown between negative (M = 35.50%, SD = 

28.16) and positive frames (M = 30.50%, SD = 24.29) in the ASD group, F(1, 26) = 3.04, 

p = .094, η2
p = .11. Thus, only the TAs group showed a significant FE (see Figure 2). 
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Figure 1 – Difference between gambles accepted in negative vs positive frames (framing effect) by groups. TAs, M = 

24.73%, SD = 29.82; ASD, M = 5%, SD = 14.32; ** significant contrast at the .01 level. 

 

 

3.4. Relation between framing effect and Ultimatum Game variables 

A general linear model was conducted to study whether FE and its interaction with 

the group (ASD vs TAs) predict the UG variables. No significant results were found (p’s 

> .05). However, given that the ASD group did not show a significant FE, we repeated 

this analysis by splitting the FE variable into its two components: percentage of gambles 

in gain and loss frames. It was found that both the interaction "percentage of gambles in 

negative frames x group" (B = -5.49, SE = 1.79, t = -3.06, p = .004, η2
p = .19) and 

"percentage of gambles in positive frames x group" (B = -6.35, SE = 1.98, t = -3.21, p = 

.003, η2
p = .21) were negatively associated with the level of the α parameter. No other 

significant associations were found.  

When these results were further explored through Pearson's correlations, no 

significant correlations were found between the framing variables and α parameter in the 

TAs group (p’s > .05); however, in the ASD group, the α parameter was negatively 
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correlated to the percentage of gambles in both the negative (r = -.456, p = .05) and the 

positive frames (r = -.485, p = .035). In sum, the higher the percentage of bets placed in 

both frames, the lower the aversion to unequal splits in UG. 

4. Discussion 

The present study examined through computational modeling how people with 

ASD decide in social contexts. As expected, this population made less emotional and 

more economically rational decisions than the TAs in the UG. So, they manifested a lower 

aversion to inequity and maximized utility by accepting a greater number of offers, no 

matter how unfair. Moreover, this way of deciding seems to be explained by the lack of 

emotionality also shown in risky-contexts. These results will be further developed below. 

In line with some previous works (Hartley & Fisher, 2018; Hinterbuchinger et al., 

2018), the ASD group accepted significantly more offers than the TAs. Based on the 

classical economic model (Camerer, 2003; von Neumann & Morgenstern, 1944), since 

getting 1€ (while the proposer keeps 19€) have a higher utility than getting 0€, this would 

indicate that people with ASD were following an economically rational strategy and their 

decisions were not so guided by the feel of unfairness that emerge from selfish offers, as 

TAs usually do (Camerer, 2003; Frith & Singer, 2008; Hinterbuchinger et al., 2018). In 

fact, as the α parameter showed, the ASD group also exhibited a lower sensitivity to unfair 

splits, or lower aversion to inequity, than the TAs. Moreover, this level of aversion was 

negatively related to the number of accepted offers, supporting the weight that this 

emotional insensitivity would has on social decisions (Gu et al., 2015). Complementarily, 

we found that ASD and TAs groups did not differ in the consistency (γ) of their decisions, 

i.e., neither group made decisions more randomly than the other. However, and contrarily 

to our hypothesis, the ASD group showed a higher variability in his internal norm about 

fairness (ε) throughout the task. Yet, this might not necessarily be interpreted as greater 
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flexibility and adaptation to the context, but could also indicate greater volatility in his 

internal norm (Gu et al., 2015). In other words, greater inconsistency in the way offers 

are valued. Along with the lower sensitivity to unfairness, this could further evidence an 

atypical emotional processing in ASD, as many studies previously reported (e.g. 

Guastella et al., 2010; Teh et al., 2018; Wicker et al., 2008). 

In fact, both a reduced aversion to inequity (α) and a highly variable internal norm 

about fairness (ε) have been associated with impairments in the ventromedial prefrontal 

cortex (vmPFC) (Gu et al., 2015). This region plays a key role in emotional processing 

and valuation (Gu et al., 2015; Rolls et al., 2020). So, patients with vmPFC lesions 

manifested decreased sensitivity to emotional cues, which leads to difficulties in 

reinforcement-learning (Bechara et al., 1994; Bechara & Damasio, 2005), decreased 

guilty (Krajbich et al., 2009), decreased risk and loss aversion (Clark et al., 2008; 

Genauck et al., 2017; Shiv et al., 2005), and increased preference inconsistency both in 

risky (Fellows & Farah, 2007) and social contexts (Gu et al., 2015). Multiple studies 

revealed, precisely, that people with ASD presented an abnormal functional brain 

development in vmPFC between childhood and adulthood (Murphy et al., 2017), and a 

smaller structure and function in this region in both children (Kishida et al., 2019; Swartz 

et al., 2013) and adults (Lau et al., 2020; Rolls et al., 2020; Salehinejad et al., 2021; 

Watanabe et al., 2012). In addition, these neural findings in ASD were also associated 

with poor decision-making (Murphy et al., 2017) and social judgements (Watanabe et al., 

2012). All this evidence would be in line with the economically rational (or non-

emotional) way of deciding exhibited by the ASD group during the UG. 

Moreover, our results support a common pattern between risky and social 

decisions in the ASD. Thus, as previously reported (De Martino et al., 2008; Shah et al., 

2016), and as we hypothesized, the ASD group showed less emotionality than the TAs 
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group in a framing task. In fact, not even significant FE was shown in the first group since 

no differences were observed between the percentage of bets placed on positive and 

negative frames. Moreover, this “cold” way of deciding found in the ASD group was 

associated with their lower emotionality in social contexts. So, the more bets they 

accepted in both frames, i.e., the less risk and loss aversion (Kahneman, 2003; Tversky 

& Kahneman, 1989), the less inequity aversion they expressed during the UG. As seen, 

people with ASD seem to ignore emotional cues and guide their decisions through a 

entirely economically rational strategy (Camerer, 2003; Rozenkrantz et al., 2021), both 

in risky and social contexts. Therefore, an atypical emotional processing appears to be a 

central point in the ASD decision-making, regardless of the context. Nevertheless, as 

suggested Kinnaird et al. (Kinnaird et al., 2019), rather than a core feature of ASD, 

emotional processing difficulties could reflect co-occurring alexithymia. This is a 

personality trait, heightened in ASD compared to the general population, and 

characterized by difficulties identifying and describing one’s own emotions (Kinnaird et 

al., 2019; Shah et al., 2016). In addition, alexithymia seems to be behind a less emotional 

risky decision-making in individuals without ASD (Manzoor et al., 2021), although not 

in the ASD population (Shah et al., 2016). Thus, it is necessary to clarify whether the 

“cold” way of deciding found in ASD is due to the disorder itself or, on the contrary, is 

caused by other factors such as alexithymia. 

However, the main limitation of this study is the absence of complementary 

emotional measures such as alexithymia, emotional regulation capacity, as well as other 

physiological or neural correlates that could shed additional light on their influence on 

the decisional process. Furthermore, although sex has been controlled for in the analyses, 

the disproportionate sample does not allow us to explore what variance explains this 

factor. Future research is needed given that differences have been found in the capacity 
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to process and regulate emotions between men and women (Rattel et al., 2020). Finally, 

this study only addressed the role of the responder as the Rescorla-Wagner (delta) 

computational model can only be applied to this modality (Gu et al., 2015). It would be 

important to further study whether these emotional deficits also impact on the proposer 

role, for example, manifesting greater selfishness. 

Nevertheless, this is the first study connecting risky and social decision-making 

in ASD. Moreover, it explored through computational modeling the underlying cognitive 

process in the latter context. Results are consistent with previous research and point to a 

lower emotional sensitivity during the decisional process, impeding emotional cues from 

guiding decisions and, therefore, having to rely on an extremely rational strategy 

(Rozenkrantz et al., 2021). In line with the need to contextualize posed by the ecological 

rationality approach (Brighton & Gigerenzer, 2012), while this way of deciding could be 

useful in risky contexts, it could be responsible for maladaptation in social contexts. All 

these results reinforce the idea that atypical decision-making is a robust feature of ASD 

and open up possible therapeutic targets, addressing ASD through techniques that 

improve emotional awareness and regulation, or even, as some recent studies point out 

(Salehinejad et al., 2021), by enhancing vmPFC activity through transcranial direct 

current stimulation. 
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Adding to the current trends in the field of decision-making research, the primary 

objective of this thesis was to shed light on the nature of human decisions. Firstly, by 

deconstructing the negative perception of heuristics and biases, as these could actually be 

adaptive tools that facilitate sound decision-making. Secondly, by refining and expanding 

the normative criteria that determine what constitutes good decision-making, since while 

economic rationality may be appropriate in certain contexts, other criteria such as 

adaptability or satisfaction may be more relevant in others. 

To achieve this general objective, it was necessary to focus on simpler and more 

operationalizable pieces. Therefore, we decided to approach decision-making through 

one of the main biases described in scientific literature: loss aversion. Thus, the general 

objective was divided into three specific objectives: (1) evidencing the emotional origin 

of loss aversion, (2) analyzing how stress modulates its expression, and (3) exploring the 

potential adaptive role of this bias. These objectives were addressed through a total of 

nine studies that contribute to better understand and contextualize why and when the loss 

aversion bias emerges, as well as when it can be a perfect ally for our decision-making. 

In this section, therefore, the same distribution will be maintained, and the results 

obtained in these studies will be discussed by each of the three specific objectives 

separately. Finally, in the conclusions section, the most relevant points that can be 

extracted from this doctoral thesis will be synthesized. 

1. Loss aversion is an emotional response that may be rooted in our genes 

Previous literature already linked loss aversion to the limbic system (Molins & 

Serrano, 2019; Sokol-Hessner & Rutledge, 2019). Specifically, two pathways were 

identified that would process gains and losses separately. On one hand, an appetitive 

system involving regions such as the nucleus accumbens and the striatum would activate 

in the presence of potential rewards and promote their acquisition. On the other hand, an 

aversive system involving regions such as the insula and the amygdala would activate 

more intensely in the face of proportional threats and promote their avoidance (Molins & 

Serrano, 2019). Although there is debate on how these systems interact in the decision-

making process, recent proposals suggest that both systems would send information to 

the vmPFC, where it would be processed (Canessa et al., 2017). Depending on which 

system has more strength —appetitive or aversive— a choice between seeking rewards 

or avoiding dangers would be made (Croxson et al., 2009). Given that, in the presence of 
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proportional stimuli, the activity of the aversive system would be more intense, it should 

be easier to find conservative decisions, preferring not to lose rather than to gain. This 

difference in intensity between the appetitive and aversive systems is known as neural 

loss aversion and, although it may be subject to the influence of other factors, it is 

associated to the behavioral manifestation of loss aversion (Canessa et al., 2017; 

Charpentier et al., 2016).  

With Study 1 of this thesis, our aim was to analyze whether neural and behavioral 

loss aversion also had a genetic basis. To achieve this, we conducted a systematic review 

of published studies that addressed the relationship between various polymorphisms and 

loss aversion. Given the scarcity of studies on this topic, we decided to broaden the review 

and include other phenomena closely linked to loss aversion, such as risk aversion and 

the framing effect (Rabin & Thaler, 2001; Sokol-Hessner et al., 2013; Tversky & 

Kahneman, 1989). Drawing firm conclusions from this work is challenging, particularly 

due to the methodological issues inherent in the reviewed studies. Many of them include 

small and highly heterogeneous samples, and do not conduct a comprehensive assessment 

of their participants that would allow isolating the weight of genetics in loss aversion. 

Furthermore, as highlighted by Gao et al. (2017), most studies focus on one or two 

candidate genes, rather than comprehensively studying the potential involvement and 

interaction of multiple genes. Finally, these studies often examine a direct relationship 

between polymorphisms and the level of loss aversion —or risk aversion and framing 

effect—, but only a few include other moderating or mediating factors in their analyses, 

such as neural activity or neurotransmitter levels (e.g., Wagels et al., 2017; Zhong et al., 

2009). However, despite the heterogeneity and multiple limitations of the studies, most 

point in the direction that polymorphisms involved in dopamine and serotonin 

neurotransmission pathways would play a role in the expression of these biases. 

Regarding the dopaminergic pathway, alleles associated with lower dopamine 

availability in the reward pathways, either due to reduced neurotransmitter release or 

decreased receptor sensitivity, were often followed by lower risk aversion (e.g., Dreber et 

al., 2011), framing effect (e.g., Gao et al., 2017) and loss aversion (e.g., Voigt et al., 2015). 

This relationship makes theoretical sense when considering two points. Firstly, the 

involvement of dopamine in the activity of regions such as the nucleus accumbens and 

the striatum, which are not only key components of the brain's reward system (Kelley et 

al., 2005; Wise, 2002) but also integral to the appetitive system found in the neural basis 
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of loss aversion (Molins & Serrano, 2019). Therefore, if a potential gain triggers 

dopamine release in these regions, our brain interprets it as a reward and promotes its 

acquisition, increasing the probability of the behavior that led to dopamine production 

(Dreber et al., 2009; Knutson & Cooper, 2005; Peterson, 2005). On the other hand, those 

individuals who start from lower levels of dopamine or who are less sensitive to it will 

require more intense stimulation to experience the same pleasurable effect that others 

would experience with less stimulation (Muda et al., 2018). Animal studies, for example, 

have shown that those with higher levels of dopamine transporters exhibit more 

impulsivity towards small rewards (Adriani et al., 2009), and in humans, lower dopamine 

levels have been linked to various risk behaviors such as alcoholism (MacKillop et al., 

2007), impulsivity (Congdon et al., 2008), and sexual promiscuity or infidelity (Garcia et 

al., 2010). This may explain the increased risk-taking behavior and lower loss aversion 

associated with different alleles that, in one way or another, reduce the effects of 

dopamine. 

With respect to the serotonergic pathway, most studies suggest that alleles 

associated with higher serotonin transcription or lower serotonin transporter activity are 

associated with higher levels of risk aversion and susceptibility to the framing effect 

(Crişan et al., 2009). In line with this, previous studies have shown that elevated serotonin 

levels, achieved through the administration of its precursor (tryptophan) or inhibitors of 

its transporters, facilitate the recognition of threatening faces in humans (Attenburrow et 

al., 2003; Browning et al., 2007) and the acquisition of conditioned fear in rats (Burghardt 

et al., 2007). Conversely, the depletion of tryptophan impairs the recognition of 

threatening faces (Harmer et al., 2003) and the distinction between gain and loss contexts 

when making decisions (Blair et al., 2008). Serotonin is a key neurotransmitter for 

emotional processing (Crişan et al., 2009) that directly influences regions such as the 

anterior cingulate cortex, which regulates and connects limbic regions  with the prefrontal 

cortex (PFC) (Etkin et al., 2006; Stevens et al., 2011). Thus, the greater or lesser 

availability of serotonin, depending on the allele adopted by certain genes involved in its 

production, could also affect the activity of the neural bases that underlie loss aversion, 

risk aversion, and the framing effect, ultimately modulating their expression. 

Further research is needed to confirm the stability of the genetic basis identified. 

However, what is undeniable is that our study once again establishes a connection 

between loss aversion and the limbic system, emphasizing that its manifestation involves 
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an exaggerated emotional response to negative stimuli. Furthermore, this emotional origin 

is reinforced by the results obtained in Studies 2 and 3. 

In Study 2, our objective was to verify the propositions put forth by Kahneman 

(2011) and Kanouse (1984). These authors argued that loss aversion is another 

manifestation of a more fundamental emotional phenomenon known as negativity bias. 

This bias suggests that stimuli perceived as negative, such as something dangerous or 

threatening, elicit a stronger emotional response —evidenced by increased neural activity 

in limbic regions and heightened sympathetic activity (Bradley, 2009; Wangelin et al., 

2011)—, compared to positive stimuli (Cacioppo & Berntson, 1994; Joseph et al., 2020). 

This bias gives a boost to negative stimuli, prioritizing their processing and exerting a 

greater impact on our judgments and decisions (Kauschke et al., 2019). If Kahneman and 

Kanouse were correct, an individual with a stronger negativity bias should also exhibit 

greater loss aversion. Our data support the previous hypothesis, albeit with certain 

nuances. Firstly, our sample did not exhibit explicit negativity bias. Some participants 

tended to classify ambiguity as negative, while others were more inclined to classify it as 

positive, resulting in a balanced processing of ambiguity on average. Similarly, 

participants who showed a propensity towards negativity did not necessarily exhibit 

greater loss aversion. However, we also captured the possible occurrence of implicit 

negativity bias by tracking the mouse trajectory during the classification of ambiguity, 

and here the results were different: we observed a significant manifestation of implicit 

negativity bias —although ambiguity were classified as positive, there was a prior 

deviation towards the negative option, indicating that this tends to be the initial 

impression—, and the level of this bias was positively associated with the loss aversion 

expression. 

These results shed light on two levels. Firstly, they emphasize the importance of 

studying negativity bias beyond their explicit expression. Previous studies questioned 

whether this bias is truly an intrinsic characteristic of human beings (Kauschke et al., 

2019), and while recent studies provide affirmative conclusions (Joseph et al., 2020), 

debate still exists. We now know that part of the heterogeneity found in studies could be 

attributed to this reason: negativity bias is an emotional phenomenon subject to possible 

conscious regulation (Evans, 2008), which can filter its explicit expression. However, this 

does not imply that it cannot subtly affect our judgments and decisions or appear in the 

background, only detectable through more sensitive techniques like the mouse tracker 
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(Brown et al., 2017). Secondly, our data support the connection between negativity bias 

and loss aversion, providing new evidence regarding the emotional origin of the latter. 

This finding aligns with another recent study that reported a similar relationship. Sheng 

et al. (Sheng et al., 2020), using eye-tracking technology, found that losses captured our 

attention more than gains. This is known as orienting response (Bradley, 2009; 

Vuilleumier, 2005) and reflects how a stimulus captures our attention by eliciting a more 

intense emotional response compared to other stimuli. This orienting response, as 

revealed by Bradley (2009), is accompanied by increased electrodermal reactivity (EDA), 

as occurs when loss aversion is manifested (Wu et al., 2016). Once again, loss aversion 

emerges as an emotional response. 

Additionally, previous studies already suggested that emotion regulation strategies 

can reduce the expression of loss aversion (Sokol-Hessner et al., 2009, 2013). However, 

it was necessary to delve into the mechanisms through which this expression is 

modulated: firstly, to verify the connection between the affective system and loss aversion, 

and secondly, to understand how emotions influence the decision-making process. Our 

Study 3 aimed to address these questions.  

We evaluated the level of interoception and alexithymia in our participants for this 

purpose. Both constructs are closely linked to our capacity for emotional regulation 

(Swart et al., 2009; Venta et al., 2013; Walker et al., 2011) and are capable of influencing 

our decision-making process (Dunn et al., 2010; Shah, Hall, et al., 2016; Sütterlin et al., 

2011). Our data would support this notion. Firstly, participants with higher interoceptive 

awareness expressed a greater loss aversion, as measured through the framing effect. 

These physiological changes form the basis of emotional responses, and it seems that the 

more conscious we are of them, the more intensely emotions are perceived (Herbert et al., 

2011; Pollatos et al., 2007) and the greater their potential to impact other cognitive 

processes, such as decision-making (Barrett et al., 2012; Zaki et al., 2012). On the other 

hand, participants with higher alexithymia made colder and more rational decisions, less 

influenced by the framing effect. However, the main contribution of our study lies in 

shedding light on how interoception and alexithymia interact and jointly influence 

emotional decision-making. Our results revealed that alexithymia was negatively 

associated with the framing effect, but only when the level of interoception was high. This 

led us to propose a two-step model of decision-making: first, a good level of interoception 

would be necessary to perceive internal physiological changes and therefore adequately 
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process an emotional response. Without this interoception, alexithymia could be 

irrelevant since we would not be directly perceiving our emotions. In contrast, if these 

emotions are adequately processed, our ability to label and express them becomes 

important, bringing alexithymia into play. 

These results are in line with previously published neuroimaging studies. 

Interoception appears to be closely linked, among other regions, to the activity of the 

insula and amygdala (Zaki et al., 2012), which in turn are part of the neural basis of loss 

aversion (Markett et al., 2016; Molins & Serrano, 2019). It makes sense that higher 

interoceptive capacity, which is associated with increased activity and interconnectivity 

of the mentioned areas (Critchley et al., 2004), would also result in a stronger emotional 

response such as loss aversion. On the other hand, alexithymia has been associated with 

functional deficits in the vmPFC, as well as connectivity problems between this region 

and limbic regions (Sutherland et al., 2013). As mentioned, one of the proposed 

mechanisms by which neural loss aversion influences decision-making posits that the 

appetitive and aversive systems send information to the vmPFC, where it is processed, 

and decisions are made (Canessa et al., 2017). Even if interoception is functioning 

properly, with appropriate insular and amygdalar activity, this emotional information may 

not reach the vmPFC if alexithymia is present due to deficits in this region (Kano et al., 

2011; Zhang et al., 2017). As we can see, these evidence could support our model. 

Further research is required to validate this model. Future investigations should 

address neural activity or its physiological correlates to overcome the limitations of our 

study, which did not provide this type of information. It is also crucial to consider that 

interoception can be examined through various paradigms that distinguish different 

dimensions of it, potentially offering additional insights into the process. These studies 

should also consider the diverse emotional phenomena that can impact decision-making. 

While the framing effect and loss aversion are closely intertwined, subtle differences in 

their expression may exist. Despite these limitations, this study aligns with the two 

previous ones, all pointing in the same direction: loss aversion may be an emotional 

response originating in our limbic system. Furthermore, its manifestation could be linked 

to our genes, which regulate it and account for the individual variances found in the 

scientific literature. However, this regulation would also be influenced by other internal 

factors, such as levels of interoception and alexithymia, as well as external factors, with 

stress being one of the most significant factors, as we will explore in the following section. 

153



2. Loss aversion is modulated by stress, but each stressor or stress phase 

could produce different effects 

2.1.Effects of acute stress on loss aversion 

In general, the four studies that specifically addressed the relationship between 

acute stress and loss aversion demonstrated that stress influence the manifestation of this 

bias. However, different types of stressors, as well as the timing of decision-making 

evaluation, may involve distinct psychophysiological states. Therefore, the mechanisms 

by which stress influences loss aversion, as well as the resulting outcome of this influence, 

may also vary. A common limitation across all our studies is the lack of complementary 

neural and hormonal measures, which would provide a more comprehensive 

understanding of these mechanisms. Consequently, it is difficult to determine the levels 

of catecholamines or cortisol present during the assessment of loss aversion or whether 

these substances triggered specific brain activity. Nevertheless, our studies were 

supported by previous literature that validated the use of the stressors employed here, 

allowing us to infer their effects on our participants. Consequently, in each particular 

study, we discussed the mechanisms that best explain the observed results. Additionally, 

a comprehensive discussion encompassing all the studies is now provided. 

Firstly, we can focus on Studies 4, 5, and 6, which examined the influence of three 

acute stressors on loss aversion. Loss aversion was evaluated through the classic mixed 

gamble task (Tom et al., 2007), a small world. Study 4 employed vigorous exercise as a 

physical stressor, Study 5 used a video depicting a baby circumcision as an emotional 

stressor, and Study 6 utilized the virtual version of the TSST (TSST-VR) (Montero-López 

et al., 2016) as a psychosocial stressor. All these stressors successfully induced physical 

and psychological stress in the participants, as evidenced by changes in various 

physiological measures (e.g., increased heart rate and EDA, or reduced heart rate 

variability) and psychological measures (e.g., increased perceived stress and negative 

mood), except for vigorous exercise, which only induced physiological stress without an 

increase in psychological stress. 

Regardless of the type of stressor employed, all participants exposed to stress 

exhibited a reduction in loss aversion compared to controls. This result seems to fit within 

the alignment hypothesis postulates (Margittai et al., 2018), which suggests that stress 

enhances the salience of rewards by promoting greater availability of dopamine in reward 

centers such as the nucleus accumbens and striatum (Mather & Lighthall, 2012; Starcke 
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& Brand, 2012), thus balancing both gains and losses impact and reducing behavioral loss 

aversion (Margittai et al., 2018). However, this hypothesis also suggests that the increased 

activity in reward centers would be particularly evident when cortisol levels are elevated. 

Thus, the alignment hypothesis fits well with Study 6, which involved the TSST-

VR. In this study, the measurement of decision-making took place 30 minutes after the 

stressor onset, coinciding with the expected cortisol peak (Hermans et al., 2014; Pabst et 

al., 2013; Starcke & Brand, 2012). While no hormonal measurements were available to 

confirm this, the stress group suffered an increase in EDA of 42.85% during the stressor, 

comparable to the average increase (45.56%) observed in previous literature also using 

the TSST-VR (Liu & Zhang, 2020; Montero-López et al., 2016; Santl et al., 2019; Shiban 

et al., 2016). These studies also established a link between sympathetic activity and 

subsequent cortisol elevation, with cortisol typically peaking between 20 and 40 minutes 

after the stressor onset. However, further research incorporating direct cortisol 

measurement is needed to validate these arguments conclusively.  

It is important to note that loss aversion is a relative measure, representing the 

weight assigned to losses compared to gains (Sokol-Hessner et al., 2009). Therefore, a 

reduction in this phenomenon may imply a stronger attraction to gains, but it could also 

indicate a diminished impact of the losses themselves. This alternative explanation gains 

significance due to studies linking cortisol and other stress-related substances (e.g., 

endorphins and endogenous opioids) to the production of endogenous analgesia (Butler 

& Finn, 2009; St-Aubin et al., 2019), which reduces physical pain. Some authors highlight 

the convergence of neural pathways involved in processing physical and emotional pain 

(Butler & Finn, 2009), while others argue that losses specifically entail emotional pain 

(Hintze et al., 2015). Consequently, a thorough exploration is necessary to determine 

whether the reduction in loss aversion arose from a heightened sensitivity to gains, the 

analgesic effects reducing the painful impact of losses, or both. 

In any case, as we can see, both explanations are associated with high levels of 

cortisol derived from stress. However, Studies 4 and 5 measured decision-making in the 

early phase of stress, only 5 minutes after the stressor onset. Therefore, although we did 

not have specific measures to confirm it, it seems more likely that decision-making were 

influenced by the fast release of catecholamines rather than cortisol (Hermans et al., 2014). 

Thus, a complementary explanation emerges that may better account for the results of 

these studies. Concretely, early stages of the acute stress response could favor an optimal 
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arousal level for the PFC functioning since this region is influenced by an inverted U-

shaped curve of catecholamines (Pabst et al., 2013). The PFC constitutes the main hub 

for the executive control-network and it is responsible for a logical, rule-based and non-

biased decision-making (Hermans et al., 2014; Pabst et al., 2013; Starcke & Brand, 2016). 

Previous studies showed, indeed, that using strategies that enhance PFC over the limbic 

system reduced loss aversion (Sokol-Hessner et al., 2009, 2013). Therefore, the first mild-

to-moderate catecholamines increase could be enhancing the PFC arousal and buffering 

loss aversion. As seen, this could explain results from Studies 4 and 5, where the decisions 

of stressed participants were more rule-guided, showed greater consistency, and lower 

loss aversion. 

On the other hand, this explanation could also account for the seemingly 

contradictory results obtained in Study 8. This study addressed the effect of the same 

physical stressor as in Study 4, vigorous exercise, but this time on ambiguous or large 

world decision-making, measured by the IGT (Bechara et al., 1997; Chiu et al., 2018). 

While the induction of the stressor had the same effect on participants —increases in 

physiological stress without psychological or emotional disturbance—, loss aversion not 

only did not decrease, but increased after the stressor. It should be noted that, at least in 

the early stages of IGT, it is not possible to follow a calculating strategy; instead, 

reinforcement-learning based on the consequences of our decisions is necessary (Starcke 

& Brand, 2012, 2016). Thus, having a greater sensitivity to losses could enhance learning 

from punishments (Barros et al., 2017; Vuilleumier, 2005) and help avoid unfavorable 

options. The increase in loss aversion could also reflect a more cautious attitude towards 

risk, implying that the most appropriate strategy is being followed since IGT is designed 

to punish risk (Bechara & Damasio, 2005). As pointed out by Pabst et al. (2013), the 

choice of this strategy may be promoted by increased catecholaminergic activity and, 

consequently, PFC activity. In fact, parameters extracted through computational modeling 

showed that not only loss aversion increased, but sensitivity to feedback in general, 

including gains, also increased. It is well known the important role that PFC plays in 

valuation, stablishing preferences, as well as in reward and threats sensitivity (Gu et al., 

2015; Pabst et al., 2013; Rolls et al., 2020). Another result supporting this explanation is 

that the increase in the loss aversion parameter —and the sensitivity to feedback 

parameter— was associated with more consistent decision-making and greater learning 

during IGT. 
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As we can see, early phase of stress led to seemingly contradictory results in our 

studies —reductions in loss aversion in Studies 4 and 5, and an increase in Study 7—. 

While these differences could be attributed to the distinct nature of the decisional contexts 

—risk vs. ambiguity— and the different cognitive processes that may operate within them 

(Volz & Gigerenzer, 2012), the three studies are consistent in that stressed participants 

adopted the appropriate strategy according to the specific decisional context. This 

supports the potential beneficial role of catecholamines on the executive network in the 

early stages of stress. However, once again, although these explanations find support in 

previous literature, further research is necessary to confirm the underlying mechanisms 

involved in the modulation of loss aversion.  

2.2.Effects of a persistent natural stressor on loss aversion 

Our previous studies addressed how several acute stressors in laboratory settings 

affect decision-making. However, the ongoing pandemic situation resulting from the 

COVID-19 outbreak provided the perfect context to study how a natural and persistent 

stressor —still present at the time of evaluation— influences decision-making and, more 

specifically, loss aversion bias. Thus, Study 7 revealed that just one month after the onset 

of the state of alarm and lockdown in Spain, participants reported an increase in anxiety 

and depression symptoms, indicating that the experienced situation led to significant 

psychological distress. Furthermore, this distress was associated with a loss aversion 

increase, compared to pre-pandemic levels. Our findings are consistent with those 

obtained in other previous distressing contexts, such as the Fukushima Daiichi nuclear 

disaster, where increases in loss aversion were also observed (Iwasaki & Sawada, 2015). 

Due to the particular characteristics of the study, additional measures were not 

taken to investigate the specific mechanisms by which distress was associated with an 

increase in loss aversion. However, previous studies have stated that fear-related stressors 

that induce emotional discomfort significantly increase amygdala activity (Hermans et al., 

2011, 2014), the key node in the aversive system involved in loss aversion (Molins & 

Serrano, 2019). In our laboratory studies, both the circumcision video and the TSST-VR 

also caused emotional distress. However, these stressors were acute and had disappeared 

by the time the decision-making assessment was conducted, unlike in this study, where 

the stressor is still affecting the participants, and the distress could further alter the 

decision-making process. In fact, laboratory studies usually result in increased negative 

mood and perceived stress, but these do not necessarily imply the discomfort associated 

157



with symptoms of anxiety or depression, as observed in this study. Other previous works 

indicate that individuals suffering from anxiety or depression tend to exhibit deficits in 

decision-making, which is characterized by a higher loss aversion (Baek et al., 2017; Sip 

et al., 2018). Therefore, the increase in loss aversion found in our study may reflect the 

onset of these decisional deficits. Nevertheless, another study conducted during the 

pandemic revealed that individuals with higher loss aversion were more compliant with 

government-imposed safety regulations, suggesting that this bias could favor cautious 

behaviors and risk avoidance (Presti et al., 2022). As we can see, this could be crucial in 

a dangerous context like the COVID-19 pandemic. Future lines of research should 

address whether this increased loss aversion should be understood as a protective factor 

or, on the contrary, as a manifestation of poorer mental health. 

Finally, it should be noted that this study followed a similar approach to Study 3 

and also analyzed whether the trait of alexithymia modulated the increase in loss aversion. 

It was observed that the increase in this bias was only significant in individuals with low 

levels of alexithymia. Furthermore, in the same line, symptoms of anxiety and depression 

were associated with an increase in loss aversion only when alexithymia was low. From 

a neuroanatomical perspective, both anxiety and depression —even subclinical— have 

shown increased amygdala activity, which could explain the higher aversion to losses in 

patients with these conditions (Klumpp et al., 2012; Laeger et al., 2012; Stein et al., 2007). 

On the other hand, high alexithymia has been linked to functional and connectivity 

deficits in the vmPFC (Sutherland et al., 2013). Therefore, even if an increase in 

symptoms of anxiety and depression and their respective amygdala activity occurred, the 

cortical deficits associated with alexithymia could hinder the incorporation of emotional 

responses into the decision-making process (Kano et al., 2011; Zhang et al., 2017), 

attenuating the increase in loss aversion. Although future research should focus on these 

mechanisms to shed light and verify them, these results would provide new evidence 

regarding the potential emotional origin of loss aversion —as discussed in section 1— 

and suggest potential therapeutic targets for decision-making deficits associated with 

anxiety and depression disorders. 

3. Loss aversion could have a potential adaptive role 

The last specific objective of the thesis was to demonstrate that loss aversion could 

play an adaptive role in certain decision-making contexts, far from always being a bias 

that leads to errors and, therefore, should be curbed. Except for Study 9, which explicitly 
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addresses this issue, most of the data shedding light on it come from studies whose main 

objective was different; however, indirectly, they also provide evidence of the potential 

adaptive role of loss aversion. 

The first study is the systematic review of the genetic basis of loss aversion —

Study 1—. Although not without limitations, results indicated that certain polymorphic 

genes involved in the functioning of the dopaminergic and serotonergic pathways could 

be related to higher or lower loss aversion depending on the allele adopted. While this 

does not constitute direct evidence of the adaptive role of this bias per se, it does suggest 

that its origin may be rooted in our genes. Thus, from a Darwinian perspective, loss 

aversion could be a phenomenon preserved through natural selection, making it, in some 

way, an adaptive behavior for our survival. Some authors argue that social evolution has 

been faster than biological evolution, giving rise to new environments where many of our 

natural characteristics may not be as adaptive or may even be detrimental compared to 

the environment in which they originated. Many of the emotional responses that give rise 

to our biases may have had significance for our survival but negatively affect us in the 

face of current marketing strategies, leading to irrational purchases, for example. In fact, 

approaches such as the nudge (Frydman & Camerer, 2016; Sunstein, 2014) or liberal 

paternalism policies (Thaler & Sunstein, 2003) are presented as protective against these 

possible abuses and seek to always facilitate the most rational option. However, in 

contrast, the debate arises as to whether this protection should not be exercised by directly 

regulating those marketing companies —e.g., preventing them from taking advantage of 

our natural biases and encouraging the objective information— instead of exerting 

regulation on ourselves, which could condition our free will (Gigerenzer, 2015; Helbing 

et al., 2019). Whether adaptive or not, it seems that biases such as loss aversion could 

have an evolutionary origin and be inherently linked to our most basic nature (Haselton 

et al., 2009; Santos & Rosati, 2015). 

Following the classic ideas of Simon (Simon, 1955, 1956), subsequently 

developed by Gigerenzer (Gigerenzer, 2021), this adaptivity may not be inherent to the 

bias but dependent on the context in which it operates. In Study 2, we demonstrated the 

association between the negativity bias and loss aversion bias, thereby reaffirming the 

possible emotional origin of the latter. In risk decision-making, where displaying loss 

aversion is considered irrational because it hinders utility maximization strategies 

(Kahneman, 2003; Kahneman et al., 1991), having a high level of negativity bias —which 
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leads to greater loss aversion— would be considered maladaptive. However, in this study, 

we also analyzed how the negativity bias would influence an ambiguous or large-world 

context such as the IGT. Participants who expressed more negativity bias in the face rating 

task (Brown et al., 2017) also learned more quickly which decision options were most 

adaptive in the IGT. Since the IGT is designed to punish risk-taking (Bechara & Damasio, 

2005), someone with a higher negativity bias may be particularly sensitive to these 

punishments, favoring reinforcement-based learning based on the consequences of 

previous decisions (Barros et al., 2017; Vaish et al., 2008; Vuilleumier, 2005). As we can 

see, the same bias —the negativity bias in this case— could be considered maladaptive 

or adaptive depending on whether its effect is evaluated in one context or another. 

In this line, thanks to the development of modern computational models that allow 

for the analysis of decision processes in their different subcomponents (Ahn et al., 2017; 

Serrano et al., 2022), in Study 8, we directly addressed the role that loss aversion played 

in the IGT. As mentioned in the previous section, the results of this study revealed that 

acute stress caused an increase in loss aversion, and furthermore, this increase was related 

to faster learning during the task and more consistent decision-making. Just as suggested 

with the negativity bias, having a higher loss aversion could be making participants more 

sensitive to the punishments. This would be adaptive because it would encourage them to 

abandon unfavorable choices quickly and perform better in the task (Barros et al., 2017; 

Vaish et al., 2008; Vuilleumier, 2005). These results would be compatible with the classic 

studies of Bechara & Damasio (2005), where it was already shown that patients with 

lesions in emotional regions, who expressed less risk aversion, also performed worse in 

the IGT by persisting in unfavorable options due to their inability to learn through 

reinforcement. Additionally, they are in line with other recent studies showing how 

various pathological conditions, such as patients with suicide attempts, also exhibit 

significant decision-making deficits characterized specifically by low levels of loss 

aversion (Alacreu-Crespo et al., 2020; Hadlaczky et al., 2018; Sagiv et al., 2019). 

Finally, but still in clinical populations, our Study 9 highlights the possible 

adaptive role of loss aversion in a population with autism spectrum disorder (ASD). 

Previous studies had already revealed that individuals with ASD exhibit extremely logical 

and rational decision making (Brosnan et al., 2016), little affected by biases such as the 

framing effect —based on loss aversion— (Shah, Catmur, et al., 2016; Shah, Hall, et al., 

2016). Moreover, they link this way of deciding to two possible causes: on one hand, 
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individuals with ASD often have a high comorbidity with alexithymia (Kinnaird et al., 

2019). Thus, similar to what occurred in our Study 3, the difficulty in identifying, 

expressing, and regulating emotions due to alexithymia could prevent these emotions 

from being incorporated into the decision-making process, resulting in colder decisions 

(Shah, Hall, et al., 2016). On the other hand, ASD itself has been associated with deficits 

in the development, functionality, and connectivity of the vmPFC (Kishida et al., 2019; 

Murphy et al., 2017; Salehinejad et al., 2021). As we know, this region appears to be 

crucial for integrating emotional information from subcortical areas into the decision-

making process (Gu et al., 2015; Rolls et al., 2020). Therefore, in line with expectations, 

our sample of patients with ASD also showed a lower framing effect in their individual 

decisions. 

Although this way of deciding may seem appropriate from the perspective of 

economic rationality (Camerer, 2003; Rozenkrantz et al., 2021; von Neumann & 

Morgenstern, 1944), the reality is that these same patients often exhibit significant 

decision-making deficits in their daily lives, struggling to adapt to the environment, 

especially in social interactions (Fujino et al., 2017; Luke et al., 2012). Previous studies 

had indicated that the utilitarianism displayed by individuals with ASD in individual 

decisions also extends to social decisions. Thus, in line with other previous studies that 

used social decision-making paradigms such as the Ultimatum Game (Hartley & Fisher, 

2018; Hinterbuchinger et al., 2018), our results showed that patients with ASD made 

utilitarian decisions, accepting unfair economic offers that maximize utility —receiving 

one euro is more useful than rejecting the offer and receiving nothing, for example—. 

Furthermore, they showed little inequity aversion and difficulties incorporating 

environmental information —i.e., learning whether it is favorable and adjusting— in 

subsequent decisions. 

However, the importance of our study lies in highlighting that the decision-making 

deficits in social contexts —i.e., in the Ultimatum Game— were linked to the lower 

presence of biases in individual risk contexts. Thus, the less framing effect exhibited by 

patients with ASD, the lower inequity aversion they showed during the Ultimatum Game, 

and the more unfair money distributions they accepted. As we can see, this data suggests 

that the same lack of emotional involvement that leads to rational and appropriate 

decisions in individual contexts may be the cause of maladaptive decisions made in 

another complex context, such as social situations. 
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Once again, this reinforces Gigerenzer's perspective of ecological rationality 

(Gigerenzer, 2021), making it necessary to analyze each bias in the specific environment 

to judge whether it will be adaptive, when, and where. Additionally, the data from our 

studies also emphasize the broadening of evaluation criteria. If everything is judged 

according to the standards of economic rationality, then most biases will be seen as 

negative and should be restrained. However, by considering criteria such as biological 

rationality, adaptability, the ability to learn through reinforcement, or the ability to 

socialize, among others, many biases like loss aversion —and its derivatives, such as the 

framing effect— can be important allies in our decision-making. 

4. Limitations and future directions 

Our studies are not exempt from limitations. Specific limitations for each study 

can be found in Section 2, discussing the individual articles. However, this section 

summarizes the global limitations that are common to most studies and should be 

addressed as a priority in future research. 

The main limitation is the lack of neural and hormonal measures that would allow 

for a more detailed understanding of the underlying mechanisms behind the findings. One 

of the objectives, for example, aimed to link the loss aversion bias to our affective system, 

demonstrating that this phenomenon is an emotional response. Although most data point 

in that direction, it would be necessary to validate them by contrasting them with the 

neural activity of the theoretically implicated limbic regions. It would also shed light on 

whether the negativity bias and the loss aversion bias truly produce activity in common 

brain areas, or whether the two-step decision-making model, dependent on interoception 

and alexithymia levels, follows a pattern of brain activity that supports it. Additionally, 

recording the activity of the executive and salience networks would be necessary to test 

the validity of the stress results. This would inevitably involve measuring levels of 

catecholamines and cortisol to also verify the physiological environment that is producing 

stress and how it relates to the neural activity. Therefore, future studies should incorporate 

these biological measures to strengthen many of the results obtained in this thesis and 

empirically demonstrate arguments that are currently speculative. 

Furthermore, most of the samples used in our studies consisted of Spanish young, 

healthy university students recruited through non-probabilistic convenience sampling. 

This potentially limits the ecological validity of our work as we cannot guarantee that our 
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results are generalizable to a more diverse population. Future studies should expand the 

sample by including different population groups in terms of age and educational level. 

Both factors have been shown in previous studies to modulate the decision-making 

process (Bruine de Bruin et al., 2012; Huang et al., 2015; Mrkva et al., 2020), so it is 

necessary to address how they might influence our results. On the other hand, all analyses 

were replicated controlling for sex and did not yield significant results. However, our 

sample was disproportionate and included significantly more women than men. Therefore, 

these analyses could be underpowered, and caution is advisable. In fact, previous studies 

showed sex differences in the psychophysiological response to stress, as well as in the 

effects of stress on decision making (Hidalgo et al., 2019; van den Bos et al., 2009). For 

example, Daughters et al. (2013) found that, while men took more risks under stress, 

women showed the opposite response. Therefore, future studies should incorporate a 

more balanced distribution of genders to more specifically address whether this factor 

influences our results. 

Another factor to consider is the decision-making context. This thesis primarily 

focuses on risky decision-making in small worlds, such as mixed gambles (Tom et al., 

2007). However, as reiterated, cognitive processes may not be the same in these contexts 

as in more complex or large worlds (Volz & Gigerenzer, 2012). The only more complex 

environment we have employed is the IGT, and precisely in that task, results contrary to 

those observed in mixed gambles were obtained when examining how a stressor 

influences loss aversion. These results have been interpreted based on the possible neural 

activity promoted by stress, but they could also be due to the different nature of the 

decision-making environment. Future research should investigate whether our results can 

be extended to different contexts, from less to more ambiguous, or if in each environment, 

factors such as stress have a particular influence. In fact, as introduced, new lines of 

research in decision-making are moving towards the exploration of complex decision-

making environments that recreate the richness of the decision-making process in real life 

while maintaining laboratory control. This is done to obtain more ecological assessments 

and determine whether previous results, usually obtained in small worlds, can also be 

extrapolated to more complex environments. Moreover, it would provide more accurate 

information about the nature of human decision-making. 

In line with this, the final phase of the doctoral thesis addressed the development 

of a new virtual decision-making environment in collaboration with the Polytechnic 

163



University of Valencia: Kalliste Decision Task (KDT). This task is currently in the 

registration and validation phase. Similar to previously developed environments like 

AEMIN (De-Juan-Ripoll et al., 2021) or SSMT (De-Juan-Ripoll et al., 2020), KDT aims 

to comprehensively evaluate decision-making. On the one hand, as participants progress 

through the corridors of KDT —see Figure 2—, they are presented with a spectrum of 

situations ranging from less ambiguous to more ambiguous, which allows extracting data 

on the decision capacity of the participants depending on the complexity of the 

environment (i.e., more or less information to decide, more or less risk, etc.). On the other 

hand, KDT addresses both explicit and implicit decisions. While most classic tasks 

involve consciously decisions, KDT presents situations where implicit decisions can also 

be analyzed, such as choosing to move along a path with more or less danger, activating 

or not activating a shield, among others. As highlighted in previous literature, these 

implicit decisions can be more revealing, for example, of participants' propensity for risk-

taking or impulsivity level (De-Juan-Ripoll et al., 2021). Additionally, KDT allows for 

the analysis of decision-making capacity beyond the classic economic rationality criterion, 

delving into the decision-making process itself and not just the outcome. Impulsivity, 

reflection time, satisfaction, exploration, resilience after failure, cognitive flexibility, and 

other characteristics can be evaluated using KDT. Since operating KDT is straightforward 

—only requiring the use of arrow keys— previous behavioral data can be complemented 

with the recording of neural activity and peripheral physiology during the assessment. We 

are currently beginning to use KDT in the laboratory alongside the evaluation of decision-

making with other classic tasks, with the intention of testing its validity. We hope to obtain 

the first results soon and disseminate them in internationally renowned journals, making 

KDT available to the scientific community for future decision-making studies. 
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Lastly, focusing on the part of the thesis that addresses the influence of stress, we 

observed that, except for Study 7, which includes a natural stressor —the distressing 

context caused by the COVID-19 pandemic— the remaining studies utilize acute 

laboratory stressors that disappear by the time decision-making is assessed. Different 

acute stressors may already present different effects, which is why this thesis addresses 

stressors of various natures: physical, emotional, and psychosocial stress. However, as 

our own results reveal, it is also important to consider the psychological impact of the 

stressor, that is, whether it affects the participants' mental health. It is evident that a 

stressor that transiently increases negative affect cannot produce the same effect as one 

that even exacerbates symptoms of anxiety and depression. It is also known that the 

effects of acute stress and chronic stress are very different at a psychophysiological level. 

Therefore, future studies should delve deeper into the heterogeneity of stress, including 

not only different acute stressors but also persistent or even chronic stressors.  

5.  Conclusions 

Despite limitations, this doctoral thesis fulfills its purpose of providing a more 

positive perspective on cognitive biases, particularly the loss aversion bias. As introduced, 

biases have been demonized since their inception, being seen as limiting phenomena in 

our judgments and decisions. The term 'bias' itself implies a distortion, a deviation from 

Figure 2. An example of Kalliste Decision Task (KDT). A corridor of KDT where two of the multiple 

tokens are observed, presenting two different types of decisions. Firstly, if someone approaches the 

coins, they provide guaranteed gains. On the other hand, the ambiguous boxes can yield gains or losses 

if one decides to open them. 
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the norm, which is classical rationality derived from economic models. Thanks to new 

lines of research in decision-making, in which this thesis contributes its grain of sand, we 

now know that such economic rationality is just one of many possible norms and may not 

be the most suitable depending on the decisional context. The degree of adaptability, 

satisfaction, reinforcement-learning, impulsivity, cognitive flexibility, and even the 

propensity to seek help when we lack sufficient knowledge, all constitute possible criteria 

to consider when evaluating individuals' decision-making capacity. It is under these 

criteria, precisely, that biases like loss aversion can prove to be particularly necessary. 

While they may lead us to illogical decisions from the economic rationality focus, they 

can also have adaptive value and provide support in ambiguous contexts where logic is 

overwhelmed. For example, as we have seen in this thesis, loss aversion could increase 

our sensitivity to threatening or unfavorable stimuli, facilitating their avoidance and 

favoring more adaptive decisions. Therefore, instead of suppressing biases by default, it 

is advisable to acquire more knowledge about them: why they originate, what their nature 

is, in which contexts they appear most prominently, what factors condition their 

expression, and in which of these contexts they serve as support or, conversely, it is better 

to suppress them and be guided by pure logic. This thesis delved into these questions, and 

as a conclusion, the main findings are summarized below: 

 

 Loss aversion could be an emotional response to the pain caused by losses, which 

is generally more intense than the pleasure derived from proportional gains. 

 

 Maybe the specific response to losses is learned, but it could be based on an innate 

tendency to prioritize processing stimuli perceived as negative over those 

perceived as positive. In other words, loss aversion could be an extension of the 

negativity bias. 

 

 The potential genetic basis of loss aversion could support this innate tendency, as 

well as the emotional nature of this phenomenon. Genes involved in the 

functioning of the dopaminergic and serotoninergic pathways, both crucial in 

regulating emotional processes, are associated with a greater or lesser tendency 

to express loss aversion. 
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 Similarly, individuals with greater capacity to regulate their emotions, influenced 

by their interoceptive abilities and levels of alexithymia, could better modulate 

the expression of biases during decision-making. As we can see, biases like loss 

aversion would not be ubiquitous and stable, but rather modulated by internal and 

external factors, with stress being one of the most studied. 

 

 The influence of stress on biases is heterogeneous, depending on the 

characteristics of the stressor and the temporal phase of stress. In general, acute 

stress can reduce loss aversion. However, the mechanisms behind this reduction 

may vary. In very early stages of stress, the slight increase in catecholamines 

could enhance the prefrontal cortex (PFC) and, in turn, logical thinking, thereby 

reducing loss aversion. In later stages, cortisol could increase attraction to gains 

and blunt the pain of losses, yielding the same result as the early phase. These 

mechanisms need to be verified in future research, as well as whether other 

intermediate phases produce different effects. 

 

 Persistent or chronic stress, such as that experienced during the COVID-19 

pandemic, could have a different impact. This stress is associated with an increase 

in symptoms of depression and anxiety, which tend to lead to an increase in loss 

aversion. Future research should determine if this increase represents the onset 

of maladaptive decision-making typically observed in these disorders. 

 

 Today, we know that although illogical, many decisions influenced by loss 

aversion are adaptive. It facilitates reinforcement-learning and consistency in our 

decisions and promotes necessary emotions for proper social interaction —such 

as the inequity aversion found in the Ultimatum Game—. 

 

 These findings lead us to reconsider how we evaluate what constitutes a good 

decision. The criteria should not be limited to classical economic rationality, and 

decision-making models should align with human nature, relying on recent 

contributions from neuroscience.  
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Introducción 

El criterio normativo que impera a la hora de evaluar si tomamos buenas 

decisiones es la racionalidad económica, derivada de las teorías económicas clásicas y 

del modelo por el que éstas se rigen: el homo economicus. Este criterio ha recibido 

múltiples críticas en sus más de doscientos años de vida, siendo Kahneman y Tversky, 

con su Teoría Prospectiva, quienes parecían haberle asestado el golpe más duro al 

demostrar que las decisiones humanas se ven afectadas por sesgos cognitivos que nos 

alejan de ser racionales. No obstante, lejos de cuestionarse si el criterio normativo era 

inadecuado para representar la naturaleza humana, interpretaron que los sesgos son 

errores que deben frenarse para que nos ajustemos a ese criterio y, ahora sí, logremos ser 

racionales. Así, la racionalidad económica continuó más viva que nunca. Hoy son muchas 

más las críticas sobre lo abstracto —incluso irreal— que es el criterio de racionalidad 

económica. De ellas se originan importantes líneas de investigación que, en las últimas 

décadas, están enriqueciendo el campo de estudio de la toma de decisiones. Por un lado, 

más allá de meramente identificar y etiquetar los sesgos, los enfoques actuales pretenden 

descifrar su naturaleza: sus posibles bases psicobiológicas y el porqué de su manifestación. 

También se centran en descubrir qué factores modulan su expresión y analizan qué papel 

juega un determinado sesgo en distintos entornos, pues lejos de ser siempre negativos, 

podrían aportar una ventaja adaptativa en ciertos contextos. Este enfoque constituye el 

marco teórico de esta tesis doctoral. Desde la misma se pretende arrojar luz al campo de 

estudio de la toma de decisiones siguiendo la estela de los estudios a la vanguardia. Sin 

embargo, aun con las líneas bien definidas, este campo continúa siendo muy amplio y es 

necesario acotarlo. Así, de entre la cantidad de sesgos cognitivos que afectarían al proceso 

decisional, hemos decidido focalizar la tesis en el más destacable de todos. Pilar central 

de la Teoría Prospectiva y base de otros muchos sesgos que dependen de este fenómeno, 

estamos hablando de la aversión a las pérdidas. 

El sesgo de aversión a las pérdidas es el fenómeno según el cual las pérdidas pesan 

más que las ganancias. Específicamente, la literatura científica señala que las pérdidas 

tendrían de 2 a 2.5 veces más impacto psicológico que las ganancias proporcionales. Así, 

cuando enfrentamos una decisión que entraña una potencial ganancia versus una potencial 

pérdida, la magnitud de la primera debería ser el doble de grande que la segunda para que, 

ganancia y pérdida, sean procesadas de forma proporcional. De igual forma, el dolor que 

produciría perder una cantidad sería aproximadamente el doble que el placer que 
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produciría ganar esa misma cantidad. En consecuencia, debido al sesgo de aversión a las 

pérdidas, nos moveremos con mayor facilidad hacia la evitación de las pérdidas que hacia 

la búsqueda de ganancias, condicionando nuestras decisiones.  

La forma habitual de medir la aversión a las pérdidas es a través de tareas 

decisionales simples o de riesgo, siendo las más frecuentes las que plantean apuestas 

mixtas donde hay un 50% de probabilidad de ganar y un 50% de perder. Las cuantías 

económicas que pueden ganarse/perderse van cambiando en cada ensayo y generan 

distintos escenarios más o menos favorables donde cada participante debe decidir si jugar 

la apuesta o rechazarla. Basándose en las respuestas que los participantes vayan dando a 

las distintas apuestas se estimaría la conducta de aversión a las pérdidas mediante el 

cálculo del parámetro λ. Además, hoy en día también es posible evaluar la aversión a las 

pérdidas en otras tareas decisionales más complejas o ambiguas gracias al reciente 

desarrollo de modelos computacionales que permiten desgranar el complejo proceso 

decisional en sus distintos subprocesos cognitivos, siendo uno de los principales la propia 

aversión a las pérdidas. 

La neurociencia ha descubierto una base neural estable para la aversión a las 

pérdidas, relacionándola con el sistema límbico y las emociones. Los estudios de 

neuroimagen revelan que nuestro cerebro tiene un sistema aversivo que responde de 

manera desproporcionada a las pérdidas en comparación con cómo responde un sistema 

apetitivo ante las ganancias. En la misma línea, la genética también podría influir en la 

expresión de la aversión a las pérdidas a través de ciertos genes relacionados con la 

neurotransmisión dopaminérgica y serotoninérgica, que a su vez reforzarían el posible 

origen emocional de este sesgo. No obstante, estos estudios son escasos y todavía no hay 

conclusiones firmes. También se ha planteado de forma teórica la conexión entre la 

aversión a las pérdidas y otro fenómeno emocional más básico: el sesgo de negatividad, 

que se refiere a una mayor sensibilidad a los estímulos emocionales negativos en 

comparación con los positivos; pero hasta la fecha no se ha demostrado empíricamente 

esta conexión. Por último, se ha sugerido que la interocepción y la alexitimia, variables 

que juegan un importante papel en la regulación emocional, podrían también modular la 

influencia de las emociones en nuestras decisiones y, por ende, la expresión de sesgos 

como la aversión a las pérdidas. Sin embargo, nunca se ha estudiado la interacción entre 

estas variables, ni explorado en profundidad los mecanismos por los que operan sobre el 

proceso decisional. Por todo ello, se necesita más investigación para comprender mejor 
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el origen emocional de la aversión a las pérdidas, su conexión con el sesgo de negatividad, 

y los mecanismos subyacentes que la modulan. 

Por otro lado, además de la interocepción y la alexitimia, hay muchos factores que 

pueden influir en la expresión de la aversión a las pérdidas. Uno de los más estudiados es 

el estrés. Sin embargo, existen dos hipótesis opuestas sobre cómo el estrés afecta sobre 

este sesgo. La hipótesis de "salience-of-losses" propone que el estrés agudo favorece la 

activación de la red de saliencia en el cerebro, lo que aumentaría la aversión a las pérdidas. 

Por otro lado, la hipótesis de "reward alignment" sugiere que el estrés potencia las vías 

dopaminérgicas y la actividad de los centros de recompensa cerebrales, lo que podría 

equilibrar la susceptibilidad a las ganancias y las pérdidas, reduciendo la aversión a estas 

últimas. Aun contrarias, estas hipótesis podrían no ser excluyentes y estar reflejando 

diferentes fases de estrés, dependiendo de las vías fisiológicas activadas. Además, es 

necesario tener en cuenta que, según su naturaleza, los distintos estresores pueden variar 

en la expresión y magnitud de sus respuestas fisiológicas y psicológicas. Por lo tanto, es 

importante estudiar cómo diferentes tipos y etapas de estrés influyen sobre la aversión a 

las pérdidas para obtener respuestas más específicas sobre su modulación. 

Por último, hasta ahora hemos hablado de la aversión a las pérdidas sin considerar 

si este fenómeno es adaptativo o no. Sin embargo, algunos estudios investigan si la 

aversión a las pérdidas puede ser beneficiosa para la toma de decisiones en lugar de ser 

un sesgo que conduce a decisiones erróneas. Algunos teorizan que este sesgo ha sido 

seleccionado evolutivamente debido a su función conservadora, que ayuda a evitar 

peligros en lugar de buscar recompensas. Y otros han demostrado empíricamente que la 

aversión a las pérdidas puede ser necesaria para que se produzca aprendizaje por 

reforzamiento en contextos complejos y, además, que podría constituir un factor protector 

frente a comportamientos desadaptativos, como las adicciones, las autoagresiones o el 

mismismo suicidio. A pesar de estas evidencias, se requiere más investigación para 

confirmar el papel adaptativo de este sesgo y comprender mejor cómo se comporta en 

diferentes contextos. 

Así pues, en base a todo lo anterior, esta tesis doctoral persigue el objetivo general 

de conocer más acerca de la naturaleza del sesgo de aversión a las pérdidas y su potencial 

papel adaptativo. Por qué, cómo y cuándo se expresa este sesgo, así como en qué 

contextos nos puede ser favorable, son las preguntas a partir de las cuales se derivan los 

objetivos más específicos de la tesis. 
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Objetivos y metodología 

Evidenciando el origen emocional de la aversión a las pérdidas 

El primer objetivo de la tesis se centra en recopilar más evidencia que aclare el 

posible origen emocional de la aversión a la pérdida. Antes de comenzar el programa de 

doctorado, nuestro equipo realizó una revisión sistemática sobre la base neural de este 

sesgo, la cual ya indicaba la participación del sistema límbico en el procesamiento 

desequilibrado de las ganancias y las pérdidas. Ahora, la tesis comienza con una nueva 

revisión sistemática siguiendo el método PRISMA —Estudio 1—, esta vez sobre las bases 

genéticas que podrían respaldar este sesgo. Ésta recopila estudios publicados que abordan 

cómo diversos polimorfismos se relacionan con una mayor o menor expresión de aversión 

a las pérdidas y analiza si los genes implicados también están relacionados con nuestro 

sistema afectivo y la expresión de las emociones. Dada la escasez de estudios genéticos 

específicamente enfocados en la aversión a las pérdidas, esta revisión también incluye 

otros fenómenos estrechamente vinculados a ella: la aversión al riesgo y el efecto marco. 

Por otro lado, aunque en línea con el mismo objetivo, se llevó a cabo el Estudio 2, 

que aborda de manera empírica si el sesgo de negatividad, medido mediante la tarea Face 

Rating y utilizando el software Mouse Tracker para captar también su posible 

manifestación implícita, podría predecir los niveles de aversión a las pérdidas —medida 

con la tarea Lottery Choice—. Si este es el caso, las personas con mayor sensibilidad 

hacia los estímulos negativos también deberían mostrar una mayor aversión a la pérdida. 

El Estudio 2 examina estas ideas y ofrece más información sobre el origen emocional de 

la aversión a las pérdidas. 

Finalmente, si la aversión a las pérdidas tiene un origen emocional, su expresión 

podría verse influenciada por la capacidad del individuo para regular sus emociones. 

Varios estudios ya han explorado esta idea y han encontrado que una mayor regulación 

emocional, medida a través de cuestionarios o fisiología periférica como la variabilidad 

de la frecuencia cardíaca, se asocia con niveles más bajos de aversión a la pérdida durante 

tareas de toma de decisiones económicas. Sin embargo, para comprender mejor los 

orígenes de la aversión a la pérdida, es necesario explorar los mecanismos específicos 

que subyacen a esta relación. En el Estudio 3, investigamos cómo la interocepción —

medida mediante la tarea Heart beat tracking— y la alexitimia —medida mediante el 

cuestionario de alexitimia de Toronto—, interactúan entre sí y se relacionan con la toma 
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de decisiones emocionales: es decir, si las decisiones se ven afectadas en mayor o menor 

medida por sesgos como la aversión a la pérdida. El Estudio 3 aborda la aversión a las 

pérdidas a través de una tarea de efecto marco, que plantea apuestas económicas en 

contextos positivos y negativos. 

Analizando cómo el estrés modula la expresión de la aversión a las pérdidas 

La manifestación de la aversión a la pérdida no es tan ubicua ni estable como se 

creía originalmente. Uno de los factores más estudiados que afecta en su expresión es el 

estrés, pero hasta ahora los resultados obtenidos han sido heterogéneos. Para arrojar luz 

sobre la relación entre el estrés y la aversión a las pérdidas, esta tesis doctoral incluye 

cinco estudios que examinan la influencia de diferentes estresores sobre este sesgo. 

Los dos primeros estudios examinan los efectos de un estresor agudo en su fase 

temprana, específicamente 5 minutos después de su inicio. El estudio 4 utiliza ejercicio 

vigoroso —en un cicloergómetro— como estresor físico que desencadena estrés 

fisiológico, pero que no afecta el estado de ánimo ni la percepción subjetiva del estrés. 

Por otro lado, el estudio 5 utiliza un video de una circuncisión como estresor emocional 

que induce tanto estrés fisiológico como psicológico. Ambos estudios tienen como 

objetivo investigar si las dos dimensiones del estrés, fisiológica y psicológica, tienen 

diferentes efectos en la aversión a las pérdidas, medida mediante una tarea de apuestas 

mixtas. En contraste, el estudio 6 se centra en la fase tardía del estrés agudo, 

específicamente 30 minutos después del inicio del estresor. Este estudio utiliza el 

prominente Trier Social Stress test, que se considera el estándar los estresores de 

laboratorio, y tiene como objetivo investigar si la fase posterior del estrés tiene un impacto 

diferente en la aversión a las pérdidas en comparación con la fase temprana.  

Los tres estudios emplean estresores agudos de laboratorio que han concluido en 

el momento en que se evalúa la toma de decisiones. Sin embargo, la influencia de estos 

estresores puede diferir de la de los estresores naturales que ocurren fuera del laboratorio 

y que aún están presentes durante el proceso decisional. El estudio 7 fue diseñado para 

abordar este problema durante el contexto de la pandemia de COVID-19. Examinamos si 

la situación de la pandemia y las medidas de confinamiento eran estresores capaces de 

causar malestar psicológico. Después de confirmarlo mediante el cuestionario breve 

General Health, investigamos cómo este malestar afectaba a la aversión a las pérdidas, 
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medida antes y durante el confinamiento mediante la misma tarea que el estudio 2, la 

Lottery Choice. 

Por último, los estudios mencionados anteriormente, bien sea a través de las 

apuestas mixtas o de las Lottery Choice, evaluaban la aversión a las pérdidas en contextos 

decisionales simples, donde los posibles resultados y sus probabilidades están bien 

definidos. Sin embargo, los procesos cognitivos pueden diferir durante las decisiones en 

contextos más complejos. Por lo tanto, el impacto del estrés en estos contextos también 

puede diferir. Con la ayuda de modelos computacionales recientes que nos permiten 

estimar el nivel de aversión a la pérdida en estos contextos complejos llevamos a cabo el 

estudio 8. En él se utiliza nuevamente ejercicio vigoroso como estresor fisiológico agudo 

en su fase inicial, pero emplea el Iowa Gambling Task (IGT) —una tarea decisional 

compleja que pone de manifiesto la necesidad de otras funciones cognitivas, como el 

aprendizaje por reforzamiento—, para ver cómo el estrés influye sobre la aversión a las 

pérdidas en este contexto. 

Explorando el potencial rol adaptativo de la aversión a las pérdidas 

La aversión a las pérdidas ha sido considerada durante mucho tiempo un sesgo 

con implicaciones negativas para nuestra capacidad de tomar decisiones lógicas. Sin 

embargo, investigaciones recientes sugieren la aversión a las pérdidas puede tener un 

valor adaptativo y servir a una racionalidad biológica, especialmente cuando nos 

enfrentamos a decisiones complejas en las que la intuición puede ser más valiosa que la 

razón. Esta tesis doctoral tiene como objetivo explorar esta cuestión desde diferentes 

perspectivas. 

Por un lado, el Estudio 1 en sí mismo, al revisar las bases genéticas de la aversión 

a la pérdida, también proporcionaría evidencia de que este fenómeno está arraigado en 

nuestros genes y, por lo tanto, dado que se habría conservado a través de selección natural, 

puede tener algún valor adaptativo para nuestra especie. Si bien este estudio no 

proporcionaría un vínculo directo entre la aversión a las pérdidas y las decisiones 

adaptativas, busca enfatizar que los sesgos pueden ser parte de nuestra naturaleza más 

básica. Por otro lado, Estudio 2, además de relacionar la aversión a las pérdidas con el 

sesgo de negatividad, también intenta mostrar que este último puede ser muy útil en 

entornos decisionales complejos. Así, dado que las personas con un mayor sesgo de 

negatividad tendrían una mayor sensibilidad a los estímulos negativos, también deberían 
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ser más sensibles a los castigos —e.g., pérdidas económicas— que sufren durante una 

tarea decisional compleja como IGT. Esto contribuiría a un mejor aprendizaje por 

refuerzo a lo largo de la tarea. Si el sesgo de negatividad subyace a la aversión a las 

pérdidas, considerada un error decisional en entornos simples como las apuestas 

económicas, y a su vez mejora las decisiones en entornos complejos como el Iowa 

Gambling Task, esto constituiría una evidencia a favor del enfoque de racionalidad 

ecológica. Es decir, el mismo sesgo puede ser bueno o malo, adaptativo o desadaptativo, 

dependiendo del entorno en el que se analice. Por otro lado, volviendo al Estudio 3, que 

abordaba si el estrés agudo afecta la toma de decisiones en un entorno complejo como el 

propuesto en IGT, este estudio nos permite no solo probar si el nivel de aversión a las 

pérdidas se ve alterado por el estrés, sino también estudiar cómo se relaciona esta 

alteración con el resto del proceso decisional. Es decir, nos permite comprobar si un 

aumento o disminución de la aversión a las pérdidas a causa del estrés, beneficia o 

dificulta la toma de decisiones en IGT.  

Finalmente, analizar cómo la ausencia de aversión a las pérdidas afecta a una 

población que tiende a no manifestar este fenómeno, como las personas con trastorno del 

espectro autista, puede proporcionar ideas sobre el posible papel adaptativo de este sesgo. 

Las personas con autismo tienden a tomar decisiones más lógicas en contextos 

individuales, menos influenciadas por sesgos como la aversión a las pérdidas. Así, según 

los modelos económicos, las personas con autismo tomarían decisiones racionales y, por 

lo tanto, adecuadas. Sin embargo, estas mismas personas a menudo tienen dificultades 

para adaptarse al entorno, especialmente al tomar decisiones con un componente social, 

como las que plantea el Ultimatum Game, caracterizándose por un utilitarismo excesivo. 

Sin embargo, hasta donde sabemos, nunca se ha probado empíricamente si la menor 

ocurrencia de sesgos en las decisiones individuales está asociada con el mayor 

utilitarismo en los contextos sociales. El Estudio 9 trata de arrojar luz sobre esta cuestión, 

testando si la menor aversión a las pérdidas de una población con autismo, medida 

mediante una tarea de efecto marco, es capaz de predecir las decisiones más utilitarias en 

un contexto social como el Ultimatum Game. 

Conclusiones 

Esta tesis doctoral cumple su propósito de proporcionar una perspectiva más 

positiva sobre los sesgos cognitivos, particularmente el sesgo de aversión a las pérdidas. 

Como se ha introducido, los sesgos han sido demonizados desde su origen, siendo vistos 
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como fenómenos limitantes en nuestros juicios y decisiones. El propio término sesgo 

implica una distorsión, una desviación respecto la norma que representa la racionalidad 

clásica derivada de los modelos económicos. Gracias a nuevas líneas de investigación en 

la toma de decisiones, en las cuales esta tesis aporta su granito de arena, ahora sabemos 

que esa racionalidad es solo una de las muchas normas posibles y puede no ser la más 

adecuada dependiendo del contexto decisional. El grado de adaptabilidad, satisfacción, 

aprendizaje por refuerzo, impulsividad, flexibilidad cognitiva e incluso la propensión a 

buscar ayuda cuando carecemos de suficiente conocimiento, todos constituyen posibles 

criterios a considerar al evaluar la capacidad de toma de decisiones de los individuos. Es 

bajo estos criterios, precisamente, cuando sesgos como la aversión a las pérdidas pueden 

resultar particularmente necesarios. Aunque pueden llevarnos a decisiones ilógicas desde 

el enfoque de la racionalidad económica, también pueden tener un valor adaptativo y 

proporcionar apoyo en contextos ambiguos donde la lógica se ve superada. Por ejemplo, 

como puede verse en esta tesis, la aversión a las pérdidas podría aumentar nuestra 

sensibilidad hacia estímulos amenazantes o desfavorables, facilitando su evitación y 

favoreciendo decisiones más adaptativas. Por lo tanto, en lugar de intentar suprimir los 

sesgos de forma predeterminada, es aconsejable adquirir más conocimiento sobre ellos: 

por qué se originan, cuál es su naturaleza, en qué contextos aparecen con mayor 

prominencia, qué factores condicionan su expresión y en qué contextos sirven como 

apoyo o, por el contrario, es mejor tratar de suprimirlos y guiarse por la pura lógica. Esta 

tesis profundizó en estas preguntas y, como conclusión, se resumen a continuación los 

principales hallazgos: 

- La aversión a la pérdida podría ser una respuesta emocional al dolor causado por 

las pérdidas, que generalmente es más intenso que el placer derivado de las ganancias 

proporcionales. 

- Este origen emocional se apoya en la actividad neural desproporcionada que 

subyace a la aversión a las pérdidas: las regiones asociadas con el sistema límbico tienden 

a responder de manera más intensa a las pérdidas que a las ganancias. 

- Tal vez la respuesta específica a las pérdidas se aprenda, pero podría basarse en 

una tendencia innata a priorizar el procesamiento de estímulos percibidos como negativos 

sobre aquellos percibidos como positivos. En otras palabras, la aversión a las pérdidas 

podría ser una extensión de un fenómeno emocional más básico: el sesgo de negatividad. 
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- La potencial base genética de la aversión a las pérdidas podría respaldar esta 

tendencia innata, así como la naturaleza emocional de este fenómeno. Los genes 

involucrados en el funcionamiento de las vías dopaminérgicas y serotoninérgicas, ambos 

cruciales en la regulación de los procesos emocionales, están asociados con una mayor o 

menor tendencia a expresar aversión a las pérdidas en función de los alelos que adoptan 

diversos polimorfismos. 

- Del mismo modo, las personas con una mayor capacidad para regular sus 

emociones, influenciadas por sus habilidades interoceptivas y niveles de alexitimia, 

podrían modular mejor la expresión de sesgos durante la toma de decisiones. Como 

podemos ver, los sesgos como la aversión a las pérdidas no serían ubicuos ni estables, 

sino más bien modulados por factores internos y externos, siendo el estrés uno de los más 

estudiados. 

- La influencia del estrés en los sesgos es heterogénea, dependiendo de las 

características del estresor y de la fase temporal en la que se evalúa la toma de decisiones 

con respecto al inicio del mismo. 

- En general, esta tesis demuestra que el estrés agudo puede reducir la aversión a 

la pérdida. Sin embargo, los mecanismos detrás de esta reducción pueden variar. En 

etapas muy tempranas del estrés, el ligero aumento de las catecolaminas podría potenciar 

la actividad neural de la corteza prefrontal y, a su vez, el pensamiento lógico, reduciendo 

así la aversión a las pérdidas. En etapas posteriores, el cortisol podría potenciar la 

actividad de los centros de recompensa, aumentar la atracción por las ganancias y atenuar 

el dolor de las pérdidas, produciendo el mismo resultado que en la fase temprana, pero 

por otra vía. Estos mecanismos deben ser verificados en investigaciones futuras, al igual 

que si otras fases intermedias producen efectos diferentes. 

- Por otro lado, el estrés más persistente o crónico, como el experimentado durante 

la pandemia de COVID-19, podría tener un impacto diferente. Este estrés se asocia con 

un aumento en los síntomas de depresión y ansiedad, que tienden a llevar a un aumento 

en la aversión a las pérdidas. Las investigaciones futuras deberían determinar si este 

aumento representa el inicio de una toma de decisiones desadaptativa típicamente 

observada en estos trastornos. 
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- De hecho, los nuevos estudios deberían analizar el contexto decisional para 

obtener conclusiones más precisas sobre el papel que desempeña la aversión a la pérdida, 

y cualquier otro sesgo, en nuestras decisiones. 

- Hoy en día sabemos que, aunque ilógicas, muchas decisiones influenciadas por 

la aversión a las pérdidas son adaptativas. Este sesgo facilita el aprendizaje por refuerzo 

y la coherencia en nuestras decisiones, promueve las emociones necesarias para una 

interacción social adecuada, como la aversión a la injusticia, e incluso puede ser 

protectora contra comportamientos dañinos como las autolesiones y el suicidio. 

- Estos hallazgos nos llevan a reconsiderar cómo evaluamos lo que constituye una 

buena decisión. Los criterios no deben limitarse a la racionalidad clásica, y los modelos 

de toma de decisiones deben alinearse con la naturaleza humana, tal vez alejándose de los 

modelos económicos y confiando en las contribuciones recientes de la neurociencia. 

- Las nuevas líneas de estudio deben considerar aspectos como la satisfacción, la 

adaptación, la salud o el estatus que nuestras decisiones nos brindan, así como otros 

factores inherentes al proceso decisional. Los subprocesos cognitivos como el aprendizaje 

por refuerzo, la sensibilidad al feedback, la memoria de trabajo, el control de impulsos y 

la flexibilidad cognitiva pueden evaluarse para establecer estándares y detectar 

desviaciones basadas en ellos. 

- La evaluación de la toma de decisiones también debe considerar el uso de 

contextos decisionales ecológicamente válidos, representativos de nuestras decisiones 

tomadas en la vida real. Las nuevas tecnologías son grandes aliadas en este sentido y, a 

través del desarrollo de entornos virtuales, se espera contribuir al crecimiento de un 

campo de estudio tan complejo como es la toma de decisiones. 
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