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Abstract

X-ray binaries are fascinating stellar binary systems that consist of a compact
object as a neutron star or a stellar-mass black hole, in close orbital separation
with a companion normal star. These systems are detected at all wavelengths
across the electromagnetic spectrum, from radio in radio emitting binaries –also
called microquasars–, to X-rays and γ−rays.

Accretion is a fundamental process in X-ray binaries, where the companion
star transfers matter onto the compact object. As the material spirals towards
the core, it releases gravitational potential energy, which is eventually converted
into X-ray emission. This accretion-powered emission is a defining characteristic
of X-ray binaries and provides remarkable insights into the powerful physical
processes occurring in these systems. Moreover, most X-ray binaries fuel powerful
bipolar relativistic outflows, where a significant fraction of the accreting matter
is ejected with velocities close to the speed of light. These ejections, called
relativistic jets, can propagate up to large distances and interact with the
interstellar medium very far from the core of the binary. Thereby, jets are the
main way by which these systems exert feedback on its environment.

This thesis presents a comprehensive study of the propagation of relativistic
outflows in X-ray binaries, together with the accretion physics that powers them,
by combining numerical simulations and X-ray data analysis to unravel the
underlying fundamental mechanisms and physical properties of these fascinating
high-energy phenomena.

The first part of this research focuses on the development of state-of-the-
art numerical simulations to model relativistic outflows in these systems. By
employing advanced computational techniques in high performance computing,
we aim to accurately model the dynamics of the outflows and to reproduce
their observed features. To this objective, we developed a new computational
tool named lóstrego, a code that solves the equations of special relativistic
magnetohydrodynamics in Cartesian coordinates. The development of this code,



xii

where we implemented the most advanced capabilities, physical modules and
numerical methods in the field, is extensively validated in the thesis. Using this
code, a bunch of simulations of a relativistic outflow interacting with the powerful
stellar winds driven by the massive companion in a high-mass X-ray binary
were performed, considering for the first time in the context of microquasars the
dynamical evolution of magnetic fields. These type of simulations, including a
more complex setup, were also performed to study the microquasar SS 433, one
of the most powerful and exotic star system in the Galaxy.

In the second part of the thesis, we turn our attention to X-ray data analysis
of observations from X-ray binaries. By employing timing and spectral data
analysis techniques, we explored the characteristics of the X-ray emission and
investigated the correlation between these properties with the underlying physical
processes driving the outflows, which occur in the strong gravitational field of
the compact object. Two systems were analysed in the thesis: the gamma-ray
binary LS I+61 303, where we analysed the whole RXTE/PCA archival data of
the source, and the neutron star X-ray binary Scorpius X-1, where we used the
first observations of the source taken with the NICER observatory, a detector
onboard the International Space Station.

The findings of this thesis enhance our understanding of relativistic outflows
in microquasars. The synergistic approach of numerical simulations and X-ray
data analysis provides a comprehensive framework for studying these enigmatic
phenomena. Furthermore, the knowledge gained from this research has im-
plications for a range of astrophysical phenomena involving compact objects,
including active galactic nuclei –as also shown in the appendix of the thesis–,
pulsar wind nebulae and gamma-ray bursts.



Resumen

Introducción
Las estrellas binarias de rayos X (XRBs, por sus siglas en inglés) son sistemas
binarios estelares que albergan un objeto compacto (una estrella de neutrones
o un agujero negro de masa estelar) en órbita con una estrella compañera no
degenerada alrededor de un centro de masa común, que son luminosas –pero no
exclusivamente– en el rango de energía de rayos X. La estrella compañera (es
decir, la estrella donante o secundaria) suministra materia al objeto compacto
(es decir, la estrella acreedora o primaria), un proceso físico impulsado a través
del desbordamiento del lóbulo de Roche o por el impacto directo del viento
estelar. Dado el gran momento angular de la materia transferida hacia el objeto,
ésta no cae radialmente, sino que orbita a su alrededor, donde mediante procesos
disipativos se forma un disco de acreción. Los mecanismos que gobiernan la física
de los discos de acreción, la cual está directamente relacionada con los episodios
más energéticos del Universo, dependen de la masa y el estado evolutivo de
la compañera, de la masa relativa de las estrellas del sistema y también de su
separación orbital.

La mayoría de XRBs son objetos transitorios, y en determinados estados
espectrales de su evolución, estos sistemas producen potentes chorros relativistas
bipolares, en los que una fracción significativa de la materia de acreción es
expulsada con velocidades cercanas a la velocidad de la luz. Estos chorros, tam-
bién denominados jets relativistas, son eyectados de forma colimada extrayendo
energía del agujero negro [Blandford and Znajek 1977] o por fuerzas magnetocen-
trífugas desde el disco de acreción interno [Blandford and Payne 1982], y emiten
radiación sincrotrón no térmica en la banda de radio. Debido a este hecho, las
XRBs que también emiten en radio, en las que además se puede establecer el
origen de un chorro relativista, se denominan microcuásares [véase, por ejemplo,
Paredes and Marti 2003], por analogía con los chorros extragalácticos observados
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en los cuásares y otros núcleos galácticos activos (AGN, por sus siglas en inglés).
Aunque estos chorros se emiten desde una región muy cercana al objeto compacto
sometida a los efectos de la relatividad general, pueden propagarse hasta grandes
distancias e interactuar con el medio interestelar muy lejos del núcleo de la
binaria. Por tanto, los chorros relativistas constituyen uno de los canales de
salida de energía más importantes en este tipo de sistemas, y son la principal
vía por la que el objeto compacto, ya sea un agujero negro o una estrella de
neutrones, se comunica con su entorno.

De este modo, los microcuásares imitan los procesos dinámicos que rigen la
física de los núcleos galácticos, pero en escalas espacio-temporales extraordinari-
amente pequeñas. Esto permite observar y monitorizar la evolución del sistema,
ya que los tiempos característicos de la dinámica de acreción son accesibles
para el ser humano, al contrario de lo que ocurre en el estudio de los chorros
extragalácticos a gran escala. Debido a este hecho, las XRBs son escenarios
excelentes para investigar muchas de las principales incógnitas que rodean los
procesos físicos en este tipo de sistemas, por ejemplo, el vínculo entre la for-
mación del chorro y los distintos estados de acreción. Ademas, constituyen un
laboratorio natural para probar teorías de la gravedad en condiciones físicas
extremas, o incluso permiten estudiar la materia exótica ultra-densa en las
estrellas de neutrones, imposible de reproducir en los laboratorios terrestres.

En el contexto de esta tesis doctoral, el estudio de los chorros relativistas,
así como los procesos de acreción que los producen, constituye uno de los
objetivos principales. En los microcuásares, éstos se manifiestan como estructuras
persistentes o como una secuencia aparente de estructuras discretas [véase, por
ejemplo, Fender 2006], aunque también se han deducido otro tipos de eyecciones
que no es posible catalogar en ninguna de estas dos categorías. Estos son, por
ejemplo, los potentes vientos expulsados por el disco de acreción [Díaz Trigo
et al. 2013], o los denominados flujos ultrarrelativistas (URFs, por sus siglas en
inglés) descubiertos en algunos sistemas que contienen estrellas de neutrones.

• Fuentes persistentes. A diferencia de los chorros relativistas que existen
en las galaxias activas, en los microcuásares estos chorros no se observan
como estructuras extendidas, sino que se deducen principalmente de un es-
pectro plano (o ligeramente invertido) en radio y el infrarrojo. Unicamente
en dos XRBs, a saber, Cygnus X-1 [Gallo et al. 2005] y GRS 1915+105
[Dhawan, Mirabel, and Rodríguez 2000], se han podido resolver espacial-
mente estas estructuras con tamaños de unas pocas decenas de Unidades
Astronómicas. El espectro del chorro se caracteriza por una transición
de chorro, en la que la emisión pasa de ser ópticamente gruesa en la base
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a ópticamente delgada, y a frecuencias más bajas por un continuo, que
resulta de la superposición de radiación sincrotrón autoabsorbida emitida
desde diferentes regiones del flujo del chorro. Sin embargo, a medida que el
plasma se propaga desde el centro de la binaria, el campo magnético decae
y las partículas pierden energía, por lo que cabría esperar un espectro
electromagnético invertido, y no fundamentalmente plano, tal y como es
observado. Tradicionalmente, esto se ha explicado por la existencia de un
mecanismo de reposición de energía del plasma relativista que compensa
las pérdidas adiabáticas debidas a la expansión del chorro [Blandford and
Königl 1979, véase también Marino et al. 2020]. Por otro lado, aunque en
los microcuásares no hay una forma directa de determinar la velocidad de
un chorro estacionario compacto ya que el contra-chorro no está resuelto
[véase, sin embargo, Saikia et al. 2019, Tetarenko et al. 2021, donde se
intenta determinar el factor de Lorentz de un jet compacto], se puede
suponer razonablemente una velocidad ligeramente relativista, con factores
de Lorentz Γ < 2.

• Eyecciones discretas/transitorias. Este tipo de eyecciones se observan
como estructuras nodulares resueltas en la banda de radio, con altas
velocidades relativistas que pueden viajar a varios miles de UA del núcleo
de la binaria, mostrando flujos que decaen rápidamente. Aunque este
tipo de eyecciones se interpretaron tradicionalmente como plasmoides
transitorios [en la llamada interpretación de van der Laan van der Laan
1966], este modelo muestra varias debilidades [Klein-Wolt et al. 2002,
Fender et al. 2023, aunque véase también Tetarenko et al. 2017, donde los
autores aplican una variación del modelo de Van der Laan en el contexto
de la binaria V404 Cyg]. Esto favorece en su lugar la interpretación por
choques [Kaiser, Sunyaev, and Spruit 2000], donde la aparente morfología
discreta es producida por choques internos en el jet.

Por otro lado, Mirabel and Rodríguez 1994 demostraron por primera vez la
existencia de movimientos superlumínicos aparentes en la emisión de radio
de la fuente galáctica GRS 1915+105. Bajo este resultado, considerado
uno de los principales avances en el campo de los sistemas binarios, se pudo
concluir que los microcuásares pueden mostrar el mismo tipo de flujos
relativistas observados en los potentes chorros de las galaxias activas.

• Fluidos Ultrarelativistas Aunque no es habitual encontrar este tipo de
eyecciones en los sistemas binarios, se trata de una fenomenología relevante
para los propósitos de esta tesis doctoral. Los URFs no se observan
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directamente en los datos de radio o rayos X, sino que se deducen de la
correlación entre las erupciones en el núcleo y en los radio-lóbulos, a mayor
distancia del objeto compacto. Fomalont, Geldzahler, and Bradshaw 2001a
y Fomalont, Geldzahler, and Bradshaw 2001b dedujeron la presencia de
URFs en la binaria Sco X-1 correlacionando la variación de densidad de
flujo de los lóbulos y el núcleo, asumiendo un flujo subyacente que se
mueve a velocidades relativistas. Fender et al. 2004 también sugirió la
existencia de un evento de este tipo en la fuente Cir X-1, mientras que
Migliari et al. 2005 propuso la existencia de URFs en el microcuásar SS
433 para explicar la rápida variabilidad temporal de los chorros de rayos
X extendidos, inferidos a partir de observaciones de Chandra.

Objetivos

El estudio de los chorros relativistas puede llevarse a cabo desde diversos puntos
de vista. En particular, destacan dos aproximaciones: desde un punto de vista
observacional, mediante análisis de datos de observaciones a distintas longitudes
de onda de estos objetos, o desde un punto de vista numérico, mediante complejas
simulaciones numéricas realizadas en superordenadores capaces de manejar los
enormes costes computacionales requeridos en este tipo de cálculos.

Por un lado, el objetivo principal de la tesis doctoral es, por tanto, el desar-
rollo de una herramienta de cálculo capaz de resolver las ecuaciones que rigen
la dinámica de los chorros relativistas. Estas ecuaciones definen el sistema de
la magnetohidrodinámica relativista (RMHD, por sus siglas en inglés), donde
además, se tiene en cuenta el rol dinámico de los campos magnéticos en la evolu-
ción del fluido. Sin embargo, a pesar de la capacidad actual de las arquitecturas
de alto rendimiento, las simulaciones numéricas de chorros en microcuásares
apenas se han abordado en la literatura. Bajo nuestro punto de vista, esto
se debe a que, en los sistemas binarios, los chorros no suelen observarse como
estructuras espacialmente extendidas (salvo en unas pocas excepciones, como ya
se ha mencionado), sino que se infieren a partir del espectro plano en radio y en
el infrarrojo, por lo que la comparación directa entre las simulaciones numéricas
y las observaciones es más difícil de abordar. Sin embargo, comprender los
principios básicos que rigen la dinámica de los chorros en estas fuentes tam-
bién es esencial para caracterizar el comportamiento general del sistema y su
interacción con el medio, aunque los chorros de la fuente no se hayan podido
resolver espacialmente. Para ello, las simulaciones numéricas son particularmente
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necesarias. Así, siguiendo este razonamiento, esta tesis doctoral plantea los
siguientes objetivos:

• En primer lugar, extender la linea de trabajo iniciada por una serie de
trabajos hace más de una década [Perucho and Bosch-Ramon 2008, Pe-
rucho, Bosch-Ramon, and Khangulyan 2010, Perucho and Bosch-Ramon
2012], donde se desarrollaron simulaciones de interacción de un jet con el
viento de la estrella compañera en el límite hidrodinámico relativista. Sin
embargo, ninguno de dichos trabajos consideró el efecto dinámico de los
campos magnéticos en la evolución del chorro, asumiendo que éstos últimos
están dominados por la energía cinética en la escala de la binaria. Esta
hipótesis resulta razonable, ya que aunque se estima que los chorros están
dominados magnéticamente cerca del objeto compacto, son acelerados
hasta velocidades (moderadamente) relativistas mediante procesos mag-
netohidrodinámicos y/o térmicos (es decir, proceso de Bernoulli), donde
también pueden ser cargados con partículas a partir de la interacción con
el disco de acreción y/o el viento de la estrella compañera. Por consigu-
iente, a pesar de que esperamos que la energía cinética domine la potencia
total del chorro a escala de la binaria, debemos entender hasta qué punto
incluso un campo magnético relativamente débil –desde el punto de vista
de la potencia total del jet– puede afectar a la evolución dinámica del
fluido, ya sea favoreciendo su colimación, o bien desencadenando más
inestabilidades [véase, por ejemplo, Massaglia et al. 2022, para el caso de
chorros de tipo Fanaroff-Riley I]. Además, incluso los campos magnéticos
moderadamente débiles pueden reforzarse localmente y desempeñar un
papel importante en la conformación de la emisión no térmica del chorro
mediante la aceleración de partículas, enfriamiento y/o desencadenando
emisión de radiación sincrotrón. Por otro lado, también es posible que la
disipación magnética no sea tan eficiente como generalmente se espera y,
por tanto, los chorros aún pueden estar cerca de equipartición en la escala
de la binaria. Estas dos posibilidades, junto con los efectos de los campos
magnéticos sobre la dinámica del chorro y la estabilidad a largo plazo, se
abordarán por primera vez mediante simulaciones RMHD tridimensionales
en esta tesis doctoral.

• Seguidamente, ayudar a la comprensión de los chorros relativistas en el
microcuásar SS 433, especialmente la configuración del campo magnético
en los chorros, así como su propia morfología global. De hecho, todavía
no existe consenso acerca de la naturaleza continua o discreta del fluido
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en los chorros de la fuente [véase, por ejemplo, Stirling et al. 2004, Miller-
Jones et al. 2008, Marshall et al. 2013]. En particular, en esta tesis
pretendemos abordar, precisamente, el efecto que dicha morfología tiene
sobre la estructura del campo magnético a la escala del sub-parsec, donde
un análisis de polarización de la emisión radio sugiere que el campo se alinea
con la dirección local del vector velocidad tras un periodo de precesión
completo. Además, mediante complejas simulaciones RMHD adaptadas
a las particularidades de esta fuente, buscamos entender de qué manera
las colisiones internas entre estructuras discretas afectan a la morfología
global del sistema, procesos de disipación y deceleración efectiva de los
chorros. Esta información puede ser especialmente relevante a la hora de
establecer conexiones entre las pequeñas escalas en las que se concentran
las simulaciones con los procesos dinámicos globales de la fuente, donde se
plantea que los chorros relativistas de la binaria conforman una cavidad
en la nebulosa W50 [véase, por ejemplo, Safi-Harb et al. 2022].

Por otro lado, desde un punto de vista puramente observacional, se plantean
los siguientes objetivos:

• Discernir la naturaleza del objeto compacto y el comportamiento global del
sistema en la binaria de rayos gamma LS I +61 303, una fuente compleja
que muestra propiedades únicas entre todas las binarias conocidas. A
lo largo de las últimas décadas se han establecido diferentes modelos
para explicar dichas propiedades, especialmente los procesos de emisión
no térmica. Por un lado, se plantea que dicha emisión puede provenir
de la interacción de un chorro relativista con los potentes vientos de la
estrella compañera (tal y como planteamos en nuestro primer trabajo de
simulaciones), mientras que otros autores utilizan la interacción de vientos
en un pulsar. Los resultados publicados recientemente por Weng et al. 2022,
donde se detectan rápidos pulsos de radio que provienen de la localización
de la binaria, sugieren la existencia de una estrella de neutrones, pero esto
no aporta nueva información acerca de la configuración global del sistema,
puesto que los chorros relativistas también pueden ser eyectados por estos
objetos compactos.

El objetivo principal del análisis consiste en presentar un estudio completo
de la variabilidad espectral y temporal de la fuente a lo largo de varios años
de exposición, para lo que utilizaremos el archivo histórico de datos del
detector Rossi X-ray Timing Explorer (RXTE). A pesar de que el reducido
número de fotones detectados por unidad de tiempo dificulta el análisis
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planteado, un estudio de estas caracterśticas puede aportar infromación
relevante que, de otra manera, se perdería en el ruido de la señal.

• Presentar y analizar los primeros datos de la binaria Scorpius X-1 (Sco X-1)
medidos con el detector The Neutron Star Interior Composition Explorer
(NICER), a bordo de la Estación Espacial Internacional. En este caso,
el objetivo principal del estudio consiste en aplicar técnicas de análisis
temporal para detectar, medir y clasificar la rápida variabilidad temporal
de la fuente. En concreto, buscamos seguir la evolución de las llamadas
oscilaciones cuasi-periódicas (QPOs, por sus siglas en inglés) de baja
frecuencia, ya que estas pueden aportar información muy valiosa acerca de
los procesos de acreción muy cerca del objeto compacto, así como de la
conexión entre estos procesos y la formación de chorros relativistas. Es de
especial interés para los objetivos de la tesis la comparación del análisis
que presentamos con los resultados publicados en Motta and Fender 2019,
ya que en este artículo, los autores plantean que la existencia de URFs
asociados a Sco X-1 puede relacionarse con un determinado estado de
acreción gracias a la detección simultánea de un patrón concreto de QPOs
de baja frecuencia. Por tanto, este estudio pretende confirmar la existencia
de dichos patrones tambien en los datos de NICER, ya que estos datos
serán utilizados posteriormente para establecer la existencia de URFs a
través de la correlación con observaciones simultáneas que se han realizado
en la banda de radio durante la misma campaña de monitorización.

Metodologia
La metodologia desarrollada en esta tesis doctoral se basa en tres aspectos
fundamentales: la construcción de un entorno computacional en el que desarrollar
simulaciones numéricas en el campo de la RMHD, la implementación de entornos
específicos en el código para el desarrollo de dichas simulaciones en el contexto
de la propagación de chorros en microcuásars y el desarrollo e implementación de
algoritmos para el análisis de datos de observaciones de rayos X, especialmente
aplicado a los instrumentos RXTE y NICER, puesto que son los detectores
empleados en el análisis.

Herramienta computacional

El código lóstrego es una nueva herramienta computacional que permite
simular plasmas astrofísicos relativistas en coordenadas cartesianas, desarrollado
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en el contexto de esta tesis. El algoritmo está escrito íntegramente en fortran, y
resuelve las ecuaciones conservativas de la RMHD especial con volúmenes finitos.
lóstrego ha sido especialmente diseñado para ejecutarse en múltiples núcleos
(cores), pudiendo explotar la capacidad de las arquitecturas paralelas modernas
mediante un esquema de paralelización híbrido con descomposición paralela del
dominio (message passing interface, MPI) e hilos (threads) paralelos (OpenMP,
OMP). Las técnicas numéricas del algoritmo se basan en los métodos de captura
de choque de alta resolución, los cuales a lo largo de las últimas décadas han
demostrado ser robustos y precisos en múltiples aplicaciones, extendiendo las
técnicas implementadas en Martí 2015b a tres dimensiones espaciales. De forma
genérica, el algoritmo implementado en el programa se basa en el siguiente
flujo de tareas: primero, las variables primitivas promedio de cada celda se
reconstruyen sobre las interfaces, donde se resuelve numéricamente un problema
de Riemann empleando un resolvedor de Riemann aproximado. Una vez resueltos
los flujos en cada interfaz, las variables conservadas evolucionan en el tiempo
explícitamente mediante algoritmos Runge-Kutta de variación total decreciente
(TVD, por sus siglas en inglés), mientras que los campos magnéticos se actualizan
mediante el método de transporte restringido (CT, por sus siglas en inglés).
Después de cada iteración temporal, se aplica un esquema de inversión para
recuperar las variables primitivas.

Además, también hemos desarrollado en el entorno del código un módulo de
transporte radiativo, mediante el cual se tienen en cuenta los efectos dinámicos
de acople entre la materia y un campo de radiación externo. Mediante este
módulo, hemos implementado y testeado, por primera vez en este contexto, una
nueva familia de resolvedores de Riemann que permiten mejorar los métodos
existentes en cualquiera de los dos régimes de radiación (medio ópticamente
grueso vs. ópticamente delgado), los llamados resolvedores de Riemann no
jacobianos. Este módulo, junto a las técnicas requeridas para su implementación
en lóstrego, supone un importante avance en los procesos físicos descritos por
el código, y establece las bases para el desarrollo de simulaciones más complejas
en diversos campos, como los procesos de acreción supercrítica (importantes
para el estudio, también, del microcuásar SS 433) o la formación y propagación
de chorros en los brotes de rayos gamma (GRBs, por sus siglas en ingés).

Simulaciones numéricas

Para estudiar la propagación de jets en sistemas binarios, desarrollamos com-
plejas simulaciones numéricas empleando nuestro código lóstrego. Dichas
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simulaciones se llevan a cabo en superodenadores, lo que permite explotar la
paralelización híbrida basada tanto en procesos con memoria compartida en un
mismo nodo, como procesos con distribución de memoria entre nodos distintos.
Por otro lado, los métodos de volúmenes finitos en los que se basa el código
permiten resolver las ecuaciones en una malla numérica, formada por un conjunto
de elementos discretos donde se promedian las distintas variables del sistema.

En el caso de las simulaciones de interacción jet-viento con campo magético,
utilizamos una malla rectangular uniforme, donde el viento de la estrella llena
toda la extensión de la malla. Consideramos, además, un viento inhomogéneo,
al que caracterizamos con una estructura fractal. El jet, por el contrario, se
inyecta como una condición de contorno, cargado con un campo magnético
puramente toroidal, de forma que la interacción se produce desde el principio
de la simulación. Este estudio require, además, el desarrollo de programas de
post-proceso para poder analizar la distribución de energía a lo largo de las
distintas fases de evolución del chorro.

La simulación de los chorros con movimiento de precesión en SS 433 es
mucho más compleja que la anterior, donde empleamos una arquitectura de
malla especialmente diseñada para realizar esta simulación. En este caso, la
condición de contorno se extiende dentro de la malla, en la cual disponemos un
inyector cilíndrico precesando a la frecuencia determinada por los chorros de la
fuente. El objetivo principal de este trabajo consiste en estudiar la dinámica
de estructuras discretas con velocidades relativas no uniformes, para lo que
planteamos una estrategia basada en una serie de simulaciones sucesivas. En
primer lugar, inyectamos un chorro de forma continua para crear una cavidad
chocada y un entorno más adecuado para llevar a cabo la propagación de nuestras
estructuras discretas. Seguidamente, éstas se inyectan también en la malla con
una determinada dispersión de velocidades. Como el objetivo del estudio es
estudiar la colisión de estas estructuras, hemos diseñado una malla numérica
no uniforme en la que se concentra un mayor número de celdas de cálculo (es
decir, una mayor resolución), en la región interior de la caja, donde esperamos
que se produzcan dichas interacciones, a la vez que evitamos que la inyección
anterior alcance las fronteras del sistema. Finalmente, hemos desarrollado un
conjunto de algoritmos para poder extraer, a partir de los resultados de las
simulaciones, observables especificos que puedan ser comparados directamente
con los datos observacionales de la fuente real. Debido al elevado coste de estas
simulaciones, éstas han sido desarrolladas a través de un proyecto de cálculo de
alto rendimiento dentro de la Red Espanola de Supercomputacion, para lo cual
hemos empleado un total de 4 millones de horas de tiempo computacional.
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Procesado de datos

Para llevar a cabo el análisis de datos planteado en los objetivos de la tesis,
hemos desarrollado una serie de algoritmos que, de forma automática, permiten
extraer una gran cantidad de información a partir de una serie de datos de rayos
X. Estos algoritmos se basan, fundamentalmente, en la aplicación de técnicas
de análisis espectral (incluyendo el denominado análisis de color) y análisis
temporal.

Análisis espectral El análisis espectral de XRBs consiste en calcular e in-
terpretar espectros de energía para obtener información cuantitativa sobre sus
diferentes componentes: emisión térmica del disco de acreción, emisión no tér-
mica de la corona, emisión sincrotrón de un chorro relativista, etc. El espectro
electromagnético suele ajustarse con modelos teóricos siguiendo estadísticos de
prueba χ2 [Arnaud 1996], lo que permite deducir magnitudes físicas como la
temperatura del disco, la energía y opacidad de los electrones Comptonizantes
en la corona, o la presencia de líneas de emisión procedentes del disco, entre
otras.

Análisis de color Como alternativa a los espectros de energía tradicionales, el
análisis de color puede proporcionar información importante sobre las propiedades
espectrales de la fuente. Los colores de rayos X son, por definición, relaciones de
dureza que cuantifican la diferencia de brillo entre dos bandas determinadas de
energía. En otras palabras, un color es una relación entre los recuentos, flujos o
luminosidades de la fuente en diferentes intervalos de energía, que deben definirse
en cada caso según las características del sistema y la respuesta del instrumento.
Las bandas de baja energía se denominan suaves, mientras que las bandas de
alta energía se denominan duras.

En el campo de las XRBs, hay dos representaciones estándar que implican
colores de rayos X: el diagrama color-color (CD, por sus siglas en inglés), en
el que un color se representa frente a otro, y el diagrama dureza-intensidad
(HID, por sus siglas en inglés), en el que un color (o la relación de dureza) se
representa frente a la intensidad de la emisión. Ésta última se define como la
tasa de recuento, flujo o luminosidad de la fuente en el rango de energía que
cubre las sub-bandas utilizadas para definir los colores o, en su defecto, todo
el rango de energía del instrumento. En esta tesis, utilizaré estas técnicas para
estudiar las propiedades espectrales de la binaria Sco X-1. Además, los XRBs
suelen trazar un patrón característico en este tipo de representaciones, que suele
interpretarse como una consecuencia del régimen de acreción subyacente. De
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esta manera, el análisis del color es una poderosa herramienta que debe utilizarse
junto con el análisis espectral de banda ancha y las técnicas de análisis temporal,
ya que, como se ha mencionado anteriormente, se ha demostrado que muchas de
las propiedades espectrales de una fuente de rayos X están conectadas con los
diagramas CD y HID.

Análisis temporal El análisis temporal es el principal objetivo de la segunda
parte de la tesis [véase por ejemplo, Belloni, Psaltis, and van der Klis 2002,
van der Klis 2006, Motta et al. 2017, Ingram and Motta 2019]. Consiste en un
conjunto de técnicas para evaluar la rápida variabilidad en la emisión de rayos
X de los XRBs, que es el principal trazador de los procesos dinámicos en el flujo
de acreción interno, dentro del fuerte campo gravitatorio del objeto compacto.

Este tipo de análisis se realiza mediante técnicas de Transformada de Fourier
(en concreto, algoritmos de Transformada Rápida de Fourier), que nos permiten
convertir los datos desde el dominio temporal al dominio de la frecuencia. En
particular, el espectro de densidad de potencia (PDS, por sus siglas en inglés) es
en general el principal resultado del proceso, proporcionando una densidad de
potencia en función de la frecuencia de Fourier, donde la primera es proporcional
a la amplitud de variabilidad en la curva de luz en una escala de tiempo corta
[van der Klis 1989].

Típicamente, el espectro de potencia refleja tres características fundamentales
[véase, por ejemplo, Belloni, Psaltis, and van der Klis 2002, para una revisión
profunda del tema]: (I) pulsaciones coherentes, que aparecen como picos de
frecuencia única no resueltos originados principalmente por pulsaciones de espín
en púlsares, (II) estructuras aperiódicas amplias, normalmente denominadas
ruido, y (III) picos estrechos resueltos, las denominadas QPOs. Los componentes
de ruido suelen representar señales reales de la fuente, ya que el ruido asociado
a las estadísticas de recuento (es decir, el ruido de Poisson) suele eliminarse
de la PDS durante el análisis. El potencial de los QPO como herramienta
de diagnóstico para entender las regiones internas del disco de acreción se
comprendió desde su descubrimiento hace más de 50 años, y se han observado
en binarias de estrellas de neutrones y agujeros negros, así como en otros tipos
de fuentes, como los AGN.

Sin embargo, al contrario de lo que ocurre con el análisis espectral, no existe
un modelo físico particular para describir estos componentes temporales, que
se caracterizan principalmente por la frecuencia central, su anchura y el estado
espectral. El procedimiento estándar consiste en ajustar el espectro de potencia
con un modelo multilorentziano, donde una función lorentziana representa la
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transformada de Fourier de una sinusoide amortiguada exponencialmente. Para
ello, emplearemos el software ghats, un programa de análisis temporal, junto a
las funciones de ajuste proporcionadas por el software xspec.

Conclusiones

En esta tesis doctoral, hemos desarrollado una nueva herramienta para realizar
simulaciones numéricas en el campo de la astrofísica relativista, en la que hemos
implementado una gran cantidad de técnicas numéricas, algoritmos y procesos
físicos, incluyendo un módulo de transporte radiativo. Utilizando este código,
al que hemos bautizado como lóstrego, hemos desarrollado las primeras
simulaciones con campo magnético de chorros relativistas propagándose en un
sistema binario. En concreto, hemos simulado la interacción de un jet con el
viento emitido por su estrella compañera, centrándonos en los efectos dinámicos
que la existencia de campos magnéticos tienen en este proceso. Además, hemos
diseñado un setup para simular los jets de un sistema en particular, el microcuásar
SS 433, donde la principal particularidad de estos chorros es su constante
movimiento de precesión. Por otro lado, en el bloque observacional de la tesis,
hemos estudiado las propiedades espectrales y temporales de dos binarias de
rayos X específicas: el sistema LS I +61 303, uno de los objetos más misteriosos
de la Galaxia, y la binaria de estrella de neutrones Sco X-1, ampliamente
estudiada desde su descubrimiento en la década de los 60. Para ello, hemos
utilizando, respectivamente, datos de los observatorios RXTE y NICER, y
hemos empleado técnicas de análisis temporal para analizar la gran cantidad
de datos proporcionados por dichos instrumentos. A continuación, expongo las
conclusiones principales de nuestro estudio en estos bloques:

• Hemos realizado tres simulaciones numéricas diferentes de chorros de
microcuásares propagándose a través de un viento estelar no homogéneo
utilizando el nuevo código lóstrego, creado en esta tesis para realizar
cálculos en astrofísica relativista. Nuestra configuración numérica se
basó en el espacio de parámetros descrito en simulaciones hidrodinámicas
tridimensionales previas, incluyendo un campo magnético toroidal en
equilibrio transversal con el gas para analizar su papel en la dinámica
del chorro y su estabilidad a largo plazo. Presentamos la evolución del
chorro a lo largo de los minutos iniciales tras la inyección, lo que nos
permitió mantener un punto de inyección estable en la malla y despreciar
el movimiento orbital de la binaria. Nuestras simulaciones muestran
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que el campo magnético podría desempeñar un papel estabilizador en la
evolución del chorro siempre que el flujo de energía magnética sea inferior
al flujo de energía cinética. Este efecto estabilizador confiere a los chorros
magnetizados simulados una colimación adicional, en comparación con
chorros similares no magnetizados. Por el contrario, un flujo de energía
magnética no despreciable se traduce en una desestabilización del fluido,
con la consecuencia de una mayor disipación de energía y una velocidad de
propagación de la cabeza del chorro más lenta. De esta manera, concluimos
que la evaluación de la probabilidad de propagación del chorro más allá de la
región de la binaria debe revisarse en presencia de campos magnéticos. En
Perucho and Bosch-Ramon 2008, Perucho, Bosch-Ramon, and Khangulyan
2010 se llegó a la conclusión de que esto dependía básicamente de la potencia
del chorro, mientras que en este trabajo vemos que los chorros de baja
potencia con campos relativamente débiles podrían propagarse distancias
más largas sin desestabilizarse. Sin embargo, los chorros más potentes, por
el contrario, podrían verse perturbados por inestabilidades impulsadas por
corrientes si el campo magnético es dinámicamente relevante a las escalas de
la binaria. Por tanto, concluimos que es necesaria una caracterización más
exhaustiva del papel del campo magnético en los chorros de microcuásares
a estas escalas para poder establecer un límite adecuado del flujo de
energía mínimo que permita la propagación del chorro más allá del sistema
progenitor.

• Tras nuestro análisis preliminar, encontramos dos argumentos relevantes
que apoyan la existencia de componentes discretos en los jets del mi-
crocuásar SS 433: en primer lugar, si las estructuras discretas tienen
una dispersión de velocidad –lo que parece razonable según los datos
observacionales– la interacción entre ellas da lugar a estructuras alargadas
compactas que son menos propensas al desarrollo de inestabilidades que el
flujo continuo. Estas estructuras más grandes, que no sufren deceleraciones
importantes en las escalas simuladas, pueden por tanto propagarse con
mayor facilidad a distancias mayores. En segundo lugar, mediante algorit-
mos de post-procesado, demostramos estadísticamente que la existencia
de colisiones internas entre este tipo de estructuras discretas produce una
componente del campo magnético que se alinea con la dirección del vec-
tor velocidad, al contrario que en los chorros continuous donde el campo
toroidal es advectado siguiendo la traza cinemática extraída de la simu-
lación. Además, también hemos intentado abordar la existencia de URFs
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en el sistema, pero el espacio de parámetros de esta simulación no fue
apropiado para reproducir el resultado observacional esperado.

• En cuanto a la binaria de rayos gamma LS I +61 303, hemos analizado
todos los datos de rayos X del archivo de RXTE de la fuente, tomados
entre 1996 y 2011, con el fin de investigar la variabilidad temporal rápida
de rayos X en el sistema, utilizando el software ghats.

En primer lugar, hemos calculado el periodo intrínseco de la emisión de
rayos X medida por RXTE utilizando tres técnicas independientes. Los
tres métodos arrojaron un periodo estadísticamente compatible tanto con
el periodo orbital de la binaria como con el atribuido a los movimientos de
precesión del jet (asumiendo en este caso que el sistema es un microcuásar),
de modo que los datos de RXTE no permiten distinguir entre ellos.

Por otro lado, las PDS promediadas en fase no muestran ninguna señal
periódica o aperiódica estadísticamente significativa, aparte de un débil
componente de ruido rojo a bajas frecuencias, posiblemente atribuido al
sistema. La amplitud de dicho componente muestra una dependencia de
fase moderada, aunque no se pudo encontrar una correlación fuerte a lo
largo de todas las fases. Nuestros resultados también muestran que la
variabilidad tiende a disminuir cuando aumenta el flujo, algo típico de los
sistemas binarios con procesos de acreción. En conclusión, nuestro análisis
temporal no arroja luz sobre la naturaleza del sistema ni sobre el tipo de
objeto compacto que alimenta la binaria. Por lo tanto, se requieren nuevas
observaciones de esta fuente en el rango de energía de los rayos X para
investigar su comportamiento con más detalle.

• El análisis de datos de Sco X-1 a partir de observaciones de NICER es
el primero de estas caracterśiticas, el cual fue llevado a cabo en el año
2019 como parte de una gran campaña para estudiar la actividad de la
fuente en distintas longitudes de onda. Gracias a la gran área colectora
del instrumento y a la posibilidad de procesar las altas tasas de recuento
de la fuente, NICER proporciona los datos de mayor calidad entre todos
los instrumentos de rayos X involucrados en la campaña de observación.
Utilizando el paquete de software ghats, extrajimos una curva de luz y
un HID para caracterizar los estados espectrales de la fuente durante estas
observaciones. A continuación, empleamos técnicas de análisis temporal
para obtener una amplia colección de PDS donde detectamos las QPOs
del sistema, y seguimos la evolución de sus características en el tiempo y a
lo largo de los diferentes estados espectrales que Sco X-1 traza en el HID.
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Los resultados del ajuste muestran una rica variedad de QPOs de baja
frequencia en las observaciones de NICER: aproximadamente la mitad
de las PDS que inspeccionamos muestran algún tipo de estructura cuasi-
periódica, mientras que el resto están dominadas por componentes de
ruido de banda ancha. También observamos dos tipos distintos de QPO
más difíciles de clasificar según las categorías anteriores, que son eventos
poco frecuentes que aparecen en estados activos de la fuente, similares a
otras QPOs observadas en binarias de agujero negro. Por otro lado, hemos
podido probar la existencia de un tipo particular de QPO conocida como
HBO aislada, la cual no se había observado previamente en los datos de
RXTE, aunque se tiene constancia de su existencia. Además, nuestros
PDS muestran, de forma ocasional, el mismo tipo de patrón que aquél
planteado por Motta and Fender 2019 en relación a la eyección de fluidos
relativistas en la fuente. Aunque la discusión de este trabajo se encuentra
todavía en una fase preliminar, los resultados que hemos presentado en
esta tesis son prometedores para entender el comportamiento de la binaria.
El estudio de los datos en la banda de radio permitirá determinar con
mayor precisión la relación, en caso de existir, entre los dos fenómenos
referidos anteriormente.

En conclusión, los resultados de esta tesis ayudan a comprender con mayor
precisión los chorros relativistas en sistemas binarios, así como los procesos de
acreción que los alimentan. El enfoque sinérgico de simulaciones numéricas y
análisis de datos de rayos X proporciona un marco completo para estudiar estos
enigmáticos fenómenos. Los conocimientos adquiridos en esta investigación tienen
implicaciones para una serie de fenómenos astrofísicos en los que intervienen
objetos compactos, incluidos los AGN –como también se muestra en la tesis, pero
también muchos otros, como las nebulosas de viento de púlsar o los poderosos
GRBs.
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Chapter 1
Introduction

1.1 Introduction

X-ray binaries (XRBs) are stellar binary systems hosting a compact object (CO;
a neutron star (NS) or a stellar-mass black hole(BH)) in orbit with a companion
non-degenerate star around a common centre of mass, which are luminous –but
not exclusively– in the X-ray energy range (Fig. 1.1). The star (i.e, the donor or
secondary star) supplies matter to the CO (i.e, the accretor or primary star),
a physical process driven through Roche-lobe overflow or by the direct impact
of the stellar wind (see Sec. 1.2.2). Given the large angular momentum of the
fallen matter, the latter does not fall radially towards the CO, but spirals around
it, where by dissipative processes an accretion disc is formed (see below). The
mechanisms that govern the accretion physics, which is directly connected to
the most powerful events in the Universe, depend on the mass and evolution
stage of the companion, the mass ratio of the stars in the system and also their
orbital separation.

Most XRBs are transient objects, and in some specific states, these systems
produce powerful bipolar relativistic outflows, where a fraction of the accreting
matter is ejected with velocities close to the speed of light. These collimated
ejections, called relativistic jets, may be launched by extracting energy from the
BH [Blandford and Znajek 1977] or by magnetocentrifugal forces from the inner
accretion disc [Blandford and Payne 1982], and emit non-thermal synchrotron
radiation in the radio band. Due to this fact, radio emitting XRBs are also called
microquasars [see e.g., Paredes and Marti 2003], in analogy with the large-scale
extragalactic jets observed in quasars and other Active Galactic Nuclei (AGN).



2 Introduction

Figure 1.1 An artist’s impression of a black hole X-ray binary. In this picture, accretion
is driven by Roche-lobe overflow and the formation of relativistic jets and winds is also
represented. Image credit: Instituto de Astrofísica de Canarias.

Although these jets are emitted from a region very close to the CO, they can
propagate up to large distances and interact with the interstellar medium (ISM)
very far from the core of the binary. Therefore, relativistic jets are one of the
most important energy output channels and the main way by which the CO
provides feedback with the environment.

In such a way, microquasars mimic the dynamical processes that govern
the physics of AGN, but in extraordinarily small spatial and temporal scales.
This allows us to observe and follow the evolution of the system, because the
characteristic times of the accretion dynamics is humanly accesible, contrary
to what happens in AGN. Due to this fact, XRBs are excellent systems to
investigate the link between the jet formation and the different accretion states,
and they also constitute a natural laboratory to test theories of gravity under
extreme physical conditions, or even the exotic physics of ultra-dense matter in
NSs, unfeasible to reproduce in Earth-based facilities.

1.2 Constituents and classification

The most relevant elements of XRBs/microquasars are: the CO (primary
star), which accretes matter from the companion star (secondary star); the
accretion disc, formed by the accreting material and responsible for the X-ray
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Figure 1.2 An schematic illustration of a BH microquasar, where accretion is governed by
Roche-lobe overflow. The star and the disc are not to scale.

emission; and the relativistic outflows, ejected from the inner disc in the
strong gravitational field of the CO. A simplistic sketch of these constituents (not
to scale) is shown in Fig. 1.2. This section provides a brief but comprehensive
description of their main physical properties.

1.2.1 Compact object and companion star

According to the type of CO, XRBs are mainly classified in three categories: BH
X-ray binaries (BHXBs), which host a stellar-mass BH, NS X-ray binaries
(NSXBs), which host a NS, and Cataclismic Variables (CVs), that host a white
dwarf. In this chapter, I will focus on the first two types of systems, since
CVs are less luminous in X-rays and thus are sometimes disregarded from this
category [see e.g., Giovannelli 2008, for a review].

Generally speaking, NS and BHXBs show similar properties, and for many
years they tended to be explained with the same physical models. However,
there are also noteworthy differences in their emission and underlying physical
behaviour. For example, relativistic jets are observed in both systems, but the
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wealth of studies in BH binaries is unmatched when it comes to NSs, mainly
because the latter usually have weaker radio emission (a factor ∼ 30 less for
the same X-ray luminosity) that often lies below the instrumental detection
capabilities. Jets are common in NSXBs that host NSs with weak magnetic
fields (B ≤ 109 G), but recently they have also been associated with at least
one highly magnetized HMXB [van den Eijnden et al. 2018]. Moreover, jets are
not quenched in the so-called soft state of NSs [Migliari et al. 2004] with only a
few exceptions [see e.g., Miller-Jones et al. 2010], while their emission is always
suppressed in the case of BHs in this state [Coriat et al. 2011].

Their spectral and timing properties are very similar, defining in both cases
three fundamental accretion states (see details in Sec. 1.4). The transition
between them seems to be determined by the accretion rate itself, and barely
affected by the nature of the CO. There are, however, slight distinctions. BHXBs
usually have harder spectra, and NS systems show faster transitions between
spectral states [see e.g., Muñoz-Darias et al. 2014]. There are also some timing
features that are exclusive of NS systems (for example, the so-called hectohertz
quasi-periodic oscillations (QPOs), see Sec. 1.3.3), while BHs tend to show less
power at higher frequencies. In the so-called radio-X-ray luminosity diagram (see
Sec. 1.3.3), these systems present a distribution in two separate branches, one
corresponding to radio loud XRBs and other to radio quiet systems. However,
the distribution appears more scattered for NSs than for BHs and it is thus more
difficult to interpret in the former case.

In conclusion, the existence of a solid surface in the case of NSs, together
with a magnetic field anchored to the surface could play a role in determining the
physical behaviour of the binary, its emission and the properties of the outflow.
Regarding the latter, even the mechanisms of jet formation can be different for
these two types of systems, since among the two traditional mechanisms of jet
formation (i.e., Blandford-Znajeck vs. Blandford-Payne), only the latter can
operate in the case of NSXBs. A brief discussion about the mechanisms of jet
formation that operate on XRBs is provided below (see Sec. 1.2.3).

A special type of NS that deserves more attention is the pulsar [see e.g.,
Caballero and Wilms 2012, for a review], a rapidly rotating NS with a strong
magnetic field that produce periodic multi-wavelength emission, mostly in the
radio band, but also in X-rays and γ-rays. Pulsars may be divided in two main
categories: isolated rotation-powered pulsars and accretion powered pulsars. In
rotation powered pulsars, or isolated radio pulsars, the magnetic field of the
star, which ranges from 108 to 1015 G (the strongest magnetised pulsars with
1013 − 1015 G are called magnetars), is misaligned with respect to the rotation
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axis, and particles are accelerated towards the magnetic poles of the star, where
they eventually produce powerful beams of radiation. As the pulsar rotates,
these beams sweep across space like a lighthouse beam, and can be detected
as a perfectly regular pulse in the radio emission of the system when crossing
the line of sight of the observer. In accretion powered pulsars, or XRB
pulsars, pulses are generated by the accretion flow striking the NS. Instead of
falling uniformly onto the NS, the accreting matter from the companion star
is channeled by the pulsar’s magnetic field onto the magnetic poles of the CO,
resulting in a pair of hot spots on the pulsar surface. As the pulsar spins, these
hot spots are brighter in X-rays than the rest of the star, giving rise to X-ray
pulsations at the spin rate. An interesting sub-class of these objects are the
so-called millisecond pulsars [Patruno and Watts 2021], which are older stars
characterised by faster spin periods (on the order of several milliseconds), and
weaker magnetic fields. In the last years, magnetars have also been proposed to
be at the origin of the mysterious Fast Radio Bursts, which are transient and
intense bursts of radio emission that last for a very short time, but whose nature
is still largely debated [see e.g., Mahlmann et al. 2022, and references therein].

Contrary to BH systems, NSs can also exhibit thermonuclear X-ray bursts
[also called type-I X-ray bursts; Galloway et al. 2008], which are sudden increases
of the X-ray luminosity followed by an exponential decay. These phenomena are
typically related with a thermonuclear flash as accreted hydrogen and helium
from the donor star piles up on the star surface. Since the presence of a solid
surface is required for the existence of X-ray bursts, its detection is a good
marker to disentangle the type of CO in a binary system.

According to the mass of the companion star, XRBs are classified as low-
mass X-ray binaries (LMXBs), hosting solar or sub-solar mass companions,
and high-mass X-ray binaries (HMXBs), which host secondary stars of O
or B spectral class. The main difference between them is the way by which the
donor star transfers matter to the CO, which depends on the mass and evolution
stage of the companion and on the mass ratio of the stars in the system. These
processes are: (1) Roche-lobe overflow, which can occur in both systems, and
(2) wind accretion, which is particular of HMXBs with strong stellar winds.

Low mass X-ray binaries In this type of binary, the companion star is a
main sequence star (≤ 2M⊙) and shows short orbital periods. Mass transfer
occurs through Roche lobe overflow, where the Roche lobe is the region around
a star in a binary system within which orbiting material is gravitationally bound
to that star. This can be triggered by the evolution of the binary, where the
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orbital separation can shrink, or by the stellar evolution of the companion, such
that the donor can increase its size until the accretor remove its outer layers.
Essentially, when the star fills its Roche lobe, matter flows freely through the
first Lagrangian point (L1) into the gravitational well of the companion. Apart
from a few exceptions, BH LMXBs are typically transient, while NS systems are
generally –but not uniquely– persistent sources.

High mass X-ray binaries This type of binary involves a high-mass com-
panion (typically > 10M⊙), a blue supergiant –a massive O or B-type star, as it
is the case of Cygnus X-1 (Cyg X-1)–, or in some cases, a red supergiant or a
Wolf–Rayet (WR) star –as it is the case of Cygnus X-3 (Cyg X-3). A further
subdivision exists depending on whether the system contains a Be-type star (Be
class) or an O-B star (SG class). In these objects, mass transfer is mainly driven
by the direct impact of the powerful stellar winds that the massive companion
ejects in the vicinity of the CO, leading to high accretion rates, X-ray luminosities
and time variability. NSs in HMXBs have stronger magnetic fields and usually
show X-ray pulsations, while only a minority of LMXBs are X-ray pulsars. The
discovery of the microquasar LS 5039 [Paredes et al. 2000], which was later
associated with the γ-ray source 3EG J1824-1514 [Hartman et al. 1999], and
especially the detection of a transient event at very high-energy (VHE) from Cyg
X-1 [Albert et al. 2007], showed that microquasars are sources of VHE radiation.
This established the definition of the γ-ray emitting binaries (see Sec. 1.2.1) as
a sub-class of HMXBs [see Dubus 2013, for a review]. The high-energy (HE;
0.1-100 GeV) and very high-energy (VHE; > 100 GeV) emission detected from
these sources, which in some cases seems to be correlated with the orbital phase
of the binary [see e.g., Albert et al. 2006, for the case of LS I +61 303], can
be explained by the interaction of a relativistic jet with the stellar wind of the
companion in a microquasar, or by wind-wind interactions in a pulsar system.

1.2.2 Accretion disc and corona

Accretion discs are ubiquitous in the Universe and represent a major topic of
research in a wide variety of astrophysical systems. They are present around
stellar-mass BH and NS binaries and supermassive BHs in AGN, but also in
Young Stellar Objects as protoplanetary discs, where planet formation takes
place.

In XRBs, the accretion disc is formed by the in-falling plasma pulled from the
donor star, which is accreted onto the CO. Due to its large angular momentum,
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the transferred matter does not fall radially towards the CO, but orbits almost
circularly at a certain radius from the core. Since the total angular momentum
of the system must be preserved, it is transported from the central regions
(in this case, the CO) outwards, a process mainly driven by the so-called
magnetorotational instability [Balbus and Hawley 1991], which induces viscosity.
Viscous dissipation heats the disc material, converting kinetic energy into thermal
energy and allowing angular momentum to be transported outwards. The bulk
of this gravitational potential energy is released in the inner regions of the disc,
where plasma emits X-ray radiation (implying T> 107 K). For an accreting
body of mass M and radius R, the gravitational potential energy released by the
accretion of a test-mass m is given by:

∆E = GMm

R
. (1.1)

From time derivation, the accretion luminosity Lacc becomes:

Lacc = GMṁ

R
, (1.2)

where ṁ is the mass accretion rate.
The study of X-ray emission in XRBs is essential to understand the accre-

tion physics very close to the CO, where physical processes and fluid (mag-
neto)dynamics are subject to general relativistic effects (see also Sec. 1.3.3).

There is also strong observational evidence for the existence of a region of
ultra-hot plasma that surrounds the CO, which manifests as a non-thermal
component in the energy spectrum (see also Sec. 1.4). This is traditionally
explained with a particular accretion disc configuration, where a geometrically
thin, optically thick standard accretion disc [i.e., Shakura-Shunyaev disc, Shakura
and Sunyaev 1973] produces the black-body thermal components of the spectrum
and an optically thin region close to the CO, known as the disc corona, produces
a non-thermal hard power law. This region is composed by a cloud of very hot
electrons that Compton-scatter the photons emitted from the Shakura-Shunyaev
disc, producing the hard power-law in the spectrum. The corona might also
irradiate the disc and originate a reflection component [Fabian et al. 1989].
However, there is still no consensus about the nature and exact geometry of
this region, although different models exist in the literature [see also Sec. 1.4.1,
Ferreira et al. 2006].

The Eddington limit and Ultra Luminous X-ray sources The Eddington
limit is a critical threshold that defines the maximum luminosity that an accret-
ing object can achieve without being disrupted by its own radiation pressure.
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Assuming purely ionised hydrogen, the Eddington luminosity follows:

LEdd = 4πGMmpc

σT
∼ 1.3 × 1038 M

M⊙
erg/s, (1.3)

where M is the mass of the CO and σT is the Thomson scattering cross-section
of the electron. This means that, for NSs and stellar-mass BHs in XRBs, the
observed X-ray luminosity cannot be larger than 1038 − 1039 ergs/s. However,
several sources have been detected above this limit, as it the case of the BHXB
GRS 1915+105 or the NS Circinus X-1 (Cir X-1; see Sec. 1.6 for a brief description
of these two sources), as well as the so-called Ultra Luminous X-ray (ULXs)
sources, which are extragalactic systems that show luminosities well above the
Eddington limit (1039 − 1042 erg/s). Although in the past the existence of ULXs
was explained in terms of intermediate mass BHs accreting at Eddington or
sub-Eddington rates, the discovery of pulsations in some of these objects made
this interpretation unsuitable. Then, King et al. 2001 suggested that ULXs in
nearby galaxies are linked to microquasars with the assumption that their X-ray
emission is restricted to a small cone angle aligned to the line of sight in ULXs,
but away from the line of sight in microquasars. The system SS 433, which is a
HMXB that shows persistent super-critical accretion, has been thus proposed as
a galactic ULX candidate.

1.2.3 Relativistic jets and outflows

As previously mentioned, the formation of collimated outflows carrying ionised
matter (i.e., plasma) with relativistic bulk velocities is the most powerful conse-
quence of accretion onto COs, and it is one of the main ways of energy output,
by which a vast amount of the accretion energy –and angular momentum– is
transported from the central regions (i.e., deep in the strong gravity field) to
large distances.

1.2.3.1 Mechanisms of jet formation

Following the physics behind powerful extragalactic jets, the formation of rela-
tivistic outflows in XRBs is traditionally related with the extraction of rotational
energy from the central BH [Blandford and Znajek 1977] or by magnetocentrifu-
gal forces from the inner accretion disc [Blandford and Payne 1982, Punsly and
Coroniti 1990, Meier 2001, Fig. 1.6]. The first of these mechanisms can only
operate in case of binaries hosting a BH, but even in this case Livio, Ogilvie,
and Pringle 1999 suggested that the strength of the magnetic field threading the
central object will not differ significantly from the inner accretion disc, and thus
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the energy extracted from the BH will not exceed the electromagnetic output
from the inner disc regions. In the case of NSs, Migliari, Miller-Jones, and
Russell 2011 found a tentative correlation between the jet power and the spin
frequency of the CO, suggesting that the rotation of the NS could play a role in
the jet formation, but the results were subject to high statistical uncertainties
(see also Appendix B of this thesis, where we found similar conclusions by the
spectral modelling of LMXB 4U 0614+091). Indeed, it is also possible that both
mechanisms operate at the same time, producing a two-flow ejection; a central
leptonic relativistic spine surrounded by a mildly relativistic hadronic sheath
launched from the accretion disc [Sol, Pelletier, and Asseo 1989].

Meier, Koide, and Uchida 2001 also suggested that the existence of compact
jets in the hard state, coincident with geometrically thick discs, and their
suppression in the soft state, which is dominated by geometrically thin accretion
(see Sec. 1.4.1), support the idea that in XRBs jets are indeed powered from the
inner accretion discs [see also Meier 2001]. This is the so-called disc-jet coupling
paradigm [see e.g., Fender, Belloni, and Gallo 2004], which I will summarise
in the next section. Furthermore, the discovery of a hadronic component in
the relativistic outflows of two microquasars (i.e., SS 433 and 4U1630-47) also
support this formation scheme. Alternatively to magnetic acceleration, radiation
powered jets are not expected to be as efficient in achieving the expected plasma
Lorentz factors, although this will be revisited later in the thesis to explain jet
formation in the microquasar SS 433 (see Chapter 7).

1.2.3.2 Jet composition

The composition of the jet can be tightly correlated with the launching mechanism
and is still not well understood, with some models favouring an electron-positron
plasma composition (i.e., leptonic jets, which would imply that the bulk of the
accretion matter never escapes from the binary system), while others suggest
the presence of baryons, or a combination of baryons and leptons [Romero 2008],
which can mass-load the jet directly from the accretion disc or during different
phases of its propagation (for example, in the interaction with the stellar wind in
a HMXB). Indeed, proving the existence of baryons in the jet may be important
to understand the overall jet dynamics, since jet composition can impact the
large-scale morphology given the larger relative inertia of protons with respect
to leptons [see e.g., Perucho et al. 2014b, for the case of AGN jets].

The microquasars SS 433, which shows extended X-ray emission [Margon
1984, Marshall, Canizares, and Schulz 2002, Migliari, Fender, and Méndez
2002], or 4U1630-47 [Díaz Trigo et al. 2013], have both revealed the presence
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Figure 1.3 Four ways to make jets with magnetic fields. A: dipole field of a rotating neutron
star. B: a collapsing object drawing and winding up an initially uniform field. C: Poloidal
magnetic field from a magnetised accretion disc. D: frame-dragging near a rotating BH.
Mechanisms C and D are relevant in the context of microquasars. From Meier, Koide, and
Uchida 2001 (Fig. 4). Reprinted with permission from AAAS.

of baryons in the jets through Doppler shifted emission lines. By contrast,
the LMXB XTE J1550-564 (that shows similar extended X-ray emission as SS
433), reveals a featureless continuum consistent with the extrapolation of the
synchrotron spectrum from the radio band, suggesting in this case a purely
leptonic composition [Kaaret et al. 2003], or a small amount of protons. Energetic
considerations and circular polarisation measurements have instead provided
conflicting evidence for the presence or absence of baryons in the outflows.
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1.2.3.3 Jet emission and ISM interaction

Microquasars’ jet radiation extends from low energy radio emission to VHE
γ-rays, revealing multiple non-thermal processes that operate in the outflow at
different temporal and spatial scales. An extensive review of the processes behind
the bulk of the non-thermal emission in microquasars is given by Bosch-Ramon
and Khangulyan 2009.

The most common way to study relativistic jets is by radio observations,
where emission is characterised by non-thermal spectra, high brightness temper-
atures and, in some cases, a high degree of linear polarisation. This suggests
a synchrotron origin from a population of relativistic electrons spiralling in
the jet magnetic fields. If jets reveal an optically thin spectrum above some
frequency (for example, during a particular X-ray state), the underlying electron
population can be derived, showing a spectral index (−0.4 ≥ α ≥ −0.8, for
N(E)dE ∼ E−(1−2α)dE) which is compatible with the majority of AGN jets
and other synchrotron emitting processes in the Universe.

When studying jets in XRB systems, one should consider three different
spatial scales: (i) the inner scale, where the jet is launched, collimated and
accelerated by the magnetic field and/or the Bernoulli process up to relativistic
velocities, (ii) the binary scale, where the jet might interact with outflows
emitted from the disc or, in the case of HMXBs, with the strong winds driven
by the massive companion, and (iii) the large scale, where the jet propagates
away from the binary and interacts with the ISM. The physical processes inside
the jet and the subsequent emission mechanisms should be addressed in the
strict context of this division.

Close to the CO, jets are expected to be magnetically dominated (i.e., a
Poynting flux), so particles can be accelerated by ideal and non-ideal magneto-
hydrodynamical (MHD) processes: dissipation by MHD instabilities, magnetic
reconnection in the surrounding corona [e.g., de Gouveia Dal Pino, Piovezan,
and Kadowaki 2010] or the magnetocentrifugal mechanism. Markoff, Falcke,
and Fender 2001 also suggested that, for reasonable assumptions about the
jet physical parameters, the synchrotron emission could be extended up to the
X-ray energy band to also explain the X-ray power-law [see also Falcke and
Biermann 1996, Corbel and Fender 2002, Markoff et al. 2003], as opposed to
thermal Comptonization models in the corona. Other leptonic processes that
could be relevant at this scale are relativistic bremsstrahlung from electrons
interacting with ions in the jet and Inverse Compton (IC) with coronal and/or
disc photons, while proton-proton collisions and/or interactions between protons
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with photons from the disc can produce high energy radiation in the form of
γ-rays or neutrino emission [Torres, Romero, and Mirabel 2005, Adrián-Martínez
et al. 2014].

At the scale of the binary, relativistic particles can be triggered by the
Fermi process (shock diffusive/Fermi I, due to internal shocks in the jet, random
scattering/Fermi II, if magnetic turbulence is strong enough, shear acceleration in
the expanding jet), or by strong recollimation shocks due to the interaction of the
jet with the stellar winds [see e.g., Bosch-Ramon, Khangulyan, and Aharonian
2008, Perucho and Bosch-Ramon 2008, Perucho, Bosch-Ramon, and Khangulyan
2010], where proton-proton collisions can be the most relevant hadronic process.
Leptonic processes would possibly involve synchrotron emission, synchrotron-self
Compton and external IC.

If the jet survives the binary scale without critical disruption [Perucho,
Bosch-Ramon, and Khangulyan 2010], and there are no further instabilities that
disrupt the flow afterwards [Heinz and Sunyaev 2002, Barkov and Bosch-Ramon
2022], jets can propagate up to large distances and interact with the ISM, where
the characteristics of the external medium will play an important dynamical
role on the jet evolution. Jets will produce a moving forward shock in the
medium (i.e., the bow shock) and a reverse shock that moves backwards into
the jet (in the jet reference frame). In these regions, Fermi I processes are a
plausible mechanism to trigger particle acceleration. Radiation can be produced
by synchrotron, Bremmstraulung and IC. In particular, these type of interactions
can also provide valuable information about unknown physical properties such
as the total power of the jet, using the jet-driven structures in the ISM as
astrophysical calorimeters [see e.g., Gallo et al. 2005, for the case of Cyg X-1].

Up to date, the most relevant examples of jet-ISM interactions are Cyg X-1
[Fig. 1.4, Gallo et al. 2005], which shows a jet-inflated bubble surrounding the
source, and SS 433 [Fig. 1.5, Safi-Harb et al. 2022], where jets seem to be carving
the supernova remnant (SNR) W50. These are not the only examples found
in the literature [see Bordas et al. 2009, and references therein], but in the
case of microquasars the evidence of jet-ISM interactions is not extensive if one
compares it, for example, with jets in AGN.

1.2.3.4 Types of outflows in X-ray binaries

In microquasars, relativistic jets manifest either as persistent radio structures
or as a sequence of discrete ejections, although other types of outflows have
also been inferred from multi-wavelength observations. These are, for example,
the powerful winds launched from the accretion disc or the underlying ultra
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Figure 1.4 The field of view of the black hole in Cygnus X-1 (marked by a cross) observed by
the Westerbork Synthesis Radio Telescope for 60 hours at 1.4 GHz. The ring appears to draw
an edge between the tail of Sh2-101, the nearby HII nebula on the left hand side, and the
direction of the inner radio jet. Reproduced with permission from Gallo et al. 2005 (Fig. 1).

Figure 1.5 Multiwavelength image of the W50 nebula. Red: radio; green: optical; yellow: soft
X-rays (0.5–1 keV); magenta: medium energy X-rays (1–2 keV); cyan: hard X-ray emission
(2–12 keV). Reproduced with permission from Safi-Harb et al. 2022 (Fig. 1).
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relativistic flows (URFs) discovered in some NS systems [Fomalont, Geldzahler,
and Bradshaw 2001a, Fomalont, Geldzahler, and Bradshaw 2001b, Motta and
Fender 2019]. I devote the rest of the section to summarise the main properties
of the different type of ejections. A comprehensive revision of the observational
properties of jets in XRBs can be found, for example, in Fender 2006.

Persistent radio sources. In contrast to relativistic jets in active galaxies,
outflows are not observed as extended structures in binary systems, but mostly
inferred from a radio-to-mid-infrared (IR) flat (or slightly inverted) spectrum.
Steady jets have been spatially resolved in two XRBs, namely Cyg X-1 (Fig. 1.6,
left panel) and GRS 1915+105 [Dhawan, Mirabel, and Rodríguez 2000], with
sizes of a few tens of Astronomical Units (AU). The jet spectrum is characterised
by a jet break [Corbel and Fender 2002], where emission goes from optically thick
at the jet base to optically thin, and at lower frequencies by a continuum, which
results from the superposition of self-absorbed synchrotron radiation emitted
from different regions in the jet flow. However, as plasma propagates from the
binary center, the magnetic field decays and particles lose energy, so one would
expect to observe an effective inverted radio spectrum, and not a flat –or slightly
inverted– one. This has been explained by the existence of a mechanism of
energy replenishment of the relativistic plasma that compensates the adiabatic
losses due to jet expansion [Blandford and Königl 1979, see also Appendix B of
the thesis]. Although in microquasars there is no direct way of determining the
speed of a steady jet because the counter-jet is not resolved [but see also Saikia
et al. 2019, Tetarenko et al. 2021, who attempted to constraint the Lorentz
factor of the compact jet in some BHXBs], it is reasonably assumed that jets
might be mildly relativistic, with Lorentz factors Γ < 2.

Discrete/transient ejections. Transient ejections are observed as resolved
radio emitting components with high relativistic velocities that can travel to
several thousands of AU from the binary core, showing rapidly decaying fluxes
(see Fig. 1.6, right panel, where transients ejections are observed in the XRB Cyg
X-3). Although these type of ejections have been traditionally interpreted as
radio emitting plasmons [the so-called van der Laan interpretation; van der Laan
1966], this model has been proven to show several caveats [see e.g., Klein-Wolt
et al. 2002, Fender et al. 2023, but see also Tetarenko et al. 2017, who applied a
modified van der Laan model to a mm-cm flaring period in the XRB V404 Cyg].
This favours instead the shock interpretation [Kaiser, Sunyaev, and Spruit 2000],
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Figure 1.6 Left: Stacked radio image of the Cygnus X-1 jet in colour, with white contours every
±

√
2 times the rms noise lever of 23 µJy per beam. From Miller-Jones et al. 2021 (Fig. 1),

reprinted with permission from AAAS. Right: Transient extended radio jet in Cygnus X-3.
Reproduced with permission from Martí, Paredes, and Peracaula 2001 (Fig. 6), ©ESO.

where the apparent discrete morphology is expected to be produced by internal
shocks in the jet flow.

Mirabel and Rodríguez 1994 first reported apparent superluminal motions in
the radio emission of the galactic source GRS 1915+105. The apparent velocity
of the ejecta can be related with the intrinsic velocity by the following relativistic
relation:

βobs = βint sin θ

1 ± βint cos θ
, (1.4)

which indicates that apparent superluminal velocities (βobs > 1) require at least
βint = 0.7, although Fender et al. 1999 later showed that the real Lorentz factor
of the jet was possibly higher. This provided evidence, for the first time, that
microquasars can exhibit the same type of relativistic outflows observed in the
powerful jets of active galaxies. As I will show below, these type of discrete
ejections are not unusual for BHXBs and are typically associated to a spectral
transition during the XRB outburst hysteresis.

Ultra relativistic flows (URFs). URFs are not directly imaged in the radio
or X-ray data, but inferred from the correlation between flares in the core and
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Figure 1.7 An ultrarelativistic outflow: sequences of radio observations of Circinus X-1 in
October 2000, May 2001 and December 2002. Reproduced with permission from Fender et al.
2004 (Fig. 1).

in the radio lobes. Fomalont, Geldzahler, and Bradshaw 2001a and Fomalont,
Geldzahler, and Bradshaw 2001b inferred the presence of URFs in the NSXB
Scorpius X-1 (Sco X-1) by correlating the flux density variation in the lobes
and in the core, assuming an underlying flow that moves at v ≈ 0.95 c. Fender
et al. 2004 also reported an URF-like event in the NSXB Cir X-1, while Migliari
et al. 2005 suggested the existence of URFs in the microquasar SS 433 to explain
the rapid time variability of the extended X-ray jets inferred from Chandra
observations. Recently, Motta and Fender 2019 also proposed that the ejection
of URFs in the NSXB Sco X-1 is related with two particular types of QPOs (see
Sec. 1.3.3).
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Accretion disc winds. Accretion disc winds are dense outflows of highly
ionised plasma ejected from the accretion disc, which have a wider opening angle
as compared to relativistic jets, also carrying a greater matter content [see e.g.,
Díaz Trigo and Boirin 2016, for a review, and references therein]. Winds can
be driven by thermal [e.g., Begelman, McKee, and Shields 1983], radiative [e.g.,
Proga and Kallman 2002] and/or magnetic pressure [e.g., Chakravorty et al.
2016], although the thermal mechanism is possibly dominant.

Since winds might carry a significant fraction of the mass supplied to the
disc, these type of outflows could play an important role in the geometry of the
inner accretion flow and in the accretion changes along the binary life cycle.
Moreover, the role of binary winds in the feedback of the system with the ISM is
still under debate, as it is the case, for example, for the powerful accretion winds
observed in AGN [see e.g., Faucher-Giguère and Quataert 2012, and references
therein].

Accretion winds are multi-wavelength emitters (from IR to X-rays), and
due to their persistent nature, they are detected all over the binary spectral
cycle, in both BH and NS systems [Ponti, Muñoz-Darias, and Fender 2014].
Observationally, winds are detected as narrow absorption lines from highly
ionised plasma in a local absorber. The shift of these lines with respect to
the theoretical wavelengths of the ions indicates an outflowing plasma. Highly
ionised plasmas were first detected by the Advanced Satellite for Cosmology
and Astrophysics (ASCA) in two systems, GRO J1655-40 [Ueda et al. 1998]
and GRS 1915+105 [Kotani et al. 2000], but photo-ionised absorbers were then
reported in many other LMXBs. In HMXBs, however, the winds in the system
are mainly dominated by the contribution of the companion star.

1.3 X-ray observations of XRBs/microquasars

1.3.1 A historical note

The history of XRBs is necessarily connected to the history of X-ray astronomy,
which began in 1962 with the discovery of the first extra-solar X-ray source
by a rocket-borne instrument [Giacconi et al. 1962]. This source, which was
later identified as an accreting NS [Shklovsky 1967], is nowadays called Sco
X-1, and it is the strongest source of X-ray emission in the sky (aside from
the Sun). Although X-ray astronomy progressed from 1962 to the next decade
mainly based on rocket-borne instruments, detectors attached to satellites from
other primary missions, and high-flying balloons, the launch of Uhuru in 1970,
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the first dedicated X-ray satellite, allowed to overcome all the limitations of
previous surveys and began the era of space-based X-ray missions. This mission
allowed to increase the number of known X-ray sources by a factor ∼ 10 and
to unravel the nature of their emission, which started to be associated with
accretion processes in binary objects. At the same time, the source Cyg X-1 was
first discovered with a sounding rocket [Bowyer et al. 1965, Kristian et al. 1971]
and later identified as a BH persistent source [Shipman 1975]. The first BH
transient was also discovered in 1975 by the Ariel V satellite [A0620-00; Elvis
et al. 1975], and confirmed as a BH source in 1986 [McClintock and Remillard
1986].

Following the launch of Uhuru, the field of X-ray astronomy experienced
an astonishing progress, mainly guided by the development and deployment of
dozens of high-energy space missions. The Japanese satellite Ginga, equipped
with a large area detector, discovered new BH transients, but it was not until the
second half of the 90’s when X-ray astronomy experienced a major revolution.
The deployment of the Rossi X-ray Timing Explorer (RXTE) satellite started
a new era in the timing analysis and variability studies of XRBs thanks to its
astonishing time resolution, and the progress in the field culminated some years
later with the launch of two space telescopes carrying high-resolution spectral
instruments; XMM-Newton and Chandra (1999).

Following the discovery of luminous X-ray sources in the 1960’s and 1970’s,
the counter-part in the radio range was explored in the brightest ones, namely
Sco X-1 [Hjellming and Wade 1971b], Cyg X-1 [Hjellming and Wade 1971a],
and Cyg X-3 [Gregory et al. 1972]. The relation between the X-ray and radio
emission became clearer with the observations of a resolved strong radio source
associated with the binary SS 433 (see also Sec. 1.6), beginning the field of
XRB jets [Spencer 1979, Margon et al. 1979]. However, the relation between the
outflows in SS 433 with the powerful jets observed in active galaxies was not
entirely clear, since in SS 433 the velocity of the jets is only ∼ 25% of the speed
of light. Then, the second milestone in the field arrived some years later with the
discovery of apparent superluminal motions in the radio knots from the BHXBs
GRS 1915+105 [Mirabel and Rodríguez 1994, Mirabel and Rodríguez 1999] and
GRO J1655-40 [Tingay et al. 1995]. This was essential to prove, for the first
time, that microquasars can also show the same kind of significant relativistic
motions as observed in AGN jets.

Although microquasars are multi-wavelength emitters, for the purpose of
this thesis I will concentrate on X-ray observations. The rest of the section is



1.3 X-ray observations of XRBs/microquasars 19

devoted to describe some of the most relevant X-ray instruments as well as the
main techniques used to analyse X-ray data in the context of XRBs.

1.3.2 X-ray observatories

Some of the most important X-ray missions that are currently in scientific
operations are X-ray telescopes. These devices are able to focus the incident
radiation in the detector plane, where a collection of Charge-Couple Devices
(CCD) cameras measure the collected photons. In this type of instruments, one of
the most critical design elements is the telescope optics. Since photons can only
be reflected at very low incident angles, focusing is achieved by reflecting photons
with grazing incidence mirrors; a parabolic mirror followed by a hyperbolic mirror,
a special configuration known as Wolter type I [Wolter 1952]. The long-lived
X-ray missions XMM-Newton and Chandra are based on this type of technology.

Other X-ray detectors, for example RXTE, are based on proportional
counters, which are chambers filled by an inert gas that is ionised by the
incident radiation. Although this type of instruments do not provide spatial
information about the incident photons, they are usually characterised by a
large collecting area and high time resolution, making them specially convenient
for X-ray timing studies.

XMM-Newton XMM-Newton [Jansen et al. 2001] is an X-ray space ob-
servatory launched by the European Space Agency (ESA) on 10th December
1999, and it is the second cornerstone satellite of the four missions defined in
ESA’s Horizon 2000 program. The spacecraft is aimed at investigating X-ray
sources, allowing narrow- and broad-range spectroscopy, and performing the
first simultaneous imaging of objects in both X-ray and optical –visible and
ultraviolet(UV)– wavelengths. Thus, the observational scope of XMM-Newton
includes the detection of X-ray emission from astronomical objects, detailed
studies of star-forming regions, investigation of the formation and evolution of
galaxy clusters, and the environment of (supermassive) BHs and NSs, among
many others. XMM-Newton satellite carries three different types of scientific
instruments: (1) the European Photon Imaging Camera (EPIC), 3 CCD (two
MOS and one PN) cameras for X-ray imaging, moderate resolution spectroscopy
and X-ray photometry, (2) two Reflection Grating Spectrometer (RGS) for high
resolution spectroscopy and (3) the Optical Monitor (OM), for optical/UV imag-
ing and grism spectroscopy. All scientific instruments onboard the XMM-Newton
satellite can operate simultaneously, and, altogether, provide the instrument
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with high sensitivity (with the largest effective area of a focusing telescope),
good angular resolution (full width at half maximum (FWHM) of the order of
6′′), moderate (EPIC) and high (RGS) spectral resolution and long continuous
target visibility, thanks to its highly elliptical orbit. This thesis does not contain
any analysis of XMM-Newton data and the instrument is only presented for
future work purposes.

Chandra The Chandra X-ray Observatory [Weisskopf et al. 2000], which
together with the Hubble Space Telescope and the Spitzer Space Telescope
is one of the NASA Great Observatories, is a space based X-ray telescope
launched on July 23, 1999. Chandra uses four pairs of nested mirrors (together
with their support structure) in a Wolter type I configuration, called the High
Resolution Mirror Assembly (HRMA). This assembly yields an effective angular
resolution of ∼ 0.5 arcsec, which is by far the best angular resolution of any
X-ray telescope up to date. The telescope focal plane holds two different type
of detectors: the Advanced CCD Imaging Spectrometer (ACIS), which consists
on ten CCD chips arranged in two arrays (ACIS-I and ACIS-S), and the High
Resolution Camera (HRC), which provides a time resolution up to 16 µs. In
addition, transmission diffraction gratings provide Chandra with high resolution
spectroscopy. These spectrometers are the High Energy Transmission Grating
Spectrometer (HETGS), which operates in the energy range 0.4-10 keV, and
the Low Energy Transmission Grating Spectrometer (LETGS), which instead
has a range of 0.09-3 keV. As in the case of the XMM-Newton satellite, this
thesis does not contain any analysis of Chandra data and the instrument is only
presented for future work purposes.

Rossi X-ray Timing Explorer RXTE was a space-based observatory dedi-
cated to studying the timing properties of X-ray sources in the Universe, launched
by NASA on December 30, 1995 [Bradt, Rothschild, and Swank 1993]. The mis-
sion was decommissioned in 2012 after 16 years of continuous operations, where
RXTE provided unprecedented information about the timing properties of BHs
and NSs in binary systems, established the existence of highly magnetised NSs
(aka magnetars), discovered the first accreting millisecond pulsars or established
observational evidente for the existence of the relativistic frame-dragging effect,
among many other groundbreaking findings.

The three instruments carried by the satellite were: (1) the Proportional
Counter Array (PCA), aimed to cover the lower part of the energy band (2 −
60 keV), (2) the High Energy X-ray Timing Experiment (HEXTE), aimed to
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collect hard X-rays (20 − 200 keV), and (3) the All-Sky Monitor (ASM), aimed
at monitoring ∼ 80% of the X-ray sky every ∼ 90 min in the 2 − 10 keV energy
range.

For the purposes of this thesis, I will only briefly describe the characteristics
of the PCA [Jahoda et al. 2006], which is the instrument used for the timing
analysis presented in Chapter 8 to study the γ-ray binary LS I +61 303. This
instrument consists of a collection of five different proportional counters filled
with Xenon with a large collecting area, named as Proportional Counter Units
(PCUs, labelled from 0 to 4), although only PCU-2 has been kept on during
the whole extent of the mission. Collectively, the instrument is characterised
by an approximately circular field of view of ∼ 2◦ (spatial resolution ∼ 1◦ at
FWHM), moderate energy resolution (< 18% at 6 keV) and extraordinary high
time resolution of only a few microseconds.

NICER The Neutron Star Interior Composition Explorer [NICER; Gendreau
et al. 2016] is an International Space Station (ISS) payload devoted to the study
of NSs with unprecedented sensitivity through simultaneous soft (0.2-12 keV)
X-ray fast timing and spectroscopy, which was launched on June 3, 2017. With
respect to RXTE, NICER works on a softer energy passband but provides a
remarkable increase in energy and timing resolution (85 eV at 1keV, < 300 ns).
The primary science instrument of NICER is the X-ray Timing Instrument (XTI),
which is an aligned array of 56 X-ray detectors based on X-ray concentrator
optics and silicon drift detector pairs collecting X-rays over a large geometric
area (30 arcmin2). These instrument properties make NICER an ideal detector
to study not only X-ray pulsars, but also a wide variety of astrophysical scenarios
in X-ray astrophysics. In this thesis, I will make use of NICER data to perform
a timing analysis of the NS LMXB Sco X-1 (Chapter 9).

1.3.3 Data analysis

1.3.3.1 Spectral analysis

The spectral analysis of XRBs consists of calculating and interpreting broad-
band energy spectra in order to obtain quantitative information about their
X-ray emitting components: thermal emission from the standard accretion disc,
non-thermal emission from the corona, synchrotron emission from a relativistic
jet, etc. (Fig. 1.8). The broad-band energy spectrum is usually fitted with
theoretical models following χ2-test statistics [Arnaud 1996], which allows us
to deduce physical quantities like the disc temperature, energy and opacity of
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Figure 1.8 Schematic overview of the environment of accreting compact objects and their X-ray
spectra. Reproduced with permission from Gandhi et al. 2022 (Fig. 1).

Comptonising electrons in the corona or the presence of emission lines from
the disc, among others. The integral of the best-fit model specific flux over a
particular energy band gives an estimate of the total flux in that energy band.

An example of an energy spectrum showing several fitting model components
is displayed in Fig. 1.9 for the NS LMXB 4U 0614+091. Without loss of generality,
X-ray energy spectra of XRBs can be fitted using the following multi-component
statistical model: (1) a multi-temperature black-body model for the accretion
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Figure 1.9 Left: Swift (XRT) and RXTE (PCA and HEXTE) energy spectrum of the NSXB
4U 0614+091 in the range 0.6–100 keV. The fitting model consists of two black bodies, an iron
Gaussian emission line and a power law, corrected for photoelectric absorption. A Gaussian
emission line around 0.62 keV (possibly an oxygen line) is also needed. Right: unfolded energy
spectrum showing the spectral components. Reproduced with permission from Migliari et al.
2010 (Fig. 2), ©AAS.

disc emission, (2) a gaussian function to fit highly-ionised emission lines from the
disc and (3) a power law or a Comptonization model to fit the hard non-thermal
emission from the hot plasma in the corona. Moreover, if the CO is a NS, an
additional black-body component to account for the star surface emission is also
needed.

1.3.3.2 Colour analysis

Alternatively to the standard broad-band energy spectra, colour analysis can
provide insightful information about the spectral properties of the source. X-
ray colours are, by definition, hardness ratios that quantify the difference in
brightness between two broad energy bands. In other words, a colour is the
ratio between source counts, fluxes or luminosities measured in different energy
intervals, which need to be defined in each case according to the source charac-
teristics and the instrument response. Low-energy bands are referred to as soft,
while high energy bands are referred to as hard.

In the field of XRBs, there are two fiducial representations that involve
X-ray colours: the colour-colour diagram (CD), where a colour is plotted against
another colour, and the hardness-intensity diagram (HID), in which a colour (or
the hardness ratio) is plotted against the intensity. The latter is defined as the
source count rate, flux or luminosity measured in a broad energy range covering
the sub-bands used to define the colours, or, otherwise, the entire energy range
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of the instrument. In this thesis, I will use these techniques in Chapter 9 to
study the spectral properties of the NS LMXB Sco X-1.

XRBs often trace a characteristic pattern in this type of representations,
which is usually interpreted as a consequence of the underlying accretion regime
of the source. Thus, colour analysis is a powerful tool to be used in conjunction
with broad-band spectral analysis and the timing techniques that I will describe
in the next section.

1.3.3.3 Timing analysis

Timing analysis is the main focus of the second part of the thesis (see Part II).
It consists on a set of techniques to assess the rapid variability in the X-ray
emission from XRBs, which is the principal tracer of the dynamical processes in
the inner accretion flow, deep in the strong gravity field of the CO.

In this section, I will briefly summarise the main concepts of timing analysis,
the basis of the techniques involved and the most important timing signals for
both BH and NSXBs. Extensive reviews on these topics can be found in the
literature from several authors [see e.g., Belloni, Psaltis, and van der Klis 2002,
van der Klis 2006, Motta et al. 2017, Ingram and Motta 2019], and this section
is mainly based on their work.

This type of analysis is performed by means of Fourier Transform techniques
(specifically, Fast Fourier Transform algorithms), which allow us to convert
the data from the time domain (i.e., count rate vs. time) to the frequency
domain. In particular, the power density spectrum (PDS) is in general the main
output of the process, which gives a power density, Pν , as a function of the
Fourier frequency, ν, where Pν is proportional to the variability amplitude in
the light-curve in a short time scale [van der Klis 1989].

Typically, the power spectrum reflects three fundamental features [see e.g.,
Belloni, Psaltis, and van der Klis 2002, for a review]: (I) coherent pulsations,
which appear as unresolved single-frequency spikes mainly originated by spin
pulsations in pulsars, (II) broad aperiodic structures, usually called noise, and
(III) narrow-peaked resolved features, the so-called QPOs. Noise components
usually represent real signals from the source, since the noise associated to count-
ing statistics (i.e., Poisson noise) appears as a flat broad-frequency components
in the PDS, which is usually removed. QPOs can also manifest as a series of
harmonically related peaks, which together with the finite width of the QPO,
means that the oscillation in the time domain is more complex than purely
sinusoidal. Thus, the potential of QPOs as a diagnosis tool to understand the
inner regions of the accretion disc was understood since its discovery 50 years
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ago, and they have been observed in NS and BH binaries, CVs, ULXs and even
AGN sources.

However, contrary to what happens with the spectral analysis, there is not a
particular physical model to describe these timing components, which are mainly
characterised by the central frequency, their width and the spectral state of the
system. The standard procedure consists on fitting the power spectrum with
a multi-Lorentzian model, where a Lorentzian function represents the Fourier
transform of an exponentially damped sinusoid:

L(ν) = a2
0

π/2 + arctan (ν0/∆)
∆

∆2 + (ν − ν0)2 , (1.5)

where ν is the Fourier frequency, ν0 is the Lorentzian central frequency, ∆ is
the half width at half maximum and a2

0 represents the integral of L(ν) from
ν = 0 to ν = ∞. The sharpness of the peak can be quantified by a quality
factor, Q = ν0/∆ν. This allows us to identify the different features in the
power spectrum with enough accuracy, and to follow their evolution. The time
evolution can also be addressed with a dynamical PDS (see Chapter 9 for details),
which represents power Pν in the time – frequency plane.

Depending on the central frequency, QPOs are typically classified as low-
frequency (LF) QPOs and high-frequency (HF) QPOs.

Low-frequency QPOs In BH systems, LF QPOs are typically found below
30 Hz. Based on their specific frequency range, shape and spectral state, they
are sub-classified as type C, type B and type A QPOs (see Fig. 1.10, left panel).
These LF QPOs were originally identified in the PDS of the BH system XTE
J1550-564 [Wijnands, Homan, and van der Klis 1999].

- Type C QPOs. These represent the most common type of QPO in BH
systems, appearing in all accretion states. Type-C QPOs are characterised by
a high-amplitude (up to 20% root mean square, rms) and narrow (Q>8) peak
in the PDS, coincident with flat-top noise. The centroid frequency rises from
a few mHz at low luminosities to ∼ 10 Hz, showing occasionally up to ∼ 30
Hz. A series of (sub)harmonics are also generally detected together with the
fundamental oscillation.

- Type B QPOs. They are characterised by a relatively high amplitude (up
to ∼ 5% rms) and narrow (Q>6) peak, with a centroid frequency that ranges
in 5-6 Hz. As in type-C QPOs, a weak second harmonic and a subharmonic
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Figure 1.10 Examples of LF QPOs from BHXBs (left) and from NSXBs (right). Reproduced
with permission from Ingram and Motta 2019 (Fig. 1).

peak are often observed. Since type B QPOs usually appear at the same time
as transient jets (see below), the possibility that both phenomena are causally
connected has been a matter of speculation. Rapid transitions in which type B
QPOs appear and disappear are often observed.

- Type A QPOs. These represent the less common type of QPO, charac-
terised by a weak and broad peak (Q≤3) in the PDS, with centroid frequency in
the range 6 − 8 Hz. Type-A QPOs are also associated with a very low amplitude
red noise, and neither subharmonics nor a second harmonic are usually detected.

High-frequency QPOs HF QPOs (> 60 Hz) are very rare in BHXBs, with
only a few detections performed up to date with RXTE. The majority of these
examples have a central frequency at a few hundred Hz, with only one exception
at ∼ 60 Hz in the binary GRS 1915+105 [Morgan, Remillard, and Greiner 1997],
for which dozens of HF QPOs have also been detected [Belloni and Altamirano
2013]. They appear at high-flux/accretion rates, and as single or double peaks
in the PDS, but only GRS 1915+105 shows two simultaneous peaks [Motta et al.
2014]. In NSXBs, HF QPOs are called kHz QPOs (200 − 1300 Hz) and are
much more common than in BH systems, showing also a larger amplitude and
quality factor. The first two sources in which kHz QPOs were resolved are Sco
X-1 [van der Klis et al. 1996] and 4U 1728-34 [Méndez and van der Klis 1999].
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Usually, kHz QPOs manifest in pairs of two peaks separated by 200 − 400 Hz
(the so-called twin-peak QPOs) and are typically related with the Keplerian
frequency at the inner edge of the accretion disc.

NS systems also display QPOs that do not have a BH equivalent [Ingram and
Motta 2019]. Some examples of these types are: (1) ∼1 Hz QPOs sometimes
seen in dipping sources [Jonker, van der Klis, and Wijnands 1999], (2) hectohertz
QPOs [Altamirano et al. 2008], (3) a ∼26 Hz QPO only seen in the dipping
flaring state of the NSXB Cyg X-2 [Kuulkers and van der Klis 1995].

Despite the rich phenomenology of QPOs in both BH and NS systems, their
origin and physical nature is still under debate. There is a large variety of
theoretical models that aim to explain the origin of this quasiperiodic emission,
most of them relying on disc instabilities and general relativistic effects [e.g., the
relativistic precession model Stella and Vietri 1998]. For an extensive overview
on the topic (mainly focusing on LF QPOs), I refer the reader to Belloni, Psaltis,
and van der Klis 2002 or Motta et al. 2017.

1.4 Spectral states and disc-jet coupling

1.4.1 Black Hole XRBs

As already mentioned, the spectrum of BH LMXBs can be considered as the sum
of two different components: the thermal contribution from an optically thick,
geometrically thin standard disc, and non-thermal Comptonization from a hot
accretion flow (i.e., the corona). Although XRBs show in general a rich variety
of states and complex transitions between them, the relative weight of these two
components in the spectrum can be used to characterise the spectral states of
the system. A broad dichotomy exists between a hard state, interpreted by
thermal Comptonization models, and a soft state, dominated by the thermal
contribution of a standard accretion disc in the soft X-ray band (0.1-10 keV),
which extends all the way to the inner-most stable circular orbit (ISCO). The
transitions between hard and soft states define the so-called intermediate
spectral states. In the literature, this dichotomy is usually described in the
context of the truncated disc model [e.g., Esin, McClintock, and Narayan
1997], which proposes that in the hard state a standard geometrically thin
optically thick disc (i.e., Shakura-Sunyaev) is truncated at some particular
variable radius from the CO, coexisting with a hot optically thin geometrically
thick corona that extends from the truncation radius to the ISCO. During a
transition from the hard state to the soft state, the standard disc expands towards
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the central object, reducing the space occupied by the hot corona. Recently,
Méndez et al. 2022 also suggested that, at least in GRS 1915+105, the X-ray
corona could indeed morph into the relativistic jets during this transition [see
also Markoff, Nowak, and Wilms 2005].

Apart from the well-known system Cyg X-1 (a persistent luminous source),
all BHXBs are transient objects that experience recurrent outbursts, with a
recurrence period that ranges from some months to several decades (although
still humanly accessible) and outburst characteristic times from days to several
months, and more rarely years (e.g., GRS 1915+105.)

BHXBs spend most of their life in the so-called quiescent state, showing a
faint X-ray luminosity (< 1033 erg/s in BHs). However, due to instabilities in the
accretion disc, the mass supplied to the central object (i.e., the accretion rate)
can sporadically increase, making the binary to enter the outburst phase. The
outburst evolution is typically represented in a HID, where strong regularities
emerge among outbursts of different sources.

Figure 1.11 shows the HID for 4 RXTE/PCA observations of the source GX
339-4 [see e.g., Muñoz-Darias et al. 2014], where a particular q-shaped pattern
(followed counter-clockwise) is traced. The two main spectral states (hard vs.
soft) are clearly identified by vertical branches, while horizontal branches in
the central part of the diagram identify the transition between them. The
whole outburst follows a hysteresis cycle that moves through the following
spectral states [Miyamoto et al. 1995]: (i) the low-hard state (LHS), which
defines the start and the end of the outburst and is characterised by large
variability (in the form of a broad-band noise) and hard spectrum; (ii) the
hard-intermediate state (HIMS), which covers part of the region after the
LHS and when the sources comes back from the soft state. Flux from the
thermal disc appears in the optical range while the hard component steepens
and the PDS shows type C QPOs. The centroid frequency of the QPO is
tightly correlated with the spectral state, rising from a few mHz in the LHS
to ∼ 10 Hz in the intermediate state, showing occasionally up to ∼ 30 Hz in
the soft state; (iii) the soft intermediate state (SIMS), characterised by the
replacement of the broad-band noise component by a weaker power law (with
lower fractional rms), together with a switch from type C to type B QPOs; and
(iv) the high soft state (HSS), with a soft spectrum from an optically thick
disc that shows low variability. The transition from HIMS to SIMS is historically
known as the jet-line because jets suffer important morphological changes. This
was traditionally associated to the launching of ballistic ejections as the source
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Figure 1.11 Hardness-Intensity diagram for four outbursts of GX 339-4 observed with RXTE,
showing a q-shape pattern. From Belloni 2018 (Fig. 1.6).

transits from a steady jet scenario to jet quenching in the HSS. Type-A QPOs
also appear in this state, after the spectral transition.

Disc-jet coupling Coordinated radio and X-ray observations of BH binaries
in the hard state have revealed that radio and X-ray luminosities are correlated
over three orders of magnitude in X-ray power [Corbel et al. 2003], from quiescent
up to the transition to the soft state. Indeed, a fundamental plane has been
identified [Merloni, Heinz, and di Matteo 2003] in the radio-X-ray luminosity
diagram (LR − LX), on which a single non-linear relation (i.e., a power law
LR ∝ Lβ

x) can describe the dependences between BH mass, X-ray and radio
luminosity, considering all BHs (including also supermassive BHs in AGN) for
which these three quantities can be measured. This relation, which is also scale
invariant over more than five orders of magnitude in the BH mass, suggests
a strong physical connection between the accretion flow, responsible for the
X-ray emission, and the relativistic jets. This is usually referred as the disc-jet
coupling.
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The situation becomes more complicated when considering a group of BHXBs
(with high fluxes) that seem to follow a different correlation in the LR −LX plane.
This established a dichotomy between two different branches [Gallo, Miller, and
Fender 2012, Bassi et al. 2019, but see also Gallo et al. 2014]: a radio-quiet
branch and a radio-loud branch, although the distinction is not as clear as
originally thought, with sources moving from one branch to the other [Coriat
et al. 2011] or following a significantly steeper path [Russell et al. 2015]. In the
case of NSs, the distribution in the LR − LX plane appears more scattered than
in BHs and it is more difficult to interpret [Tetarenko et al. 2016], although Gallo,
Degenaar, and van den Eijnden 2018 also proposed a single-track population for
both systems with different coefficients of the power law.

A unified model for BHXBs was established by Fender, Belloni, and Gallo
2004, where radio emission correlates with the position in the q-diagram in the
following way (Fig. 1.12):

- In the quiescent state, where binaries spent most of their life, only a weak
flat spectrum has been detected. When the outburst starts and the source
climbs in the HID towards higher luminosities, the radio flux also increases (with
a strong positive non-linear correlation, as previously mentioned), showing a
flat spectrum compatible with self-absorbed synchrotron emission. This can
be interpreted as a compact jet propagating outwards with mildly relativistic
speeds (Γ < 2).

- After peaking in luminosity, the motion in the HID becomes more horizontal
as the source enters the HIMS. The hardness ratio decreases, but the steady jet
persists with a similar coupling as in the hard state.

- As the source approaches the jet line, the radio flux peaks and the physical
properties of the compact jet change dramatically. During the transition from
HIMS to SIMS, the emission is no longer steady, but shows either resolved radio
knots or bright radio flares, and the Lorentz factor increases (Γ > 2). Radio
flares occur in most sources for extended periods of time and are also associated
with strong X-ray flaring activity. As introduced before, it is still unclear if
this transition is related with a jet that undergoes a real physical transition
from a continuous outflow to discrete ejecta [van der Laan 1966, Tetarenko et al.
2017], or if faster material creates internal shocks through the slower-moving jet
[Klein-Wolt et al. 2002, Kaiser, Sunyaev, and Spruit 2000, Fender et al. 2023].

- The HSS is characterised by the absence of radio emission, which suggests
that the jet is quenched during the spectral transition [Coriat et al. 2011], or
less likely, turns radiatively dark. Multiple transitions between the SIMS/HIMS
in which the jet appears and disappears are observed in some sources.
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Figure 1.12 A schematic representation of the simplified model for the jet-disc coupling in
black hole binaries. Reproduced with permission from Fender, Belloni, and Gallo 2004 (Fig. 7).

- Although Fender, Belloni, and Gallo 2004 propose that the jet is reactivated
as the source crosses the jet line from the soft to the hard state, Kalemci et al.
2013, Kalemci et al. 2014 suggest that the jet reappearance is not coincident
with the transition, but it happens when the system has reached the LHS.

1.4.2 Neutron Star XRBs

From the point of view of their spectral properties, NSXBs can be classified in
three different groups: Z-type NSXBs, atoll-type NSXBs and weak low-mass
NSXBs [Hasinger and van der Klis 1989].

Z-type NSXBs Z-type NSXBs are the most luminous, with accretion rates
that represent a significant fraction of the Eddington limit (0.5LEdd < L < LEdd),
similar to bright BH transients. The name of these type of NSXBs is related
with the particular ’Z’ shape that they trace in the CD diagram on time-scales
that can be as short as hours to days. The three branches of the trace are called,
from top to bottom, Horizontal Branch (HB), Normal Branch (NB) and Flaring
Branch (FB; see right panel of Fig. 1.13), where the transitions among them
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are physically related with specific spectral changes and the mass accretion rate,
which increases from the HB to FB. A hard apex separates the HB and NB,
and a soft apex separates the NB and the FB. Z sources are rapidly variable
in X-rays, tracing the whole Z track on time scales from hours to days in an
apparent random, but continuous way. The number of known Z-type XRBs is
small, where Sco X-1, GX 17+2, GX 349+2, Cyg X-2, GX 5-1, GX 340+0 are
the only confirmed sources of this kind [plus Cir X-1 which also shows some
Z-like properties Shirey, Bradt, and Levine 1999]. Z sources also show rapid
variability in the radio band, where optically thin flares are frequently observed.
Moreover, Sco X-1 [Fomalont, Geldzahler, and Bradshaw 2001a] and Cir X-1
[Fender et al. 2004] show extended radio lobes, where underlying URFs have
also been inferred (see Sec. 1.2.3.4). Penninx et al. 1988 first identified in GX
17+2 that the radio emission varies as the source changes its position in the CD,
decreasing while increasing the mass accretion rate from HB to FB. A similar
behaviour was found in other sources, for example Cyg X-2 [Hjellming et al.
1990b] or Sco X-1 [Hjellming et al. 1990a]. Migliari and Fender 2006 showed that
while a Z-source is moving through the HB towards the NB, the radio power
increases, where radio emission can be related with a compact radio jet similar
to BHXBs in the LH state. As the source moves from the HB to NB, the radio
power decreases and a transient jet is launched. Finally, in the FB, jets are
typically quenched [Bradshaw, Geldzahler, and Fomalont 2003], establishing a
connection with the soft state of BH transients.

Atoll-type NSXBs These type of NS binaries are less luminous than the Z-
type sources, with luminosities that can range from a few percent of the Eddington
limit (∼ 0.01LEdd) to a considerably, but moderate, fraction (∼ 0.5LEdd). The
shape traced in the CD diagram is also distinctive (Fig. 1.13, left panel), with a
harder island state (IS; hard state) and a softer banana state (BS; soft state).
The number of known atoll sources is much higher than the Z class. They
share many spectral and timing properties with BHXBs, although only a few
have been detected at radio wavelengths. A significant fraction of atoll sources
spend most of their life in quiescent state and only occasionally go into outburst
activity. Hysteresis cycles have also been resolved in these systems [Maccarone
and Coppi 2003, Muñoz-Darias et al. 2014].

Weak low-mass NSXBs This group is formed by millisecond pulsars, faint
bursters and faint transients, although many of these sources can also exhibit
properties compatible with low-luminosity atoll-type NSs. They show very low
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Figure 1.13 Typical hardness-intensity diagrams. Left: an atoll source 4U 0614+091 showing the
island and banana states and right: a Z-track source GX 340+0 showing the Horizontal, Normal
and Flaring Branches. Reproduced with permission from Church, Gibiec, and Bałucińska-
Church 2014 (Fig. 1).

X-ray luminosities, far below the Eddington rate (L < 0.01LEdd).

In NS systems, spectral and timing analysis of Z and atoll sources revealed a
tight relation between the timing properties of the source and the position in
the CD, suggesting that both are determined by the same physical parameters
and/or have a common origin.

In Z-type sources, the division is similar to that of BH systems (although the
phenomenology is more complex), but the nomenclature of QPOs is related with
the spectral state of the binary in the CD: flaring branch oscillations (FBOs),
normal branch oscillations (NBOs) and horizontal branch oscillations (HBOs).
These have been suggested to be the NS equivalent of the aforementioned type
A, type B and type C QPOs found in BH binaries, respectively (see Fig. 1.10,
right panel). The characteristic frequency of the QPO varies smoothly along
the CD [Psaltis, Belloni, and van der Klis 1999], increasing from the HB to FB
(Fig. 1.14).

The classification in atoll sources is similar, although as shown by Motta
et al. 2017, the equivalent of NBOs is not present. In the hard state of both
BH and NS atoll sources, a flat-top noise component is also present in the PDS,
which eventually decreases in amplitude as the source moves from the hard to
the soft state and the LF QPOs shifts to higher frequencies. As in the case of Z
sources, the characteristic frequency of QPOs increases smoothly from the IS to
BS.
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Figure 1.14 Schematic description of the behavior of BH (upper) and NS (lower) systems in
a HID, showing the characteristic location of LF QPOs. Reproduced with permission from
Ingram and Motta 2019 (Fig. 2).

In summary, as already mentioned, regardless of the nature of the CO in
the binary, each spectral state is characterised (and thus can be distinguished)
by a particular subspace of timing features. For example, in the previous
section I stated that type B QPOs appear in the SIMS, while type C QPOs are
present in the hard or HIMS. In NSs, the characteristic frequency of the QPO
varies smoothly when the source moves along the different branches in the CD,
increasing from the HB to the FB in Z-sources and from the IS to the BS in
atoll sources.

1.5 Numerical simulations of XRBs/microquasar
outflows: an overview

Despite the current capability of high-performance computing (HPC) architec-
tures, numerical simulations of jets in XRBs/microquasars have been barely
addressed. This is probably because, in binary systems, jets are not typically ob-
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served as extended structures (with only a few exceptions, as mentioned before),
but inferred from radio-to-mid-IR flat spectrum, so the direct comparison with
observables is more challenging. However, understanding the basic principles
that govern the jet dynamics in these sources is also essential to characterise the
system behaviour and its interaction with the medium, even though jets are not
spatially resolved. To this aim, numerical simulations are strongly needed.

Beyond the field of XRBs, numerical simulations have been typically devoted
to study extragalactic relativistic outflows, from the formation by MHD mecha-
nisms in general relativity [see e.g., McKinney and Blandford 2009, Tchekhovskoy,
Narayan, and McKinney 2011, McKinney, Tchekhovskoy, and Blandford 2012,
Porth 2013, Cruz-Osorio et al. 2021, Liska et al. 2022] to the morphological
characterisation at kilo-parsec scales, both of powerful Fanaroff-Riley (FR) II
jets [e.g., Martí et al. 1997, Komissarov and Falle 1998, Aloy et al. 1999, Scheck
et al. 2002, Mignone et al. 2010, Massaglia et al. 2016, English, Hardcastle,
and Krause 2016, Mukherjee et al. 2020, Seo, Kang, and Ryu 2021, Perucho,
Quilis, and Martí 2011, Perucho et al. 2014a, Perucho, Martí, and Quilis 2019,
Perucho, Martí, and Quilis 2022], low-power, FRI jets [e.g. Perucho and Martí
2007, Rossi et al. 2008, Perucho et al. 2014a, Massaglia et al. 2016, Massaglia
et al. 2019, Massaglia et al. 2022], or Hercules A-like sources, showing ambiguous
classification [Nakamura et al. 2008, Saxton, Bicknell, and Sutherland 2002,
Perucho et al. 2023]. An extensive review on numerical simulations of jets
from AGN is provided by Martí 2019. Some of these simulations also consider
the dynamical role of magnetic fields on jet propagation [Komissarov 1999b,
Leismann et al. 2005, Mignone, Massaglia, and Bodo 2005, Keppens et al. 2008,
Komissarov, Porth, and Lyutikov 2015, Martí 2015b, Moya-Torregrosa et al.
2021, Mignone et al. 2010, Massaglia et al. 2022, Guan, Li, and Li 2014, Mizuno,
Hardee, and Nishikawa 2007] .

At large scales, relativistic plasmas are well described by the equations of rel-
ativistic (magneto)hydrodynamics (R(M)HD), a collection of partial differential
equations that can be formulated as a system of hyperbolic conservation laws.
In the absence of analytic solutions, these equations are solved in a numerical
grid employing finite difference or finite volumes approaches. The former are
based on the differential form of the conservation equations and evolve point
values of the state vectors in time, while the latter employ the integral form of
the conservation laws and cell average values. In particular, the development of
the so-called high-resolution shock capturing methods initiated a revolution on
the field of numerical R(M)HD simulations, given its extraordinary properties
of accuracy and convergence, and the ability to handle discontinuous solutions
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such as shock waves. On Chapter 2 of the thesis, I will provide a deep revision
of the state-of-the-art numerical methods to solve the equations of RMHD.

In the rest of the section, I will review past work on XRB simulations, from
the propagation of relativistic jets in microquasars to the interaction of the
stellar wind with the pulsar wind in a non-accreting pulsar system.

1.5.1 Microquasar jets: the binary and beyond

The most relevant line of work on microquasar jets consists of a series of papers
that studied jet-wind interactions in HMXBs by means of RHD simulations, which
were originally published more than one decade ago [Perucho and Bosch-Ramon
2008, Perucho, Bosch-Ramon, and Khangulyan 2010, Perucho and Bosch-Ramon
2012]. Perucho and Bosch-Ramon 2008 performed two-dimensional numerical
simulations of jets crossing the stellar wind of the massive companion, showing
the formation of strong recollimation shocks that can accelerate particles and
produce non-thermal emission. Similar results, but with three-dimensional
(3D) hydrodynamical simulations, were found by Perucho, Bosch-Ramon, and
Khangulyan 2010. In this work, the authors confirmed that jets with total
power Lj < 1036 erg s−1 can be disrupted by the impact of the stellar wind
(with the imposed wind conditions), impeding the radio-band detection of this
particular population of XRBs at large scales. Later, Perucho and Bosch-Ramon
2012 analysed the effect of the wind clumpiness on the steady jet dynamics and
found significant differences in the flow stability and disruption degree when
inhomogeneities were considered, even in jets with luminosities Lj ∼ 1037 erg s−1.

Numerical calculations of the high-energy emission from one clump-jet inter-
action were also performed by de la Cita et al. 2017, who predicted that these
interactions may collectively dominate the non-thermal radiation. Yoon and
Heinz 2015 developed non-relativistic simulations to derive an analytic formula
for the asymptotic jet bending and applied it to two well-known systems, Cyg
X-1 and Cyg X-3. This work was then extended by Yoon, Zdziarski, and Heinz
2016 and Bosch-Ramon and Barkov 2016.

More recently, Charlet et al. 2022 analysed the dynamical and structural
effects of radiative losses in those two fiducial binaries. They performed large-
scale 3D RHD simulations using the pluto code [Mignone et al. 2007], focusing
on jet outbreak and early propagation, and found that radiative cooling effects
are more relevant for the parameters space of Cyg X-3 than of Cyg X-1.

In a different line of work, Barkov and Bosch-Ramon 2022 used 3D hydrody-
namical simulations to study the combined effect of stellar winds and orbital



1.5 Numerical simulations of XRBs/microquasar outflows: an overview 37

Figure 1.15 Coloured density maps and velocity vector distribution for relativistic jet simulations
considering the binary orbital motion. Reproduced with permission from Barkov and Bosch-
Ramon 2022 (Fig. 7).

motion on the scales of the binary and beyond, showing that even jets with
power Lj ∼ 1037 erg s−1, which were barely affected by the stellar wind impact
[Perucho, Bosch-Ramon, and Khangulyan 2010], can be disrupted on scales ∼ 1
AU (Fig. 1.15).

Nevertheless, all the numerical simulations mentioned above neglect the
dynamical effect of the magnetic fields on the flow evolution, thus assuming that
jets are kinetically dominated on the scale of the binary and beyond. Jets are
thought to be magnetically dominated close to the CO (i.e., a Poynting flux), and
accelerated up to (mildly) relativistic speeds by MHD and/or thermal processes
(e.g., L. Ricci et al, submitted, 2023, for the case of AGN jet simulations), where
jets can also be mass-loaded from the disc or the stellar wind. Therefore, we
expect the kinetic energy to dominate the total jet power at the scale of the
binary, but it is still unclear to which extent even a relatively weak magnetic
field can affect the jet dynamical evolution, either by favouring jet collimation
or triggering more instabilities [see e.g., Massaglia et al. 2022, for the case of
FRI radio sources]. Moreover, even moderately weak magnetic fields can be
locally reinforced and thus play an important role in shaping the non-thermal
emission of the jet by casting particle acceleration, cooling, and/or triggering
synchrotron radiation. On the other hand, it is also possible that magnetic
dissipation might not be as efficient as generally expected, and thus jets can still
be near equipartition on the scale of the binary. These two possibilities, together
with the effects of magnetic fields on the jet dynamics and the long-term stability,
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will be addressed for the first time by means of dedicated 3D RMHD simulations
in Chapter 5 of this thesis (originally published in López-Miralles et al. 2022).

1.5.2 A special source: the microquasar SS 433

Another set of studies –that can be considered a self-contained line of research–
are devoted to reproducing the dynamics and jet-ISM interactions of the exotic
microquasar SS 433 (a brief introduction to this source is provided on Sec. 1.6).
This system shows powerful bipolar precessing mildly relativistic jets with
dynamical properties that are unique among other galactic binaries.

Even more than twenty years ago, Muller and Brinkmann 2000 performed
the first low-resolution, non-relativistic, time-dependent 3D hydrodynamical
simulations of the SS 433 precessing jets, showing the development of highly
complex structures and instabilities and the deceleration of the jet head.

More than one decade later, Monceau-Baroux et al. 2014 performed 3D RHD
simulations of SS 433 sub-parsec jets to show that the best match with the existing
radio images was achieved by using the canonical propagation speed, v = 0.26 c,
and a precession angle of 20◦, in good agreement with the observed parameters of
the source. The apparent discrepancy between sub-parsec and parsec scales was
also addressed by means of long-term hydrodynamical simulations in Monceau-
Baroux et al. 2015, considering that jets interact with the SNR W50 (Fig. 1.16).
In this work, the authors showed that precessing jets with an angle of 20◦ can
naturally recollimate into a continuous non-precessing hollow flow due to pure
hydrodynamical processes, providing a tentative explanation for the system
morphology at large distances. Some years later, Bowler and Keppens 2018
deduced fundamental scaling relations to extend the computations in Monceau-
Baroux et al. 2014 and Monceau-Baroux et al. 2015 to lower densities and
pressures of the ambient medium, finding that SS 433 jets could be responsible
for the large scale morphology of the system. Indeed, other authors focused
on reproducing the W50 elongated shell morphology, relying either on the jet
interaction with the SNR [Velázquez and Raga 2000, Zavala et al. 2008, Goodall,
Alouani-Bibi, and Blundell 2011] or on the jet MHD processes [Ohmura et al.
2021].

The formation of relativistic jets under super-Eddington accretion rates, as
suggested for SS 433, was also addressed by means of general relativistic radiation
magnetohydrodynamics (Rad-RMHD) simulations. For example, in Sądowski
and Narayan 2015 the authors performed a set of simulations of super-critical
accretion onto a supermassive non-rotating BH, where accretion takes the form
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Figure 1.16 Overall view of the large simulation of SS433 zoomed to the scale reached at t
= 6.5 years, i.e. 0.1 pc. The jet volume is rendered using the tracer to locate the jet. The
jet volume is coloured with the pressure. The two-dimensional cut shows the proper density.
Reproduced with permission from Monceau-Baroux et al. 2015 (Fig. 1), ©ESO.

of a geometrically thick disc dominated by the radiation pressure. The results
show that photons from the disc can flow into the funnel (which is optically
thick) and accelerate the plasma up to v ∼ 0.3 c, compatible with the jet velocity
observed in the source. The radiation-driven jet obtained in the simulation is,
however, characterised by an opening angle (θ ∼ 15◦) that differs significantly
from the highly collimated outflows (i.e. θ < 5◦) observed in SS 433 (Fig. 1.17).
This fact reveals that either an additional collimating agent is not operating in
the simulation (possibly related with the magnetic field configuration), or that
the precessing jet launching mechanism differs from the assumed radiatively
driven outflow.
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Figure 1.17 Left: logarithmic density+velocity field (arrows) and logarithmic isotropic equiva-
lent luminosity of total energy+energy flux (arrows). Right: fractional contribution of different
energy channels (radiative, kinetic+gravitational, magnetic) in the jet flow, showing the
conversion of radiation energy into kinetic energy. The bottom panel shows the radial gas
velocity in the jet axis. Reproduced with permission from Sądowski and Narayan 2015 (Fig. 2
and FIg. 3).

1.5.3 Pulsars and colliding winds

Another scenario that received attention from the simulation community in the
last years is the interaction of the stellar wind of a massive star with the wind
of a non-accreting pulsar (Fig. 1.18), since it has been proposed to explain,
together with accretion and jet ejection, the origin of high-energy emission in
γ-ray emitting binaries. The relativistic pulsar wind and the non-relativistic
stellar outflows interact all along the orbit, producing ultrarelativistic particles
that radiate from radio to γ-rays.

During the last decades, this scenario has been widely accepted as a plausible
model to explain most of the observables in γ-ray binaries, such as the orbital
dependency of X-ray and γ-ray emission, or the flaring activity observed at
particular orbital phases. However, the interaction of winds is a complex
phenomenon that depends on several variables, such as the physical properties
of the pulsar, and the characteristics of the stellar wind, just to name some
examples. Thus, 3D numerical simulations are essential to understand these
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physical processes. In the following, I summarise the main contributions to the
field.

Romero et al. 2007 performed non-relativistic smoothed particle hydrody-
namics simulations (including the effects of orbital motion) for both pulsar
wind-stellar wind collision and accretion jet models, and confronted them in the
context of the γ-ray binary LS I +61 303, concluding that the microquasar model
seemed to be more appropriate. The same type of simulations, but for the system
PSRB1259-63/LS 2883 were performed by Okazaki et al. 2011. Bogovalov et al.
2008 and Bogovalov et al. 2012 performed, respectively, HD and MHD axisym-
metric simulations of colliding winds, taking into account relativistic effects, but
neglecting orbital motions. The latter aspect was addressed some years later in
Bosch-Ramon et al. 2012 and Bosch-Ramon, Barkov, and Perucho 2015, where
by means of RHD simulations along one single orbit, the authors showed that
shocks, instabilities and mass-loading yield to efficient mass, momentum and
energy exchange between both winds in the interaction region (Fig. 1.18). In
Bosch-Ramon et al. 2012, in addition to the pulsar-wind shock facing the star,
the simulations revealed additional sites of non-thermal activity, as the strong
shocks behind the pulsar [see also Bosch-Ramon and Barkov 2011]. These same
type of simulations were later applied by Bosch-Ramon et al. 2017 to explain the
non-thermal orbital phenomenology of the system HESS J0632+057. The role
of the eccentricity on the evolution of colliding winds was addressed by Barkov
and Bosch-Ramon 2021 by means of quasi-3D numerical simulations in spher-
ical coordinates (i.e., 2.5D), showing that low eccentricity systems were more
favorable for wind mixing. The impact of the high pulsar wind magnetisation
on the geometrical structure of the shocked flow was addressed by Bogovalov
et al. 2019. Recently, Barkov, Kalinin, and Lyutikov 2022 presented new RMHD
simulations taking into account various possible pulsar geometries [Barkov, Lyu-
tikov, and Khangulyan 2019] and wind trust ratios. The feedback of pulsars on
their environment on large scales has also been addressed by several numerical
studies [Vigelius et al. 2007, Porth 2013, Barkov, Lyutikov, and Khangulyan
2019, Barkov and Lyutikov 2019].

1.6 X-ray binary/microquasar population

There are approximately ∼ 500 XRBs detected in the Galaxy, distributed
according to the mass of the companion star [Liu, van Paradijs, and van den
Heuvel 2005, Liu, van Paradijs, and van den Heuvel 2006, Liu, van Paradijs, and
van den Heuvel 2007]; in the case of HMXBs, due to the short lifetime of the
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Figure 1.18 Left: Three-dimensional schematic (top) and two-dimensional cut (bottom) of
the physical scenario comprising a massive star with a clumpy stellar wind and a pulsar.
Reproduced with permission from Kefala and Bosch-Ramon 2023 (Fig. 1). Right: Density
distribution at different times in a simulations of stellar/pulsar-wind interaction along one full
orbit. Reproduced with permission from Bosch-Ramon et al. 2012 (Fig. 4), ©ESO.

donor star, the systems appear associated with young stellar populations and
are mainly placed in the star-forming regions of the galactic disc, while LMXBs
appear associated with an older stellar population in the galactic bulge and in
globular clusters. The Magellanic Clouds contain very few LMXBs, but have a
rich population of HMXBs. The most up to date catalogues for both HMXBs
and LMXBs are given in Neumann et al. 2023 and Avakyan et al. 2023, showing
respectively 168 and 348 sources (Fig. 1.19).

In this last section of the Introduction, I present a brief description of a small
selection of BH and NSXBs that are relevant for the purposes of this thesis,
either directly or indirectly.
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Figure 1.19 HMXBs [blue squares; Neumann et al. 2023] and LMXB [red circles; Avakyan
et al. 2023] catalogue sources overlaid on the eRosita sky map. From http://astro.uni-
tuebingen.de/ xrbcat/.

1.6.1 BH X-ray binaries

Cyg X-1 The source Cyg X-1 is one of the most studied microquasars in
the Galaxy and was the first system widely accepted to host a stellar-mass
BH [Shipman 1975] accreting matter from an O-type supergiant star [Gies and
Bolton 1986]. In a recent publication [Miller-Jones et al. 2021], the mass of
the BH was constrained to be 21.2 ± 2.2 M⊙, higher than previous estimates
and well above other galactic BHXBs. The system is located at a distance
∼ 2.22 kpc [Miller-Jones et al. 2021], has an almost circular orbit with period
of 5.6 days and reaches luminosities L > 1037 erg/s. Moreover, contrary to
other BHXBs, it usually appears in a canonical LH state [e.g., Ling et al. 1983,
Fender et al. 2000], showing a flat radio spectrum compatible with a steady
compact jet [Stirling et al. 2001], while only occasional transitions to the soft
state (with no compact jet) have been detected [Grinberg et al. 2011, Grinberg
et al. 2015]. While radio emission remains rather stable with only occasional
flaring episodes [20–30% of the average flux density; Fender 2006], fast episodes
of X-ray flux variation by a factor ∼ 3 − 30 have been detected at different
timescales [Gierliński and Zdziarski 2003]. In 2006 [Albert et al. 2007], Cyg X-1
became the first stellar-mass BH found to display evidence of γ-ray emission in
the VHE (above 100 GeV). The powerful jets from the source are thought to
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inflate a bubble in the surrounding medium [Gallo et al. 2005, Russell et al. 2007],
where the shocked heated ISM is observed through thermal Bremmstrahlung
radiation from radio to optical wavelengths. The study of this interaction (for
example, in Gallo et al. 2005) revealed a larger jet power than that inferred from
direct observations of the compact jet, which could reveal the presence of large
amounts of cold protons in the jet, or that the power driving the ISM shell is
related with other type of outflows in the system such as winds [Heinz 2006].

Cyg X-3 The microquasar Cyg X-3 is also a persistent, bright radio and X-ray
source, but contrary to Cyg X-1, it hosts a WR companion that confers the
system with unique behaviour [van Kerkwijk et al. 1996]. Occasionally, Cyg X–3
undergoes giant radio outbursts, when it becomes the brightest galactic radio
source [Waltman et al. 1996]. These outburst are seen when the source moves
from the soft state to the hard state, something unusual in this kind of systems
[Koljonen et al. 2010]. During the outburst, a one-sided relativistic jet with
multiple knots has been resolved by Very Long Baseline Interferometry (VLBI)
observations [Mioduszewski et al. 2001]. Interestingly, outbursts are preceded by
the so-called hyper-soft state, a radio quiet period [Koljonen et al. 2018]. This
binary is also a γ-ray source [Fermi LAT Collaboration et al. 2009], mainly on
the transition from/to the hyper-soft state. All these properties are expected to
be connected with the short orbital separation and the powerful winds driven
by the WR star in which the CO is embedded.

V404 Cyg The source V404 Cyg is a variable BHXB located in the constel-
lation of Cygnus that shows strong variability. It first jumped to prominence
during a moderately fast nova explosion in 1938. Approximately 50 years later,
the Japanese X-ray satellite Ginga (together with high-energy instruments on
board the MIR Space station) detected a new eruption [Kitamoto et al. 1989].
Further inspection of the historical data revealed two other possible outbursts
that were previously unnoticed, in 1956 and 1979 [Richter 1989]. More recently,
when the Swift satellite detected signs of renewed activity on June 2015, the
source caught again the attention of the scientific community. The INTEGRAL
γ-ray observatory monitored the outburst two days later, detecting repeated
extraordinary bright flares [Rodriguez et al. 2015]. During the peak of the
outburst, Miller-Jones et al. 2019 also conducted a high-angular resolution radio
monitoring of V404 Cyg with the Very Long Baseline Array (VLBA). In this
paper, the authors reported on a rapidly changing jet orientation on timescales
shorter than an hour which can be interpreted as Lense-Thirring precession
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Figure 1.20 Schematic illustration of the precessing inner flow model. Reproduced with
permission from Ingram and Motta 2019 (Fig. 14) and adapted from an animation made by
ICRAR in association with Miller-Jones et al. 2019.

(Fig. 1.20), as supported by numerical simulations of tilted accretion discs [Liska
et al. 2018].

SS 433 The system SS 433 is one of the most powerful and exotic star systems
in our Galaxy. It is an eclipsing HMXB located at a distance of ∼ 5.5 kpc
[Blundell and Bowler 2004, line of sight ∼ 78◦] formed by a CO (a stellar-mass
BH or a NS) orbiting a companion supergiant (∼ 30 M⊙). The main property
that caracterices SS 433 with respect to other binaries is the presence of a
continuous regime of supercritical accretion [see e.g., Fabrika 2004, for a review]
that exceeds by far the Eddington limit. This accretion power also feeds bipolar,
narrow (< 5◦), regular precessing (θ ∼ 20◦, P ∼ 162 days, Pnut ∼ 6 days),
mildly-relativistic jets (v ∼ 0.26c), as inferred from Doppler-shifted optical
emission lines. The system is also the first galactic binary to reveal the presence
of baryonic matter in the relativistic outflows by Doppler-shifted iron emission
lines from spatially resolved regions [Migliari, Fender, and Méndez 2002]. These
outflows are resolved in a wide range of spatial scales at all wavelenghts, from
X-rays near the binary core (∼ 1010−13 cm) to radio emission (∼ 1015−17 cm),
where the projection of the jets in the plane of the sky shows a characteristic
twisted trace (see Fig. 1.21). Extended X-ray emission has also been inferred
by Chandra observations at sub-parsec scales (∼ 1017 cm). I address the
characterisation of the jet dynamics and the magnetic field structure in these
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Figure 1.21 VLA Image of the microquasar SS433. Credit: Blundell&Bowler, NRAO/AUI/NSF.

regions by means of large-scale numerical simulations in Chapter 6 of the thesis.
Further out from the binary core, jets are not detected until distances of tens of
parsecs where termination shocks are observed, presumably while the outflows
deform the W50 nebula (see Fig. 1.5).

GRS 1915+105 GRS 1915+105 (also known as V1487 Aquilae) is a well-
known XRB star system hosting a BH, which, together with Cyg X-1, is one
of the heaviest stellar-mass BHs known in the Galaxy [∼ 12.4 M⊙, Reid et al.
2014]. The system was discovered on 1992 by the WATCH all-sky monitor
aboard GRANAT [Castro-Tirado et al. 1994], and in 1994, a campaign of Very
Large Array (VLA) observations resolved superluminal motions in unusually
bright bipolar discrete plasma clouds, ejected after a violent burst in X-rays
and γ−rays [Mirabel and Rodríguez 1994]. GRS 1915+105 then became the
first known galactic source that ejects material with apparent superluminal
velocities, a phenomenon that was previously exclusive for quasar jets. Mirabel
and Rodríguez 1999 showed that the apparent asymmetries in the brightness
and the displacement of two plasma clouds could be naturally explained in
terms of the relativistic effect known as relativistic aberration, as long as plasma
bullets are ejected in an antisymmetric way with v∼ 0.98 c. These apparent
superluminal motions were later observed with higher angular resolution with
the MERLIN array [Fender et al. 1999].
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GRS 1758-258 The system GRS 1758–258 is a LMXB and is one of the
brightest objects in hard X-rays in the vicinity of the Galactic centre. It was first
detected by GRANAT/SIGMA [Sunyaev et al. 1991] and over many decades
the source has captured the attention of many other instruments at different
wavelengths. In particular, observations in the radio band show two clearly
extended lobes [Rodriguez, Mirabel, and Marti 1992]. Martí et al. 2015 also
showed that the large scale radio jets of GRS 1758-258 displayed significant
morphological changes (in a time scale of years), which were related with
instabilities in the jet and interaction with the ISM [Luque-Escamilla, Martí,
and Martínez-Aroza 2020]. This source was also the first microquasar to resolve
a cocoon-like shell around the jet [Martí et al. 2015], establishing a new similarity
between microquasars and radio galaxies that had not been observed before
[Martí et al. 2017].

1.6.2 NS X-ray binaries

Scorpius X-1 The XRB Sco X-1 is one of the most studied XRBs since its
discovery in 1962 [Giacconi et al. 1962], and the brightest extrasolar X-ray source
in the sky, located at a distance of 2.8 ± 0.3 kpc [Bradshaw, Fomalont, and
Geldzahler 1999] in the constellation of Scorpius. It is classified as a LMXB
with an orbital period of 18.9 h [Gottlieb, Wright, and Liller 1975], containing a
later than K4 spectral type companion star (0.28M⊙<M<0.70M⊙) and a weakly
magnetised NS with mass <1.73 M⊙ [Steeghs and Casares 2002, Mata Sanchez
et al. 2015]. Regarding the spectral properties of the binary, it is one of the
clearest examples of Z-type sources, showing extended radio emission, spatially
resolved at sub-miliarsecond scales [Fomalont, Geldzahler, and Bradshaw 2001b].
Correlations of flares in the core and in the lobes revealed the existence of an
underlying burst of energy that propagates in the jet with v > 0.95 c [Fomalont,
Geldzahler, and Bradshaw 2001a, Fomalont, Geldzahler, and Bradshaw 2001b],
which has recently been associated with the simultaneous appearance of two
particular types of QPOs in the X-ray PDS [Motta and Fender 2019].

4U 0614+091 This system, which was discovered by the Uhuru survey [For-
man et al. 1978], is classified as a NS LMXB, and it is located at a distance
of 3.2 kpc [Kuulkers et al. 2010]. Given the ultra-short orbital period of the
binary [∼ 50 min Shahbaz et al. 2008], it is also classified as an Ultra Compact
XRB [Juett, Psaltis, and Chakrabarty 2001], possibly hosting an out-of-main
sequence companion star [Kuulkers et al. 2010]. From the point of view of its
spectral behaviour, it is a persistent atoll source that spends most of the time in
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the hard state, only showing sporadic transitions to softer states [Muñoz-Darias
et al. 2014]. Spectral modelling of 4U 0614+091 also shows the so-called hard-
tail component [Piraino et al. 1999], whose origin is controversial, but can be
modelled either by thermal Comptonization of low-energy photons on electrons
having a very high temperature, or as a non-thermal power-law. The existence
of a compact jet was proposed by Migliari et al. 2010 based on the derived flat
radio-to-mid-IR spectrum.

Circinus X-1 Cir X-1 is a NS LMXB that shows regular 16.6 day radio
and X-ray flares [Whelan et al. 1977]. The spectral properties of the source are
very peculiar, since, at different epochs, Cir X-1 approaches the behaviour of an
atoll source, a Z source, or none of the above [Oosterbroek et al. 1995, Shirey
et al. 1998, Soleri et al. 2009], although Shirey, Bradt, and Levine 1999 found
time segments on RXTE observations that clearly demonstrated evolution along
the HB, NB and FB of a Z-type NS LMXB. Thus, Cir X-1 can be classified
as a peculiar Z-type source. This erratic behaviour is related with the fact
that Cir X-1 is one of the youngest NS LMXB [Heinz et al. 2013]. Relativistic
outflows have also been detected at different wavelengths and temporal scales
[Fender et al. 1998, Heinz et al. 2007], where underlying unseen URFs (similar
to Sco X-1) have been inferred between the time delay of radio core flaring and
re-brightening of the downstream plasma [Fender et al. 2004, Tudose et al. 2008,
but see also Miller-Jones et al. 2012].

LS I +61 303 The HMXB LS I +61 303 consists of a CO with an eccentric
orbit (e ≈ 0.7) around a rapidly rotating B0 Ve type star [Casares et al. 2005],
whose orbital period is P1 = 26.496 ± 0.0028 days [Gregory 2002]. The nature
of the CO in LS I +61 303 is still unclear, although the recent discovery of radio
pulsations by Weng et al. 2022 suggests that the system is powered by a NS. LS
I +61 303 has been detected in a wide range of wavelengths, from radio [i.e.,
non-thermal synchrotron, see e.g., Gregory and Taylor 1978] to X-rays [see e.g.,
Bignami et al. 1981], as well as at HE, at GeV [Abdo et al. 2009], and VHE,
at TeV [Albert et al. 2006]. It is therefore one of the very few γ-ray emitting
binaries [see e.g., Mirabel 2007, Chernyakova and Malyshev 2020, and references
therein], together with other few canonical systems such as LS 5039, HESS
J0632+057 or 1FGL J1018.6-5856. Two main competing scenarios have been
proposed to explain the multi-wavelength observations of the source, with a
special focus on the origin of the non-thermal emission: accretion onto a CO
and jet ejection (i.e., a NS or BH microquasar, as first proposed by Taylor and
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Gregory 1982), or the interaction of a non-accreting pulsar with the wind of the
companion star [first proposed by Maraschi and Treves 1981].

1.7 Outline

This thesis is organised as follows:

PART I.- Numerical methods and code development (Chapters 2, 3, 4).
In this first block, I present the numerical codes that I have developed during
the thesis to be run in HPC facilities (Servei d’Informàtica de la Universitat
de València, Red Española de Supercomputación). Our tool, named lóstrego,
has two main implementations: (1) a RMHD module (Chapter 2) and (2) a
Rad-RMHD module (Chapter 3). In the first two chapters, I describe the system
of equations solved with the code, the numerical methods I have implemented
and the testing benchmark I performed to validate the algorithms. Finally,
in Chapter 4, I summarise the main conclusions of Part I and I present open
projects, future work and new implementations to upgrade the current numerical
methods and the overall code capabilities.

PART II.- Numerical simulations of XRBs (Chapters 5, 6, 7). This
second block can be considered the main part of the thesis, as it contains the
first numerical simulations performed with our new code lóstrego in super-
computing facilities to study relativistic outflows in XRBs/microquasars. In
Chapter 5, I study the interaction of jets with the powerful stellar winds driven
by the companion in a HMXB, focusing on the role of magnetic fields in the
jet dynamics and the long-term stability. In Chapter 6, I present the results
of a large project performed within the Spanish Supercomputer Network to
simulate the sub-parsec dynamics of the precessing jets in the microquasar SS
433, including for the first time the dynamical evolution of magnetic fields and
the role of discrete blob collisions in the overall dynamics of the source. Finally,
in Chapter 7, I summarise the main conclusions of Part II and I present ongoing
projects and future applications of our code.

PART III.- Timing analysis of XRBs (Chapters 8, 9, 10). In this last block,
I present the results of two projects I performed during the thesis in the field of
X-ray data analysis, with a special focus on timing techniques. In Chapter 8, I
analyse the whole RXTE archive of the γ-ray binary LS I +61 303, employing a
phase-folding approach to enhance the statistics of the original data. In Chapter
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9, I study the NS LMXB Sco X-1 using NICER observations, which provides
high quality data for timing analysis. Finally, in Chapter 10, I summarise the
main conclusions of Part III and I present ongoing projects and future work.

APPENDIX.- (Appendix A, B) In the appendices, I present a collection of
research articles that I have co-authored during the development of this thesis. In
Appendix A, I present my contribution to the field of AGN jet hydrodynamical
simulations, while in Appendix B, I summarise an article where we applied X-ray
timing techniques in the context of multi-wavelength spectral modelling of a NS
LMXB.



Part I

Numerical methods and
code development





Chapter 2
Relativistic
magnetohydrodynamics

This chapter was originally published in the appendix of J. López-Miralles, M.
Perucho, J.M-Martí, S. Migliari and V. Bosch-Ramon. 3D-RMHD simulations
of jet-wind interactions in high-mass X-ray binaries. Astronomy&Astrophysics,
Volume 661, id.A117, 28 pp. May 2022. DOI:10.1051/0004-6361/202142968.
Reproduced with permission, ©ESO.

In this chapter, I present lóstrego, a new computational tool for simulating
astrophysical relativistic plasmas in one (1D), two (2D), and three dimensional
(3D) Cartesian coordinates. The code is entirely written in the fortran
programming language and solves the conservative equations of special relativistic
magnetohydrodynamics (RMHD) in finite volumes (FV). It is especially designed
to run in multiple cores to exploit the capacity of modern parallel architectures.
lóstrego is based on the high- resolution shock-capturing (HRSC) methods that
have been probed to be robust and accurate in other similar codes [see, e.g., Martí
and Müller 2015, and references therein], extending the techniques implemented
in Martí 2015b to three spatial dimensions. Essentially, the algorithm follows
the reconstruct-solve-average strategy: first, cell-average primitive variables are
reconstructed to the cell interfaces, where a Riemann problem is then solved
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numerically by any approximate Riemann solver. Once fluxes are known at
each cell face, the conserved variables are evolved explicitly in time using total
variation diminishing (TVD) Runge-Kutta algorithms. Finally, an inversion
scheme is applied to recover the primitive variables from the time-evolved solution.
Several one-dimensional and multidimensional tests are presented at the end of
the chapter to prove the ability of the new code to solve classical problems in
the field of RMHD.

2.1 Basic equations

The RMHD system of partial differential equations in the Minkowski metric1

and Cartesian coordinates can be written as a system of conservation laws
[Komissarov 1999a],

∂tU + ∂iF
i = 0, (2.1)

where U = {D, Sj , τ, Bj} is a vector of conserved variables, and F i are the
vector of fluxes for each spatial direction. Both the vector of conserved variables
U and the vector of fluxes F i can be expressed in terms of a set of primitive
variables V = {ρ, vj , p, Bj} using the following relations:

U =


D

Sj

τ

Bj

 =


ρW

ρh∗W 2vj − b0bj

ρh∗W 2 − p∗ − b0b0 − ρW

Bj

 , (2.2)

F i =


ρWvi

ρh∗W 2vivj + p∗δij − bibj

ρh∗W 2vi − b0bi − ρWvi

viBj − Bivj

 , (2.3)

where D is the relativistic rest mass density, Sj is the momentum density of the
magnetised fluid, τ is the energy density measured in the Eulerian frame, δij

is the Kronecker delta and W = 1/
√

1 − v2 is the Lorentz factor. The set of
primitive variables are the fluid rest-mass density ρ, fluid three-velocity vj , and
gas pressure p. The magnetic field vector Bj is at the same time primitive and
conserved variable, so the conversion from one set to the other is trivial. In Eqs.

1We assume a metric signature (-,+,+,+). Greek subscripts in 4-vectors run from 0 to 3.
Latin indices run from 1 to 3. In the following, we use a system of units where c = 1 and a
factor of 1/

√
4π is absorbed in the definition of the magnetic field.
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2.2 and 2.3 we introduced the hydromagnetic specific enthalpy h∗,

h∗ = h + bαbα

ρ
= 1 + ϵ + p

ρ
+ |b|2

ρ
, (2.4)

where ϵ is the specific internal energy. The total pressure p∗ of the magnetic
fluid is given by

p∗ = pg + pmag = p + |b|2

2 . (2.5)

In terms of the vectors v and B in the laboratory frame, the four-velocity uα

and magnetic field bα covariant vectors are

uα = W (1, v), (2.6)

b0 = W (v · B), (2.7)

bi = Bi

W
+ vib0, (2.8)

with the normalizations

uαuα = −1, uαbα = 0, (2.9)

|b|2 = bαbα = B2

W 2 + (v · B)2, (2.10)

where summation over repeated indices is assumed. The time evolution of the
system of equations of classical and relativistic MHD must also preserve the
magnetic field divergence-free constraint,

∇ · B = 0. (2.11)

Finally, the system of RMHD equations is closed with an equation of state (EoS)
of the form

p = p(ρ, ϵ), (2.12)

which relates the thermodynamic primitive variables with each other. For the
particular case of ideal gases, this relation becomes

p = (Γ − 1)ρϵ, (2.13)

where Γ is the adiabatic index. This index should be set as Γ = 5/3 for non-
relativistic or mildly relativistic flows and as Γ = 4/3 in the ultra-relativistic
limit.
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2.2 Numerical methods

2.2.1 Spatial and temporal discretization

We have implemented multidimensional HRSC methods following the FV strategy
and dimensional splitting, taking the integral form of the conservation laws (Eq.
2.1) and cell-averaged values. This means that operators that involve spatial
derivatives are applied dimension by dimension, permuting the spatial coordinates
cyclically. Eq. 2.1 admits a conservative semi-discretization in a rectangular
grid of size Lx × Ly × Lz and resolution Nx × Ny × Nz,

dU i,j,k

dt
= − 1

∆x

(
F̂

x

i+1/2,j,k − F̂
x

i−1/2,j,k

)
− 1

∆y

(
F̂

y

i,j+1/2,k − F̂
y

i,j−1/2,k

)
− 1

∆z

(
F̂

z

i,j,k+1/2 − F̂
z

i,j,k−1/2

)
,

(2.14)

where {i, j, k} is the position of each cell center, and {i ± 1/2, j ± 1/2, k ± 1/2}
is the position of the right and left cell interface, respectively. The elements
∆x = Lx/Nx, ∆y = Ly/Ny, ∆z = Lz/Nz are the cell sizes for each spatial
dimension. As mentioned before, in the FV formalism, the conserved variables
represent an approximation to the average over the cell volume,

Un
i,j,k = 1

∆x∆y∆z

∫ zk+1/2

zk−1/2

∫ yj+1/2

yj−1/2

∫ xi+1/2

xi−1/2

U(x, y, z, t) dxdydz, (2.15)

while the numerical fluxes represent an approximation to the space-time average
in the surface of the cell,

F̂
x

i+1/2,j,k = 1
∆y∆z∆t

∫ zk+1/2

zk−1/2

∫ yj+1/2

yj−1/2

∫ tn+1

tn

F x(xi+1/2, y, z, t) dydzdt, (2.16)

F̂
y

i,j+1/2,k = 1
∆x∆z∆t

∫ zk+1/2

zk−1/2

∫ xi+1/2

xi−1/2

∫ tn+1

tn

F y(x, yj+1/2, z, t) dxdzdt,

(2.17)

F̂
z

i,j,k+1/2 = 1
∆y∆x∆t

∫ xi+1/2

xi−1/2

∫ yj+1/2

yj−1/2

∫ tn+1

tn

F z(x, y, zk+1/2, t) dydxdt.

(2.18)

2.2.2 Spatial cell reconstruction

To advance the set of conserved variables in time, numerical fluxes must be known
at cell interfaces, where the latter are functions of the primitive variables. These
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are reconstructed from cell-centred values by means of interpolation routines that
are designed to reconstruct a piece-wise polynomial approximation inside each
cell preserving the monotonicity and Total Variation (TV)-stability properties
of the algorithm. Consistently with our dimensional splitting, reconstruction
is performed in one dimension following each spatial coordinate. The current
version of lóstrego admits either Godunov (zero-th order) or linear (first order)
spatial reconstruction. The piece-wise linear method (PLM) in the x-direction
follows

V(x, tn) = Vn
i + sn

i (x − xi), (2.19)

where sn
i is the linear slope at cell i. Similar expressions hold for the y, z spatial

directions. The most popular slope limiters are MinMod [Fig. 2.1, left; Roe
1986a], MC [monotonised central difference limiter, Fig. 2.1, right; van Leer
1977], and VanLeer [Leer 1974]. The slope sn

i is given by:

• MINMOD:

sn
i = 1

∆x
minmod

(
Vn

i − Vn
i−1, Vn

i+1 − Vn
i

)
(2.20)

where the minmod function picks the argument that has a smaller modulus
if all of them have the same sign, or is otherwise zero. This means that
MinMod reconstruction takes the least steep among the two slopes provided
by the backward and forward finite differences.

• MC (monotonised central difference limiter):

sn
i = 1

∆x
minmod

[Vn
i+1 − Vn

i−1
2 , 2(Vn

i − Vn
i−1), 2(Vn

i+1 − Vn
i )
]

(2.21)

• VANLEER:

sn
i = 2

∆x

max(0, (Vn
i − Vn

i−1)(Vn
i+1 − Vn

i ))
Vn

i+1 − Vn
i−1

(2.22)

These limiters avoid the generation of spurious extrema at cell interfaces and
reduce the accuracy of the method to first order at extrema with a vanishing slope.
Although conserved variables can be directly reconstructed to cell interfaces,
we interpolate the primitive variables since experience has shown that this is
more robust than the former approach. If the PLM reconstruction leads to
nonphysical situations in which v2 > 1, we reduce the method to first order (i.e.,
Godunov reconstruction). High-order schemes like the Monotonicity Preserving
(MP) reconstruction [Suresh and Huynh 1997] are also available in the code, and
have been tested in the context of RMHD on Chapter 3 of the thesis.
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Figure 2.1 Schematic representation of the MinMod (left panel) and the MC (right panel)
slope limiter. Reproduced from Rezzolla and Zanotti 2013 with permission of The Licensor
through PLSclear (Fig. 9.4, page 429).

2.2.3 Numerical fluxes and the Riemann problem

When the cell-centred primitive variables are spatially reconstructed to obtain
VL

i+1/2, VR
i+1/2 (i.e., the values of V at the left and right sides of the interface

i + 1/2), computation of numerical fluxes requires solving a Riemann problem
at each zone edge:

U (V(x, 0)) =
{

U
(
VL
)

i+1/2 if x < xi+1/2

U
(
VR
)

i+1/2 if x > xi+1/2.
(2.23)

Although exact Riemann solvers exist in the literature for RMHD [Giacomazzo
and Rezzolla 2006], this step usually involves upwind strategies based on ap-
proximate solutions. The current version of lóstrego includes three different
approximate solvers of the Harten-Lax-van Leer (HLL) family: HLL [Harten,
Lax, and Leer 1983], HLLC [Mignone and Bodo 2006], and HLLD [Mignone,
Ugliano, and Bodo 2009]. Jacobian-free Riemann solvers based on internal
approximations to the Polynomial Viscosity Matrix are also included in the code
and will be tested on Chapter 3 of the thesis against the HLL family.

In the collection of nonlinear solvers pertaining to the HLL class, the solution
is approximated by N < 7 waves that travel with characteristic speeds λk+1 >

λk, k = 1, ..., N − 1, separated by N + 1 intermediate states. To obtain the
characteristic speed of the outermost waves in the Riemann fan (i.e., the fast
magnetosonic waves), which are the maximum and minimum eigenvalues of the
Jacobian matrix of the left and right states, we need to find the roots of a quartic
equation employing a root-finder numerical method [see, e.g., Anile 1989, Antón
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et al. 2010]:
C4λ4 + C3λ3 + C2λ2 + C1λ + C0 = 0, (2.24)

where coefficients C are given by:

C0 = (vx)4(1 − Ω2) − (vx)2Ω2

W 2 + (bx)2c2
s

(ρh + |b|2)W 4 ,

C1 = −4(vx)3(1 − Ω2) + 2vxΩ2

W 2 − 2b0bxc2
s

(ρh + |b|2)W 4 ,

C2 = 6(vx)2(1 − Ω2) − (1 − (vx)2)Ω2

W 2 + ((b0)2 − (bx)2)c2
s

(ρh + |b|2)W 4 ,

C3 = −4vx(1 − Ω2) − 2vvΩ2

W 2 + 2 2b0bxc2
s

(ρh + |b|2)W 4 ,

C4 = 1 − Ω2|v|2 − (b0)2c2
s

(ρh + |b|2)W 4 ,

(2.25)

where Ω2 = c2
s + c2

a − c2
sc2

a and c2
a = |b|2/(ρh + |b|2) is the Alfvén speed.

As the number of waves and intermediate states increases, the diffusion of
the method is reduced, and thus we can obtain more accurate representations of
the real solution.

Figure 2.2 shows a typical Riemann fan representing all different states in
the three approximate solvers of the HLL family. In HLL (N = 2), which is the
simplest method, the initial discontinuity is decomposed in two fast magnetosonic
waves with characteristic speeds λL, λR:

F̂ i+1/2 =


F L, if λL > 0,

F hll
i+1/2, if λL ≤ 0 ≤ λR,

F R, if λR < 0.

(2.26)

such that the internal flux in the fan, F hll
i+1/2, can be derived from the Rankine-

Hugoniot jump conditions across the magnetosonic waves:

F hll
L = F L + λL(Uhll − UL)

F hll
R = F R + λR(Uhll − UR),

(2.27)

where Uhll is given by:

Uhll = λRUR − λLUL + F L − F R

λR − λL
. (2.28)

By substituting Eq. 2.28 into Eq. 2.27, the HLL flux becomes:

F hll
i+1/2 = λRF L − λLF R + λRλL(UR − UL)

λR − λL
, (2.29)
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Figure 2.2 Riemann fan for the HLL-family of Riemann solvers: HLL (blue), HLLC
(blue+black), and HLLD (blue+black+red).

with UL, R = Un
i, i+1 and F L, R = F (UL, R). The characteristic speed of the

two fast magnetosonic waves, λL, λR are respectively the minimum of the left-
propagating eigenvalues and the maximum of the right-propagating eigenvalues
as obtained by solving Eq. 2.24.

This method is robust and attractive for RMHD applications because it
preserves positivity of pressure and |v| < 1, but it may suffer from high levels of
numerical diffusion compared to more sophisticated solvers such as HLLC or
HLLD, which are briefly described below.

HLLC (N = 3) involves two internal states separated by a contact wave.
This solver increases the accuracy of HLL significantly, but it requires a sep-
arate treatment of the hydrodynamical limit (B = 0) and may show different
pathologies when B → 0, especially in 3D applications. For this reason, we
have also included the five-wave Riemann solver, HLLD (N = 5), where in
addition to the contact mode and the two fast magnetosonic waves, it also
considers two rotational discontinuities. In this case, the solution of the system
requires applying the Rankine-Hugoniot jump conditions across all the waves
in the fan of Fig. 2.2. Although this solver is more complex and thus more
expensive from the point of view of computational efficiency, we found that it
is very robust and accurate for multidimensional applications. However, less
dissipative solvers such as HLLC and HLLD might develop undesirable artifacts
[see e.g., Quirk 1994, Wang, Abel, and Zhang 2008] that require a careful treat-
ment, for example, degrading the solver to HLL in the proximity of strong shocks.
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2.2.4 Time integration

When numerical fluxes are resolved at cell interfaces, conserved variables can
be advanced one time step following Eq. 2.14 and predictor-corrector methods.
In our scheme, numerical time integration is based on second and third-order
TVD Runge-Kutta (RK) time integrators described by Shu and Osher 1989.
The second-order method (RK2) follows

U (1) = U (0) + ∆tL(U (0))

U (2) = U (0) + 1
2∆tL(U (0)) + 1

2∆tL(U (1)),
(2.30)

while the third-order method (RK3) is given by

U (1) = U (0) + ∆tL(U (0))

U (2) = U (0) + 1
4∆tL(U (0)) + 1

4∆tL(U (1))

U (3) = U (0) + 1
6∆tL(U (0)) + 1

6∆tL(U (1)) + 2
3∆tL(U (2)),

(2.31)

where in both cases L(U (n)) is the upwind differencing operator,

L(U (n)) = − 1
∆x

(
F̂

x

i+1/2,j,k − F̂
x

i−1/2,j,k

)
− 1

∆y

(
F̂

y

i,j+1/2,k − F̂
y

i,j−1/2,k

)
− 1

∆z

(
F̂

z

i,j,k+1/2 − F̂
z

i,j,k−1/2

)
.

(2.32)

2.2.5 Divergence-free constraint

In general, HRSC methods do not preserve the divergence-free condition given by
Eq. 2.11. This can produce numerical artificial forces that can lead to incorrect
solutions and the eventual failure of the code. Thus, different approaches exist
to control the solenoidal condition in RMHD codes [see e.g., Tóth 2000, Martí
and Müller 2015, and references therein]. The most popular approaches are the
eight-wave method [Powell 1994], the hyperbolic-parabolic divergence cleaning
[Dedner et al. 2002], the projection scheme [Brackbill and Barnes 1980], and
the constrained transport method [CT; Evans and Hawley 1988, Ryu et al.
1998, Balsara and Spicer 1999]. The latter has been proved to be robust and
accurate because it guarantees that the divergence-free constraint is fulfilled up
to machine round-off errors by definition, preserving the divergence of the initial
setup during the simulation. Thus, it is the only scheme we have implemented
in lóstrego. The method was originally proposed by Evans and Hawley 1988
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and adapted to Godunov-type Riemann solvers by Ryu et al. 1998, Balsara and
Spicer 1999. The main characteristic of this approach is that it requires the
introduction of a staggered representation of the magnetic field at cell interfaces,
which is evolved according to a semi-discrete version of the induction equation,

dBx
i+1/2,j,k

dt
=

Ω̂z
i+1/2,j+1/2,k − Ω̂z

i+1/2,j−1/2,k

∆y
−

Ω̂y
i+1/2,j,k+1/2 − Ω̂y

i+1/2,j,k−1/2

∆z
,

(2.33)

dBy
i,j+1/2,k

dt
=

Ω̂x
i,j+1/2,k+1/2 − Ω̂x

i,j+1/2,k−1/2

∆z
−

Ω̂z
i+1/2,j+1/2,k − Ω̂z

i−1/2,j+1/2,k

∆x
,

(2.34)

dBz
i,j,k+1/2

dt
=

Ω̂y
i+1/2,j,k+1/2 − Ω̂y

i−1/2,j,k+1/2

∆x
−

Ω̂x
i,j+1/2,k+1/2 − Ω̂x

i,j−1/2,k+1/2

∆y
,

(2.35)

where Bx
i+1/2,j,k, By

i,j+1/2,k, Bz
i,j,k+1/2 are the staggered field components, which

represent an average of the magnetic field at the cell surface,

Bx
i+1/2,j,k = 1

∆Si+1/2,j,k

∫
Sx

B · dSx, (2.36)

By
i,j+1/2,k = 1

∆Si,j+1/2,k

∫
Sy

B · dSy, (2.37)

Bz
i,j,k+1/2 = 1

∆Si,j,k+1/2

∫
Sz

B · dSz. (2.38)

The electromotive forces (emf) Ωi are discrete representations of the com-
ponents of Ω = v × B defined at cell corners (see Fig. 2.3). To compute them,
we can follow the flux-CT formalism [Balsara and Spicer 1999, Giacomazzo and
Rezzolla 2007], taking the average of the neighbouring upwind numerical fluxes,

Ω̄x
i,j+1/2,k+1/2 = 1

4(F̂ yz
i,j+1/2,k + F̂ yz

i,j+1/2,k+1

−F̂ zy
i,j,k+1/2 − F̂ zy

i,j+1,k+1/2),
(2.39)

Ω̄y
i+1/2,j,k+1/2 = 1

4(F̂ zx
i,j,k+1/2 + F̂ zx

i+1,j,k+1/2

−F̂ xz
i+1/2,j,k+1/2 − F̂ xz

i+1/2,j,k+1),
(2.40)
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Figure 2.3 Numerical cell centered at (i, j, k) with two adjacent faces, showing the cell
corner interpolation of the numerical fluxes using four neighboring values. Reproduced with
permission from Lora-Clavijo, Cruz-Osorio, and Guzmán 2015 (Fig. 2), ©AAS.

Ω̄z
i+1/2,j+1/2,k = 1

4(F̂ xy
i+1/2,j,k + F̂ xy

i+1/2,j+1,k

−F̂ yx
i,j+1/2,k − F̂ yx

i+1,j+1/2,k),
(2.41)

where F̂ µν is the µ-component of the flux along the ν-direction.
Arithmetic averaging is the simplest and most often suggested CT scheme,

but this approach may include insufficient dissipation and does not reduce to
the plane-parallel algorithm for grid-aligned flows [Gardiner and Stone 2005,
Mignone and Del Zanna 2021]. Thus, we modified the definitions of Eqs. 2.39 to
2.41 following the CT-contact scheme of Gardiner and Stone 2005, where the CT
algorithm is presented as a spatial integration method. This scheme has been
proved to be robust and accurate in practical applications, and it does reduce
to the base upwind method for grid-aligned planar flows. In the CT-contact
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approximation, the average electromotive forces are modified according to

Ω̂z
i+1/2,j+1/2,k = Ω̄z

i+1/2,j+1/2,k

+δy

8

((
∂Ωz

∂y

)
i+1/2,j+1/4

−
(

∂Ωz

∂y

)
i+1/2,j+3/4

)

+δx

8

((
∂Ωz

∂x

)
i+1/4,j+1/2

−
(

∂Ωz

∂x

)
i+3/4,j+1/2

)
,

(2.42)

where similar expressions hold for Ωx, Ωy by cyclic permutation of the spatial
indices. Gardiner and Stone 2005 proposed several ways to compute the deriva-
tives of Eq. 2.42. Here, we follow the ϵc

z-CT algorithm, where derivatives are
selected in an upwind way according to the sign of the velocity of the contact
mode,

(
∂Ωz

∂y

)
i+1/2,j+1/4

=



(∂Ωz/∂y)i,j+1/4, if vx,i+1/2,j > 0,

(∂Ωz/∂y)i+1,j+1/4, if vx,i+1/2,j < 0,

1
2 ((∂Ωz/∂y)i,j+1/4+
(∂Ωz/∂y)i+1,j+1/4), otherwise.

(2.43)

To obtain the derivatives that appear in Eq. 2.43, Gardiner and Stone 2005
proposed to subtract the face centred emf Ωz

i,j+1/2 computed with the upwind
fluxes and the emf Ωz

i,j evaluated at the cell centre,(
∂Ωz

∂y

)
i,j+1/4

= 2
δy

(
Ωz

i,j+1/2 − Ωz
i,j

)
. (2.44)

The cell-center magnetic field can be recovered from the staggered represen-
tation using a simple linear interpolation at the end of the CT step,

Bx
i,j,k = 1

2(Bx
i−1/2,j,k + Bx

i+1/2,j,k), (2.45)

By
i,j,k = 1

2(By
i,j−1/2,k + By

i,j+1/2,k), (2.46)

Bz
i,j,k = 1

2(Bz
i,j,k−1/2 + Bz

i,j,k+1/2). (2.47)

The interpolations performed to obtain the required fluxes at cell edges in the
CT-contact formalism, and to recover the cell-centred magnetic field from the
staggered solution, limit the accuracy of the algorithm to second order. Other
strategies such as the UCT-HLL(D) method of Mignone and Del Zanna 2021
may be followed to increase the order of the CT method.
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2.2.6 Recovery of primitive variables

Finally, in order to start a new time iteration, we must recover the primitive
variables from the evolved conserved solution. In relativistic hydrodynamics
(RHD) and RMHD codes, this task requires solving a highly nonlinear algebraic
system of equations, which constitutes one of the most challenging tasks from
the point of view of computational efficiency. The recovery of primitive variables
is usually considered as one of the bottlenecks for the speed-up of the code
[Wright and Hawke 2019].

Among the different strategies that exist in the literature [see e.g, Martí and
Müller 2015, and references therein], we chose to recover the set of primitive
variables following the inversion scheme of Mignone and McKinney 2007. This
algorithm can be extended to general EoS, and it has been proved to avoid
numerical problems due to loss of precision in the non-relativistic and ultra-
relativistic limit. For example, this might be relevant for microquasar jet
simulations, where we showed that other inversion schemes such as the one used
by Leismann et al. 2005 or Martí 2015b failed to recover the low pressure of the
non-relativistic stellar wind with acceptable accuracy. The relevant equations of
this inversion scheme are

E′ = Z ′ − p + |B|2

2 + |B|2|S|2 − S2
B

2(|B|2 + Z ′ + D)2 , (2.48)

|S|2 = (Z + |B|2)2 |u|2

1 + |u|2
− S2

B

Z2 (2Z + |B|2), (2.49)

where E′ = E − D, Z ′ = Z − D, Z = DhW , SB = S · B and |u|2 = W 2|v|2.
Equation 2.48 can be solved for Z ′ by means of a one-dimensional Newton-
Raphson iterative method using Eq. 2.49 to express |u|2 as a function of Z ′.
The method involves the computation of the derivative

dE

dZ ′ = 1 − dp

dZ ′ − |B|2|S|2 − S2
B

(|B|2 + Z ′ + D)3 , (2.50)

where dp/dZ ′ depends on the EoS of the code. To avoid catastrophic losses
of accuracy in the non-relativistic and ultra-relativistic limits, Mignone and
McKinney 2007 chose p = p(χ, ρ) with χ = ρϵ + p to obtain

dp

dZ ′ = ∂p

∂χ

∣∣∣∣
ρ

dχ

dZ ′ + ∂p

∂ρ

∣∣∣∣
χ

dρ

dZ ′ . (2.51)

For ideal gases, ∂p/∂χ and ∂p/∂ρ become
∂p

∂χ
= Γ − 1

Γ χ; ∂p

∂ρ
= 0. (2.52)
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Moreover, on the one hand, the variable χ can be written as a function of Z ′

as
χ = Z ′

W 2 − D|u|2

(1 + W )W 2 , (2.53)

and its derivative with respect to Z ′ as
dχ

dZ ′ = 1
W 2 − W

2 (D + 2Wχ)d|v|2

dZ ′ , (2.54)

where
d|v|2

dZ ′ = −2
Z3

S2
B [3Z(Z + |B|2) + |B|4] + |S|2Z3

(Z + |B|2)3 . (2.55)

On the other hand,
dρ

dZ ′ = −DW

2
d|v|2

dZ ′ . (2.56)

When Z ′ and p are found with some desirable degree of accuracy, the inversion
scheme is completed by recovering the three-velocity and the density of the gas
through

vj = 1
Z + |B|2

(
Sj + SB

W
Bj

)
, (2.57)

ρ = D

W
. (2.58)

We refer to Mignone and McKinney 2007 for further details of the full
algorithm. If the inversion step fails to recover a proper physical solution (i.e.,
p < 0), we follow the same strategy as in the pluto code fixing the pressure to
a positive threshold before solving for |v|2 using a bisections root finder with
the following function:

|v|2 − S2
B(2Z + |B|2) + |S|2Z2

(Z + |B|2)2Z2 = 0. (2.59)

Using this approach, Z has to be recomputed after each iteration using Eqs. 2.48
to 2.55 . Then, the total energy has to be corrected according to the new solution.

2.2.7 Correction of conserved variables

The RMHD codes based on constrained transport algorithms are subject to
several pathologies that may lead to nonphysical solutions, especially for highly
magnetised flows under the influence of strong shocks. The decoupled evolution
of the staggered and cell-centred magnetic field makes the algorithm inconsistent
because the conserved variables are evolved according to the fluxes computed
from the cell-centred field, while the staggered solution is computed with the
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CT method. This inconsistency is the main motivation to develop correction
algorithms of the conserved variables, which may be especially important when
the magnetic pressure dominates over the gas pressure by more than two orders
of magnitude [Martí 2015a]. lóstrego admits both the non-relativistic energy
correction of Mignone and Bodo 2006

Estag = Ecell −
B2

cell − B2
stag

2 (2.60)

and the fully relativistic correction of both energy and momentum of Martí
2015a. In this last approach, the non-relativistic correction of the energy, now
E

(1)
stag, is used to obtain a first approximation of the primitive variables and

then use the new flow velocity v(1) to complete the relativistic correction of the
momentum and energy,

S
i (2)
stag = Si − (B2

cell − B2
stag)vi (1) + v(1) · (Bi

cellBcell − Bi
stagBstag), (2.61)

E
(2)
stag = E

(1)
stag − (v(1))2

2 (B2
cell − B2

stag) + (v(1) · Bcell)2 − (v(1) · Bstag)2

2 . (2.62)

Although these algorithms can be applied before or after recovering the primitive
variables, in lóstrego, we decided to perform the correction before. Following
the notation of Martí 2015a, these algorithms are called CA1 (Eq. 2.60) and
CA2 (Eq. 2.61 and Eq. 2.62), respectively.

2.3 Parallelisation

lóstrego is parallelised with an hybrid scheme using OpenMP (OMP) and
Message Passing Interface (MPI) library instructions in order to exploit the
computational power of both distributed and shared memory. This parallelisation
configuration is based on the parallel architecture of the code ratpenat [Perucho
et al. 2010]. The hybrid scheme is only available in the code for fully 3D
simulations, while 2D computations like the tests described in the next section
might benefit from shared memory parallelisation with OMP directives. For the
large 3D simulations for which the hybrid scheme is available, the computational
box is initially decomposed into several subdomains such that each one is
assigned to an MPI node that performs all the calculations independently using
shared-memory OMP threads. At the beginning of each time step, all MPI
blocks that share internal boundaries must interchange a collection of ghost
cells with the neighbours in the three spatial directions. These cells are used
as boundary conditions for the blocks that are not physical boundaries of the
grid. The latter are imposed according to the physical conditions on the box
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boundaries, which are particular for each numerical simulation. Moreover, the
implementation of the CT-contact algorithm (see Sec. 2.2) requires one more
MPI communication step before the time evolution of the staggered components
of the magnetic field. This CT algorithm requires not only the direction-wise
boundaries in the three spatial directions, but also the corners of each sub-box.
Nevertheless, this information can be also transmitted direction-wise because
the corners are already available in the neighbouring boundaries after the first
MPI communication.

2.4 Testing benchmark

We provide an extensive collection of one-dimensional and multidimensional
numerical tests to probe the performance of the new lóstrego code. Unless
otherwise stated, all tests shown in this section were performed with the HLLD
Riemann solver and the second-order PLM with the VanLeer slope limiter for
cell reconstruction. A weak form of flattening is introduced that degrades the
slope limiter to MinMod whenever a strong shock is detected [Mignone and
Bodo 2006], but no degradation of the HLLD Riemann solver is applied in
the tests. We used a third-order TVD-preserving Runge-Kutta algorithm for
time integration with CFL=0.3. The magnetic field divergence-free constraint
is preserved with the CT method, where electromotive forces were averaged
according to the CT-contact formalism. The relativistic correction scheme CA2
was used to correct the conserved variables after each time integration.

2.4.1 One dimension

Sinusoidal perturbation As a first 1D application, we show the purely
hydrodynamical problem initially formulated by Dolezal and Wong 1995 with a
nuclear EoS and adapted to ideal gases in Del Zanna and Bucciantini 2002. A 1D
unitary shock tube with a resolution of 2000 computational zones is perturbed
in the right zone (0.5 < x < 1.0) with a density sinusoidal profile such that
V L = (ρ, v, p) = (5, 0, 50) and V R = (ρ, v, p) = (2 + 0.3 sin (50x), 0, 5). Figure
2.4 shows the solution of the problem at t = 0.35. The original jump in pressure
generates a blast wave that interacts with the density perturbation. Qualitatively,
our results are similar to those presented in Del Zanna and Bucciantini 2002.

RMHD shock tubes A collection of 1D RMHD test problems were initially
proposed by Dubal 1991, van Putten 1993 and extended in Komissarov 1999a,
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Figure 2.4 Gas density (left), pressure (middle), and x-velocity (right) at t = 0.35 for the
hydrodynamical sinusoidal perturbation test. The shock tube contains 2000 grid points in the
x-direction.

Balsara 2001. These tests constitute a set of Riemann problems that have
been established as a benchmark to test the robustness, accuracy, stability, and
diffusion of any RMHD code. We consider the five shock tube problems of
Balsara 2001 (hereinafter, BA1-5). The initial conditions of these five tests can
be found in the aforementioned reference, so I do not reproduce them in the
thesis. For all of these tests, we considered a 1D unit grid with a resolution of
1600 cells. The adiabatic coefficient was set to Γ = 5/3 for all tests except for
BA1, where Γ = 2.

The BA1 problem, which was originally proposed by Brio and Wu 1988 and
extended to relativistic MHD by van Putten 1993, describes the formation of a
left-going fast rarefaction wave, a left-going compound wave (that only appears
in the numerical solution), a contact discontinuity, a right-going slow shock, and
a right-going fast rarefaction wave in a moderate relativistic flow. The right
part of the shock tube is magnetically dominated. The solution of the BA1 test
at t = 0.4 (red dots) and the analytical solution provided by Giacomazzo and
Rezzolla 2006 (blue line) is shown in Fig. 2.5.

BA2 and BA3 tests are both blast wave problems, although the initial
pressure jump is moderate for BA2 and strong for BA3. The BA2 problem is
well-resolved with our code, and we clearly identify a left-going fast rarefaction
wave, a left-going slow rarefaction, a contact discontinuity, a right-going slow
shock, and a right-going fast shock (Fig. 2.6).

Figure 2.7 shows the solution of the BA3 test at t = 0.4 (red dots) and
the analytical solution provided by Giacomazzo and Rezzolla 2006 (blue line).
The collection of waves that develops as a consequence of the initial pressure
discontinuity is similar to those obtained in BA2, but due to the jump in pressure
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Figure 2.5 From left to right (top): Density, total pressure, x-velocity and y-velocity. From
left to right (bottom): z-velocity, By, Bz and logarithmic Lorentz factor at t = 0.4 for the
test BA1 (red dots). The analytic solution of the Riemann problem is over-plotted (blue solid
line). The shock tube contains 1600 grid points in the x-direction.

of several orders of magnitude, it develops a strong relativistic flow. As a direct
consequence of the large Lorentz factors achieved, the contact discontinuity and
the right-going shocks are under-resolved, even with the less diffusive HLLD
Riemann solver. This was not the case of BA2, where a weaker blast wave leads
to lower Lorentz factors and thus to mildly relativistic flows.

The solution of the BA4 test at t = 0.4 is shown in Fig. 2.8 (red dots),
overplotted with the analytical solution provided by Giacomazzo and Rezzolla
2006 (blue line) for this test. This problem was originally proposed in Noh 1987,
and it describes the interaction of two streams moving in opposite direction with
high Lorentz factor, so the problem is strongly relativistic. As a byproduct of
this collision, four shocks are generated: two strong external fast shocks and two
internal slow shocks, one of each left-going and right-going, respectively.

Finally, BA5 is the only generic RMHD Riemann problem that allows all seven
waves to appear after the decay of the initial discontinuity: a left-going fast shock,
a left-going Alfvén wave, a left-going slow rarefaction, a contact discontinuity, a
right-going slow shock, a right-going Alfvén wave, and a right-going fast shock.
The initial setup includes transverse components of the velocity and magnetic
field vectors. The results of this test, shown in Fig. 2.9, demonstrate that
the code is able to capture the whole set of waves predicted by the analytical
solution.
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Figure 2.6 From left to right (top): Density, total pressure, x-velocity and y-velocity. From
left to right (bottom): z-velocity, By, Bz and logarithmic Lorentz factor at t = 0.4 for the
test BA2 (red dots). The analytic solution of the Riemann problem is over-plotted (blue solid
line). The shock tube contains 1600 grid points in the x-direction.
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Figure 2.7 From left to right (top): Density, total pressure, x-velocity, and y-velocity. From
left to right (bottom): z-velocity, By, Bz , and logarithmic Lorentz factor at t = 0.4 for the
test BA3 (red dots). The analytic solution of the Riemann problem is overplotted (solid blue
line). The shock tube contains 1600 grid points in the x-direction.
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Figure 2.8 From left to right (top): Density, total pressure, x-velocity, and y-velocity. From
left to right (bottom): z-velocity, By, Bz , and logarithmic Lorentz factor at t = 0.4 for the
test BA4 (red dots). The analytic solution of the Riemann problem is overplotted (solid blue
line). The shock tube contains 1600 grid points in the x-direction.

Figure 2.9 From left to right (top): Density, total pressure, x-velocity and y-velocity. From
left to right (bottom): z-velocity, By, Bz and logarithmic Lorentz factor (from left to right,
bottom) at t = 0.55 for the test BA5 (red dots). The analytic solution of the Riemann problem
is over-plotted (blue solid line). The shock tube contains 1600 grid points in the x-direction.
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2.4.2 Two dimensions

Cylindrical magnetised blast wave The cylindrical magnetised blast wave
is a classical problem in RMHD to test the performance of the code handling
MHD wave degeneracies parallel and perpendicular to the field orientation [see
e.g., Martí and Müller 2015, and references therein]. Our initial setup follows
the version proposed by Beckwith and Stone 2011 and adapted from Leismann
et al. 2005. We considered the domain [−6, 6] × [−6, 6] with 10242 cells and
free-flow boundaries everywhere. An overpressured (ps = 1) and overdense
(ρs = 10−2) cylinder of radius r = 0.8 was placed at the centre of the grid,
filled with a homogeneous ambient medium of density ρa = 10−4 and pressure
pa = 5 × 10−3. A transition layer between r = 0.8 and r = 1 was established to
smooth the initial jump and avoid numerical problems when the flow starts to
propagate outward. All velocities were initially set to zero, and the magnetic
field was aligned with the x-axis in the whole grid. For this test, we considered
two degrees of magnetisation: moderate (B = 0.1) and strong (B = 1). The
adiabatic coefficient was set to the relativistic value, Γ = 4/3. The solution of
the problem at t = 4.0 is shown in Fig. 2.10 and Fig. 2.11 . The difference in
pressure between the cylindrical region and the ambient medium produces the
expansion of the central region, which is delimited by a strong forward shock
propagating radially near the speed of light. When we increase the magnetisation
of the medium (B = 1), the strong sideways magnetic confinement produced an
elongated flow structure. The test preserves the symmetry with good accuracy,
and no numerical artifacts or instabilities appear in our simulation.

Rotor We consider the relativistic rotor problem of Del Zanna, Bucciantini,
and Londrillo 2003 in a unitary Cartesian 2D grid with a resolution of 10242 cells
and free-flow boundary conditions in all directions. The initial setup consisted of
a disc with radius r = 0.1 rotating with an angular relativistic velocity ω = 0.95.
The disc was ten times denser than the ambient medium (ρr = 10, ρa = 1) and
the entire system was in pressure equilibrium with p = 1. The background was
initially at rest (v = 0), and the magnetic field was aligned with the x direction
in the whole grid, Bx = 1, By = 0, Bz = 0. An adiabatic coefficient of Γ = 5/3
was used for this test. The solution of the problem at t = 0.4 is shown in Fig.
2.12. The results show complex wave patterns and torsional Alfvén waves that
are generated due to the rotation of the disc. At the end of the simulation, the
magnetic field lines inside the rotor are almost perpendicular with respect to
the background field. The entire system is embedded in a fast rarefaction. The
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Figure 2.10 Logarithmic gas pressure (top left), logarithmic density (top right), logarithmic
Lorentz factor (bottom left), and logarithmic magnetic pressure (bottom right) at t = 0.4 for
the 2D cylindrical magnetised blast wave with moderate magnetisation. Magnetic field lines
are superposed on the magnetic pressure. We consider the Cartesian grid [−6, 6] × [−6, 6] with
1024 cells per spatial dimension.

initial overdensity was swept away by the torsional waves and distributed in a
thin oblique shell.

Shock-cloud interaction A multidimensional test with relevance in astro-
physical applications is the interaction of a strong shock wave with a density
clump. We considered the relativistic version of the problem proposed by
Mignone and Bodo 2006, where the magnetic field is orthogonal to the plane and
carries a rotational discontinuity. We set a Cartesian 2D grid with dimensions
[0, 1] × [−0.5, 0.5] and a resolution of 10242 cells, with outflow boundaries in
all directions. The shock wave was initially located at x = 0.6 such that the
pre-shocked values (i.e., x > 0.6) are (ρ, Wx, pg, Bz) = (1.0, 10, 10−3, 0.5) (with
the flow propagating to the left) and the shocked gas at x < 0.6 is given by
(ρ, Wx, pg, Bz) = (42.5942, 1.0, 127.9483, −2.12917), where ρ is the density, Wx
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Figure 2.11 Logarithmic gas pressure (top left), logarithmic density (top right), logarithmic
Lorentz factor (bottom left), and logarithmic magnetic pressure (bottom right) at t = 0.4 for
the 2D cylindrical magnetised blast wave with strong magnetisation. Magnetic field lines are
superposed on the magnetic pressure. We consider the Cartesian grid [−6, 6] × [−6, 6] with
1024 cells per spatial dimension.

is the Lorentz factor, pg is the gas pressure, and Bz is the z-component of
the magnetic field. The transverse components of the velocity vy and vz and
the components of the magnetic field Bx and By were initially equal to zero
in the whole domain. The cloud was characterised as a cylinder with radius
r = 0.15 and density ρ = 10.0, centred at x = 0.8 in pressure equilibrium with
the pre-shocked material. An adiabatic coefficient of Γ = 4/3 was used for this
test. The solution of the problem at t = 1.0 is shown in Fig. 2.13. Immediately
after the impact between the cloud and the shock wave, the sphere experiences
a strong compression that increases the density of the clump significantly. As a
byproduct of this collision, a bow shock propagates to the left in the shocked
material and a reverse shock is transmitted to the right, penetrating the cloud
and producing a mushroom-shaped structure. The overall evolution of the cloud
after the impact of the shocked wave and the development of a mushroom-shaped



76 Relativistic magnetohydrodynamics

−0.4 −0.2 0.0 0.2 0.4

−0.4

−0.2

0.0

0.2

0.4

Gas Pressure

−2.0

−1.5

−1.0

−0.5

0.0

0.5

−0.4 −0.2 0.0 0.2 0.4

−0.4

−0.2

0.0

0.2

0.4

Density

−0.6

−0.4

−0.2

0.0

0.2

0.4

0.6

0.8

−0.4 −0.2 0.0 0.2 0.4

−0.4

−0.2

0.0

0.2

0.4

Lorentz Factor

0.00

0.05

0.10

0.15

0.20

0.25

−0.4 −0.2 0.0 0.2 0.4

−0.4

−0.2

0.0

0.2

0.4

Magnetic Pressure + Field Lines

0.5

1.0

1.5

2.0

Figure 2.12 Logarithmic gas pressure (top left), logarithmic density (top right), logarithmic
Lorentz factor (bottom left), and logarithmic magnetic pressure (bottom right) at t = 0.4 for the
2D relativistic rotor problem. Magnetic field lines are superposed on the magnetic pressure.We
consider the unit square [−0.5, 0.5] × [−0.5, 0.5] with 1024 cells per spatial dimension.

shell agrees well with Mignone and Bodo 2006. However, the higher resolution
employed in our work and the use of the HLLD Riemann solver produce a less
diffusive result where several complex wave patterns and eddies are noticeable
in the arms of the shell.

Relativistic Orszag-Tang vortex The Orszag-Tang vortex problem was
originally proposed in Orszag and Tang 1979, and it has become a classical test
for Newtonian MHD applications [Ryu et al. 1998, Londrillo and Del Zanna 2000].
We adapted the relativistic version of the test proposed by Castro, Gallardo,
and Marquina 2017 into a 2D Cartesian grid with dimensions [0, 6] × [0, 6] and
a resolution of 10242 cells, with periodic boundary conditions in all directions.
Initially, density (ρ) and pressure (p) were set to 1.0 with an adiabatic index of
Γ = 4/3. The velocity field in the laboratory frame was given by
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Figure 2.13 Gas pressure (top left), density (top right), y-velocity (bottom left), and magnetic
pressure (bottom right) at t = 1.0 for the 2D shock-cloud interaction test. We consider the
unit square [0, 1] × [−0.5, 0.5] with 1024 cells per spatial dimension.

v = (−0.75√
2

sin y,
0.75√

2
sin x, 0), (2.63)

while the proposed magnetic field configuration was

B0 = (− sin y, sin 2x, 0). (2.64)

Figure 2.14 shows the solution to the problem at t = 4.0. Our results agree
well with those obtained in Castro, Gallardo, and Marquina 2017. This test
validates the performance of the code describing the transition to supersonic
MHD turbulence and its ability to handle the formation of shocks and shock-shock
interactions in the relativistic domain.

Relativistic Kelvin-Helmholtz instability The last 2D test that we pro-
pose is the linear growth phase of the relativistic Kelvin-Helmholtz instability
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Figure 2.14 Logarithmic pressure (top left), logarithmic density (top right), logarithmic Lorentz
factor (bottom left), and magnetic pressure (bottom right) at t=4.0 for the relativistic Orszag-
Tang vortex test. We consider the 2D Cartesian grid [0, 6] × [0, 6] with 1024 cells per spatial
dimension.

(KHI). Like the shock-cloud interaction problem, this test is also relevant for
astrophysical application since KHIs are commonly present in nature. In partic-
ular, this test may be useful to probe the performance of the code describing
turbulence zones and the description of the growth of small-scale perturbations.
KHIs develops when there is a velocity shear in a continuous flow or when there
is a velocity difference across two separated flow states. Thus, it is a useful setup
to test the response of the code when unstable initial conditions are provided.
We considered a 2D Cartesian grid with dimensions [−0.5, 0.5] × [−1.0, 1.0] and
resolution 512 × 1024 cells, with periodic boundaries. We followed the initial
configuration given by Beckwith and Stone 2011, which in turn was adapted
from Mignone, Ugliano, and Bodo 2009 and exploited by other authors [Castro,
Gallardo, and Marquina 2017]. The shear velocity and density profiles are given
by
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V x =


Vshear tanh

(
y − 0.5

a

)
if y > 0

−Vshear tanh
(

y + 0.5
a

)
if y < 0

, (2.65)

ρ =


ρ0 + ρ1 tanh

(
y − 0.5

a

)
if y > 0

ρ0 − ρ1 tanh
(

y + 0.5
a

)
if y < 0

, (2.66)

where a = 0.01 is the characteristic thickness of the shear layer and Vshear = 0.5
determines the velocity profile. The characteristic densities are ρ0 = 0.505, and
ρ1 = 0.495. The instability was triggered by a perturbation in the transverse
velocity Vy of the form

V y =
{

A0Vshear sin (2πx) exp
[
−((y − 0.5)/σ)2] if y > 0

−A0Vshear sin (2πx) exp
[
−((y + 0.5)/σ)2] if y < 0

, (2.67)

where A0 = 0.1 is the amplitude of the perturbation and σ = 0.1 the characteristic
length scale. The gas pressure was constant everywhere, p = 1, and we considered
an ideal EoS with Γ = 4/3. The magnetic field was aligned with the x-axis,
B = (10−3, 0, 0). Figure 2.15 shows the solution of the problem at t = 3.0, which
is qualitatively similar to the one presented in the aforementioned papers. In
our simulation, we also resolved the secondary vortex near x = 0.1, although
Beckwith and Stone 2011 showed that it can be annihilated by using more
diffusive Riemann solvers such as HLL. As pointed out by Castro, Gallardo,
and Marquina 2017, these secondary instabilities may be nonphysical, and their
appearance depends on the Riemann solver and on the resolution employed in
the simulation.

2.4.3 Three dimensions

Spherical magnetised blast wave The spherical magnetised blast wave
allows us to test the ability of the code to handle parallel and perpendicular
strong 3D shocks in magnetised plasma. The initial setup is similar to the one
described in the cylindrical blast wave problem in 2D (see Sec. 2.4.2). We
considered the domain [−6 × 6]3 with 2563 cells and free boundaries everywhere.
An overpressured and overdense sphere of radius r = 0.8, density ρs = 10−2,
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Figure 2.15 Logarithmic pressure (top left), logarithmic density (top right), logarithmic Lorentz
factor (bottom left), and magnetic pressure (bottom right) at t=3.0 for the relativistic Kelvin-
Helmholtz test. Magnetic field lines are superposed on the magnetic pressure. We consider
the 2D Cartesian grid [−0.5, 0.5] × [−1.0, 1.0] with 512 × 1024 cells.
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Figure 2.16 Logarithmic density (left), logarithmic pressure (middle), and logarithmic magnetic
pressure (right) at t = 4.0 for the spherical magnetised blast wave in the xy plane at z = 0 (top)
and xz plane at y = 0 (bottom). We consider the 3D Cartesian grid [−6, 6] × [−6, 6] × [−6, 6]
with 256 cells per spatial dimension.

and pressure ps = 1 was placed in the centre of the grid, where ρa = 10−4,
pa = 5 × 10−3 are the density and pressure of the ambient medium, respectively.
A transition layer between r = 0.8 and r = 1 was established to smooth the
initial jump and to avoid numerical problems when the flow starts to propagate.
All velocities were initially set to zero. The adiabatic coefficient was set to the
relativistic value, Γ = 4/3. In this test, we chose a magnetic field oblique to the
grid as in Castro, Gallardo, and Marquina 2017,

B = B0(sin θ cos ϕ, sin θ sin ϕ, cos θ), (2.68)

where B0 = 1 (high magnetisation). The solution of the problem at t = 4.0
is shown in Fig. 2.16. Due to the high magnetisation of the test, the blast
wave propagates outward, following the oblique field lines. The test preserves
the symmetry with good accuracy, and no numerical artifacts or undesired
instabilities appear in our simulation.

3D rotor problem A 3D version of the relativistic rotor problem was consid-
ered [Mignone, Ugliano, and Bodo 2009]. The computational box covered the
domain [−0.5, 0.5]3, with 2563 cells and free boundary conditions everywhere.
The initial configuration consisted of a sphere of density ρs = 10 and radius
rs = 0.1 that rotated around the z-axis with relativistic velocity components
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Figure 2.17 Logarithmic density (left), logarithmic pressure (middle), and logarithmic magnetic
pressure (right) at t = 0.4 for the 3D relativistic rotor problem in the xy plane at z = 0 (top)
and xz plane at y = 0 (bottom). We consider the 3D Cartesian grid [−0.5, 0.5] × [−0.5, 0.5] ×
[−0.5, 0.5] with 256 cells per spatial dimension.

(vx, vy, vz) = ω (−y, x, 0), where ω = 9.95 is the angular velocity. The sphere was
in pressure equilibrium with the ambient medium, whose pressure and density
were pa = 1 and ρa = 1, respectively. The magnetic field was aligned with the
x-direction in the whole domain, B = (1, 0, 0), and we used the non-relativistic
adiabatic index, Γ = 5/3. The solution of the problem at t = 0.4 is shown in
Fig. 2.17. When the sphere starts to spin, complex torsional waves and shocks
propagate outward, carrying angular momentum from the sphere to the medium,
producing an octogon-like disc in the xy plane (z = 0) surrounded by a shell
of higher density and lower magnetic pressure, all embedded in a spherical fast
rarefaction. The overall shape and the internal distribution of the flow agree
well with the results presented in Mignone, Ugliano, and Bodo 2009 using the
HLLD Riemann solver. The test also shows the same flow distortions in the xy

plane along the x-axis, which are 3D numerical pathologies that do not manifest
in the 2D version of the problem. This demonstrates that our version of HLLD
works similar to the version in pluto for 3D applications.

3D shock-cloud interaction Finally, we considered a 3D version of the
shock-cloud collision problem of Mignone and Bodo 2006, following the method
described in Mignone et al. 2012. We performed the simulation in the compu-
tational box [0, 1] × [−0.5, 0.5] × [−0.5, 0.5], with 2563 cells and free boundary
conditions in the whole domain. A shock-wave was initially located at x = 0.6.
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Figure 2.18 Density (left), pressure (middle), and logarithmic magnetic pressure (right) at
t = 1.0 for the 3D relativistic shock-cloud interaction in the xy plane at z = 0 (top) and xz
plane at y = 0 (bottom). We consider the 3D Cartesian grid [0, 1.0] × [−0.5, 0.5] × [−0.5, 0.5]
with 256 cells per spatial dimension.

Upstream (x > 0.6), the pre-shocked material was defined by ρ = 1, pg = 10−3,
Wx = 10 (vx = −0.995), Bz = 0.5, while downstream, the medium was given
by ρ = 42.5942, pg = 127.9483, Wx = 1, Bz = −2.12971. In this version, we
reduced the magnitude of the z-component of the magnetic field with respect to
the 2D test by Bz = B2D

z /
√

2, and we set By = Bz. Transversal velocities vy, vz

and the component of the magnetic field parallel to the x-axis, Bx, were initially
set to zero everywhere. At x = 0.8, an overdense sphere of radius r = 0.15 and
density ρ = 10 was set in pressure equilibrium with the preshocked material and
was advected with the flow. For the ideal EoS, we considered the relativistic
adiabatic factor, Γ = 4/3. The solution of the problem at t = 1.0 is shown
in Fig. 2.18. As in the 2D simulation, immediately after the impact between
the cloud and the shock wave, the sphere experiments a strong compression
that increases the density of the clump significantly. As a byproduct of this
collision, a bow shock propagates to the left in the shocked material, and a
reverse shock is transmitted to the right, penetrating the cloud and producing a
mushroom-shaped structure like in the 2D shock-cloud interaction test. However,
due to the lower resolution employed in this case, the pattern of waves that
appear at the end of the test is more diffusive.
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2.5 Relativistic Alfvén wave collisions

2.5.1 Introduction

In this last section of the chapter, I present the results of a project I performed
during a research residence in the Department of Astrophysical Sciences of Prince-
ton University (April-May 2022), in collaboration with Dr. Jens Mahlmann.

We study a scenario intended to test the ability of our new code lóstrego
to accurately model the energy transfer expected in weak Alfvénic turbulence
for strongly magnetised plasma. The building block of MHD turbulence in these
conditions are the counter-propagating Alfvén waves [see e.g., Howes and Nielson
2013, and references therein], which are excited in a broad range of astrophysical
systems, as accretion discs around black holes and neutron star magnetospheres.
In these systems, non-linear wave-wave interactions can provide a channel for
the magnetic energy budget to be converted into kinetic and thermal energy
by a weak turbulent cascade. In particular, three-wave collisions have been
proposed as a key element in the development of weak Alfvénic turbulence and
in the efficient transport of energy to smaller scales in both relativistic and
non-relativistic plasmas, where it is eventually dissipated.

Two recent papers studied the regime of weak Alfvénic turbulence in relativis-
tic plasmas by means of theory and numerical simulations. First, TenBarge et al.
2021 derived reduced RMHD equations of weak Alfvénic turbulence focusing on
three-wave interactions and compared numerical and analytical solutions to show
the similarities and discrepancies of both relativistic and non-relativistic regimes.
In Ripperda et al. 2021, the authors used the same numerical scenario to show
that the counter-propagating Alfvén wave collisions lead to the formation of
currents sheets that act as local spots for magnetic energy dissipation.

2.5.2 Numerical setup

Our setup is based on the numerical simulations originally presented by TenBarge
et al. 2021 and Ripperda et al. 2021. We consider the non-linear interaction
between two overlapping, perpendicularly polarised Alfvén waves that counter-
propagate in a periodic 3D domain along a uniform guide field B0 = B0 ẑ, where
we fix B0 = 1. An explicatory 3D visualisation of the setup, but for the case of
two counter-propagating Alfvén wave packets collision, is shown in Fig. 2.19.

The box dimensions are L⊥ = L∥ = Lx = Ly = Lz = 2π and we employ
a resolution of N = 643. The medium is initially characterised by pg = 0.01
and ρ0 = B2

0/σcold = 0.1, such that σcold = 10 (i.e., highly magnetised plasma).
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Figure 2.19 Three-dimensional isocontours of the normalised parallel current density between
Alfvén wave packet collisions at six time frames. Reproduced with permission from Verniero,
Howes, and Klein 2018 (Fig. 2).

This results in a pressure ratio β = 2pg/B2
0 = 0.02. The wave-vectors of the

two Alfvén waves are k+
1 = k⊥x̂ + k∥ẑ and k−

1 = k⊥ŷ − k∥ẑ, where k⊥ = k∥ = 1.
The initial magnetic field is given by:

Bx = k⊥χB0 cos (k⊥y − k∥z),
By = −k⊥χB0 cos (k⊥x + k∥z),

Bz = B0,

(2.69)

where the parameter χ characterises the strength of the non-linearity as χ =
k⊥δB⊥/k∥B0. For this simulation, we consider χ = 0.1, as in Ripperda et al.
2021.

From ideal MHD, the electric field follows:

Ex = vaBy,

Ey = vaBx,

Ez = 0,

(2.70)
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where va is the Alfvén speed that is given by:

va =
√

σhot

1 + σhot
. (2.71)

In the latter equation, σhot = B2
0/(h0ρ0), and h0 is the specific enthalpy, h0 =

1 + 4p/ρ0, assuming an ideal equation of state with an adiabatic index Γ = 4/3.
The initial velocity field is equal to the drift velocity, v = E × B/|B|2:

vx = (ExBz − EzBy)/|B|2,

vy = (EzBx − ExBz)/|B|2,

vz = (ExBy − EyBx)/|B|2.

(2.72)

2.5.3 Results

Figure 2.20 shows the solution of the test until t = 5ω0/2π, where we represent
perpendicular (B⊥) and parallel (B∥) mode amplitude as a function of the
crossing time. This figure can be directly compared with the results presented
in the third panel of Fig. 1 and Fig. 2 (σcold = 10) of TenBarge et al. 2021.

As shown in the left panel of Fig. 2.20, the two initial perpendicularly
polarised Alfvén waves (red lines) interact to produce a secondary mode (green
line), represented by wave-vector (1,1,0), meaning that k∥ = 0. This mode is a
non-linear magnetic shear mode which is purely oscillatory in time (i.e., there
is no secularly mode growth) with ω = 2ω0. This secondary mode interacts
with the two initial waves to produce two higher order Alfvén waves (blue line),
represented by wave-vectors (1,2,-1) and (2,1,1). The high order modes grow
secularly in time following B⊥ ∝ t (see black solid line, which is scaled by the
mode amplitude). The evolution of the B∥ modes (right panel) can be used as a
proxy for the development of fast mode fluctuations, since Alfvén waves have
always k∥ = 0. Although the B∥ modes have zero amplitude at the beginning,
they quickly develop finite amplitude, mixing at least two frequencies. In the
parallel direction, the amplitude of the tertiary modes is similar to the initial
waves, and the amplitude of the secondary mode (which is also composed of at
least two frequencies) is the highest of the triad.

One important characteristic of this energy cascade in both weak and strong
Alfvénic turbulence is that the energy transfer to smaller scales is anisotropic
[Shebalin, Matthaeus, and Montgomery 1983], meaning that regardless of the
strength of turbulence and isotropy at large scales, it eventually satisfies k∥ < k⊥.
This effect is clearly shown in Fig. 2.21, where we represent the binned spectral
energy in the Fourier space (k⊥ vs. k∥). The energy cascade to smaller scales is
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Figure 2.20 Mode evolution of B⊥ (left) and B∥ (right) for the Alfvén wave collision problem.
Red lines correspond to the initial modes, green lines represent the second order non-linear
mode and blue lines the third order modes. The black line corresponds to a secular growth
linearly proportional to t and scaled by the wave amplitude. This figure can be directly
compared with the results presented in the third panel of Fig. 1 and Fig. 2 of TenBarge et al.
2021 for σcold = 10.

also shown pictorially in Fig. 2.22, where we represent the spectral energy for 9
bins in the perpendicular plane (kx vs. ky) for a set of 20 time frames. Primary,
secondary and tertiary modes are represented with red, green and blue boxes,
respectively. The figure shows the pulsating nature of the secondary wave and
the smooth increase in energy of the secularly growing modes.

By solving this problem, we have demonstrated that lóstrego is able to
capture, even at low resolution, the energy cascade in relativistic, strongly
magnetised, weak Alfvénic turbulence, driven by the interaction of three Alfvén
waves; the building block of this type of process. Comparing our results with
those presented in TenBarge et al. 2021, we conclude that we correctly solved
the linear growing regime of high-frequency modes, as well as the anisotropic
cascade predicted by weak Alfvénic turbulence theory. This means that our
code shows good dissipation properties, allowing to capture the growth of little
perturbations.

This will also allow us to explore the regime dominated by non-linear effects,
which must be addressed at larger time scales than the ones presented in this
section. In this way, the study of the magnetic and kinetic energy evolution, and
especially the comparison between them, will enable to prove the existence of
residual energy driven by the interaction of counter propagating Alfvén modes,
as it has been proposed in the literature by different authors [Boldyrev, Perez,
and Zhdankin 2012, Dorfman et al. 2021]. This analysis will be essential to



88 Relativistic magnetohydrodynamics

0 10 20 30
k⊥

0

5

10

15

20

25

30

k
‖

Figure 2.21 Energy spectra in the k⊥ vs. k∥ Fourier space, showing the anisotropic energy
cascade to smaller wave amplitudes. Colour scale goes from white (lower energy) to black
(higher energy).

understand, for example, the results obtained from observations of the solar
wind [Chen et al. 2013, Bowen et al. 2018].
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Figure 2.22 Energy spectra in the kx vs. ky Fourier space for 20 time frames, where colour
scale ranges from white (lower energy) to black (higher energy). Red boxes show the two
initial waves, while green and blue boxes show the second and third order modes represented
in Fig. 2.20, respectively. Time goes from left to right and from top to bottom.





Chapter 3
Relativistic radiation
magnetohydrodynamics

This chapter was originally published in J. López-Miralles, J.M-Martí and
M. Perucho. On the application of Jacobian-free Riemann solvers for rela-
tivistic radiation magnetohydrodynamics under M1 closure. Computer Physics
Communications, 284, 108630. March 2023. DOI: 10.1016/j.cpc.2022.108630.
Reproduced with permission.

3.1 Introduction

3.1.1 Radiation transport in high-energy astrophysics

Among the wide and complex variety of physical processes that govern high-
energy astrophysics, radiative transfer plays a fundamental role in a broad range
of energy scales. For example, the existence of a radiation field that coexists with
plasma and (strong) electromagnetic fields is of great importance for modelling
core-collapse supernovae [Obergaulinger, Just, and Aloy 2018, Burrows, Radice,
and Vartanyan 2019], gamma-ray bursts [Aloy and Rezzolla 2006, Mészáros 2006,
Rivera-Paleo and Guzmán 2016, Rivera-Paleo et al. 2017, Rivera-Paleo and
Guzmán 2018], tidal disruption events [see e.g., Krolik et al. 2020], the extreme
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environment around magnetars, pulsars [Becker et al. 2009] or accretion discs
around black holes [Thorne 1974, Zanotti et al. 2011]. It is also essential for
understanding the dynamical evolution of black hole and neutron star mergers
[Hayashi et al. 2022, Radice et al. 2022], as well as the post-merger state [Foucart
et al. 2015, Shibata, Fujibayashi, and Sekiguchi 2021]. In many of these systems,
matter and radiation are strongly coupled and thus their feedback effects may
be dynamically relevant.

For accretion discs around black holes, matter and photons can interact when
the mass accretion rate is near or over the Eddington limit (i.e., supercritical
accretion flows). This is the case of Seyfert galaxies [Ramos Almeida and Ricci
2017], but also for some microquasars in the high-luminous state, which have
also been proposed to be at the origin of the emission of extragalactic Ultra
Luminous X-ray Sources [King et al. 2001, Mineshige and Ohsuga 2011]. The
high-mass X-ray binary SS433 is a fiducial example of this type of accretion
[Begelman, King, and Pringle 2006, Khabibullin and Sazonov 2016]. In this
scenario, geometrically thick discs are supported by radiation pressure. On the
other hand, the dominance of radiation pressure in optically thick, geometrically
thin (i.e., standard) accretion discs could be unstable to thermal and viscous
instabilities [Shakura and Sunyaev 1976, Takahashi and Masada 2011]. Moreover,
radiation pressure force could play a role in the acceleration of relativistic jets
and/or winds [Sikora et al. 1996, Ohsuga et al. 2005, Okuda et al. 2005, Ohsuga et
al. 2009, Okuda, Lipunova, and Molteni 2009, Takeuchi, Ohsuga, and Mineshige
2010, Ohsuga and Mineshige 2011, Sądowski and Narayan 2015, Raychaudhuri,
Vyas, and Chattopadhyay 2021, see also Fig. 3.1], while radiation drag could act
against it [Beskin, Zakamska, and Sol 2004].

Due to all of these reasons, radiative transfer plays a major role in high-energy
astrophysics, and it is essential for understanding the interplay between theory,
observations and numerical simulations. However, solving the full Boltzmann
radiative transfer equation is in general a very computationally expensive task,
so full three-dimensional (3D) global solutions are prohibited even for modern
parallel architectures.

3.1.2 Review of numerical methods for radiation transport

In numerical simulations, the most common approach to assess the problem of
radiative transfer is by radiative post-processing with ray-tracing algorithms [see
e.g., Fromm et al. 2017, Fuentes et al. 2018, Fromm et al. 2019, Fuentes et al.
2021], specially for those scenarios where the interaction between matter and the
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Figure 3.1 3D render of a relativistic jet accelerated by the radiation pressure force and
collimated by the effect of magnetic fields. Reproduced with permission from Takeuchi,
Ohsuga, and Mineshige 2010 (Fig. 1).

photon field can be neglected. This means that the radiative output is calculated
once the hydrodynamical simulation has finished, avoiding the complexity of
the coupling problem. In this kind of methods, the photon field is modelled
as a large number of narrow beams (i.e., rays) that propagate through the
computational grid. Although these strategies are generally accurate for a large
range of scenarios, they are also computationally expensive and do not account
for the back-reaction of radiation in the plasma dynamics. One alternative
approach (followed in this chapter) consists on taking successive moments of the
Boltzmann radiative transfer equation. These methods are usually faster and
accurate and account for the photon-matter coupling, but they can suffer for
high levels of numerical diffusion in some particular situations.

For example, the Flux-Limited Diffusion (FLD) approximation [Levermore
and Pomraning 1981] takes a zeroth-order momentum of the Boltzmann equation
to evaluate the radiation energy density. Then, radiation fluxes are evaluated as
the gradient of the radiation energy density without solving the first moment
equation. Although some authors reported appropriate results for the radiation
field using the FLD approximation in the optically-thick regime, it might lead to
wrong solutions when the optical depth is close to or lower than unity [Ohsuga
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and Mineshige 2011]. Therefore, in order to have a robust method for both
optically-thin and optically-thick regimes, both zero-th and first-order moments
of the transport equation need to be considered. However, when solving more
than one moment equation, a closure identity that relates the second moment of
radiation (i.e., the radiation pressure tensor) with one of the lower order moments
(e.g., the radiation energy density) is required, in the same way as the equation of
state (EoS) relates the primitive thermal variables of the hydrodynamical system.
This equation has the form, P̃ ij

r = D̃ij
r Ẽr, where Ẽr is the radiation energy, P̃ ij

r

is the radiation pressure tensor and D̃ij
r is the Eddington tensor1. To select the

particular form of the Eddington tensor, there are two main strategies. The first
one, which is also the simplest, consists on assuming that the radiation field is
isotropic in the comoving frame, taking D̃ij

r = δij/3 [Mihalas and Mihalas 1984].
This strategy, called the Eddington approximation, is only accurate for optically
thick radiation transport. Other possibility, which is the one included in our
code, is the M1 closure [Minerbo 1978, Levermore 1984]. This method takes into
account the possible spatial anisotropies of the photon field and gives accurate
results for both optically-thin and optically-thick regimes. With all of these
considerations, the equations of relativistic radiation magnetohydrodynamics
(Rad-RMHD) can be written as a system of conservations laws, where radiation-
matter coupling appears as source terms in the equations. The main drawback
of this approach is that, specially in the optically thick regime when matter and
radiation interact more frequently, the equations of Rad-RMHD might become
stiff, meaning that the time scales of radiation processes (i.e., heating/cooling and
scattering) might be too short compared to the dynamical scales of the plasma.
We overcome this issue by using an implicit-explicit (IMEX) Runge-Kutta (RK)
time integration method [Takahashi et al. 2013], where the spatial derivatives
on the Rad-RMHD equations are treated explicitly (i.e., with the same methods
used for non-radiation RMHD), while interaction terms that account for the
exchange of energy and momentum between matter and radiation are integrated
implicitly.

In the context of relativistic radiation hydrodynamics (Rad-RHD) and Rad-
RMHD, other authors have followed similar approaches. Takahashi et al. 2013
proposed an IMEX scheme for solving the equations of Rad-RHD taking zeroth
and first moment equations of the radiative transfer equation. A similar approach
was followed by Takahashi and Ohsuga 2013 to solve special relativistic, resistive

1In this expression, tildes indicate that all quantities are defined in a frame of reference
moving with the radiation field (i.e., the comoving frame), which is the notation adopted for
the rest of the chapter.
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radiation magnetohydrodynamics equations, consistently updated using the M1
closure. This same closure was included in the codes r-cafe [Rivera-Paleo
and Guzmán 2019] and harmrad [McKinney et al. 2014] in the context of
special Rad-RHD and general relativistic radiation magnetohydrodynamics,
respectively. Weih, Olivares, and Rezzolla 2020 also followed a two-moment
approach within an IMEX scheme under the M1 closure for general-relativistic
radiation hydrodynamics. Melon Fuksman and Mignone 2019 included an
independent module of radiation transport in the freely available pluto code,
using an IMEX approach under the M1 closure relation. Other authors, for
example Miniati and Colella 2007 or Sekora and Stone 2009, considered a slightly
different method. They follow a higher order modified Godunov scheme that
directly couples stiff source term effects to the hyperbolic structure of the system
of conservation laws. This method is composed of a predictor step based on
Duhamel’s principle and a corrector step based on Picard iterations.

3.1.3 Objectives and organization

In this chapter, I present a new scheme for treating radiation transport within
the code lóstrego, by which we solve the Rad-RMHD equations using an
IMEX RK time integration method under the M1 closure for the radiation field.
However, what makes this approach unique among others is the introduction of
a new family of Jacobian-free approximate Riemann solvers based on Polynomial
Viscosity Matrix (PVM) methods [Castro, Gallardo, and Marquina 2017, and
references therein], which has never been applied before in the context of Rad-
RMHD. For the sake of completeness, I have also introduced in lóstrego
a new family of high-order reconstruction methods [Monotonicity Preserving,
MP; Suresh and Huynh 1997] and a five-step RK integration algorithm [Balsara
2001]. These high-order methods are properly tested in the numerical benchmark
section (see Sec. 3.4) with a classical test problem in RMHD.

The chapter is organised as follows: in Sec. 3.2 I briefly describe the theoretical
basis of radiative transfer and the system of equations of Rad-RMHD. In Sec. 3.3 I
describe our scheme and the new methods and algorithms included in lóstrego.
In Sec. 3.4 I provide a benchmark of one-dimensional and multi-dimensional
test problems to demonstrate that the scheme is robust and stable in different
radiative scenarios. Finally, in Sec. 3.5 I discuss the results of the benchmark
and I summarise the main conclusions of the chapter.
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3.2 Governing equations

3.2.1 Radiation RMHD

The Rad-RMHD system of partial differential equations in the Minkowski metric2

and Cartesian coordinates can be written as a system of conservation laws [see
e.g., Melon Fuksman and Mignone 2019]:

∂tU + ∂iF
i = S, (3.1)

where U = {D, Sj , τe, Bj , Er, F j
r } is a vector of conserved variables, D is the

relativistic rest mass density, Sj is the momentum density of the magnetised
fluid, τe is the energy density (all of them measured in the Eulerian frame), and
F i are the vector of fluxes for each spatial direction. These two vectors can be
expressed as a function of a set of primitives V = {ρ, vj , p, Bj , Er, F j

r } through
the following relations:

U =



D

Sj

τe

Bj

Er

F j
r


=



ρW

ρh∗W 2vj − b0bj

ρh∗W 2 − p∗ − b0b0 − ρW

Bj

Er

F j
r


, (3.2)

F i =



ρWvi

ρh∗W 2vivj + p∗δij − bibj

ρh∗W 2vi − b0bi − ρWvi

viBj − Bivj

F j
r

P ij
r


. (3.3)

The set of primitive variables are the fluid rest-mass density ρ, fluid three-velocity
vj , and gas pressure p. In Eqs. 3.2 and 3.3, p∗ = p + |b|2/2 is the total pressure,
h∗ = 1 + ϵ + p/ρ + |b|2/ρ is the total specific enthalpy and W =

√
1 + uiui is the

Lorentz factor of the fluid, where uµ = W (1, vi) is the relativistic four-velocity
and bµ is the relativistic magnetic field four-vector:

b0 = W (v · B), (3.4)

bi = Bi

W
+ vib0. (3.5)

2We assume a metric signature (−, +, +, +). Greek subscripts in 4-vectors run from 0 to 3.
Latin indices run from 1 to 3. In the following, we use a system of units where c = 1 and a
factor of 1/

√
4π is absorbed in the definition of the magnetic field.
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As in the case of RMHD, the magnetic field also obeys the divergence-free
constraint:

∇ · B = 0. (3.6)

We shall consider a classical ideal gas with adiabatic exponent Γ which verifies
the Γ-law EoS:

p = (Γ − 1)ρϵ, (3.7)

where ϵ is the specific internal energy.

The magnetic field three-vector Bj , radiation energy density, Er, and radia-
tion flux, F j

r , are both primitive and conserved variables. P ij
r is the radiation

pressure tensor, which is related with the radiation fields by means of a specific
closure relation, as described in Sec. 3.2.2. The three radiation variables represent
the first three moments of the radiation field and conform the radiation energy
tensor in the laboratory frame [see e.g., Mihalas and Mihalas 1984, Takahashi
et al. 2013]:

T µν
r =

(
Er F i

r

F j
r P ij

r

)
, (3.8)

which satisfies:
∇µT µν

r = −∇µ(T µν
g + T µν

em) = −Gν , (3.9)

where Gν is the radiation four-force and T µν
g , T µν

em and T µν
r are respectively the

gas, electromagnetic and radiation components of the total energy-momentum
tensor. The radiation four-force, Gν , represents the exchange of energy and
momentum of matter and photons through absorption/emission and scattering
processes, so the source terms in Eq. 3.1 are given by:

S =



0
Gj

G0

0
−G0

−Gj


, (3.10)

which implies that the equations of evolution of relativistic density, D, and
magnetic fields, Bj , are not affected by the photon field. The radiation four-
force is explicitly given in the laboratory frame by [Takahashi et al. 2013]:

G0 = −ρκ (4πBW − WEr + uiF
i
r)−

ρσs

[
W (W 2 − 1)Er + WuiujP ij

r − (2W 2 − 1) uiF
i
r

]
,

(3.11)
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Gi = −4πρκBui + ρ(κ + σs)(WF i
r − ujP ij

r )
−ρσsui(W 2Er − 2WujF j

r + ujukP jk
r ),

(3.12)

where κ and σs are respectively the frequency-averaged absorption and scattering
coefficients measured in the comoving frame (i.e., the grey-body approximation).
This means that Eq. 3.9 is also a mixed-frame energy-momentum equation.

The variable B represents the fluid blackbody intensity, which is related with
the comoving emissivity ε through the Kirchhoff-Planck relation, ε = κB, which
is valid for emission and absorption processes in matter in thermal equilibrium.
Using the gas temperature, B can be determined as:

B = aRT 4

4π
, (3.13)

where aR is a radiation constant (that is related with the Stefan-Boltzmann
constant by aR = 4σSB), and the gas temperature T is given by the ideal gas
EoS:

T = pµmp

ρkB
, (3.14)

where µ is the mean molecular weight, mp is the proton mass and kB is the
Boltzmann constant.

3.2.2 Radiation closure

Equation 3.7 provides a relation between the thermodynamic variables that
closes the system of RMHD equations. For the Rad-RMHD system, an extra
closure is needed to relate the radiation fields. This equation has the form:

P ij
r = Dij

r Er, (3.15)

where Dij
r is the Eddington tensor. Among the different types of closure relations

proposed in the literature, the simplest approach is the Eddington approximation,
where the Eddington tensor in the comoving frame takes the form D̃ij

r = δij/3
[Mihalas and Mihalas 1984]. However, this method is only valid for the optically-
thick radiation regime and it requires Lorentz transformations to calculate
the radiation pressure tensor in the laboratory frame. Therefore, we have
implemented the M1 closure [Minerbo 1978, Levermore 1984], which is valid in
any reference frame and in both optical depth regimes, so it provides a better
approximation to the radiation field than the Eddington approximation. Under
this approach, the Eddington tensor is given by:

Dij
r = 1 − ξ

2 δij + 3ξ − 1
2 ninj , (3.16)
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where ni = F i
r/|F r| and ξ is the Eddington factor:

ξ = 3 + 4f2

5 + 2
√

4 − 3f2
, (3.17)

where f = |F r|/Er is the reduced radiative flux. In the optically-thick regime,
|F r| ≪ Er and thus f → 0 which describes the diffusion limit, where P ij

r ≈
(δij/3) Er (i.e., the Eddington approximation). In the optically-thin regime,
|F r| ≈ Er and thus f → 1, which is associated to the free-streaming limit of the
Rad-RMHD equations.

3.3 Numerical methods
Our new radiation scheme is implemented in lóstrego. Since the coupling
between matter and radiation is represented by a collection of source terms
(Eq. 3.10), the general structure of the RMHD code can be preserved, making the
extension to Rad-RMHD more natural. This means that all methods described
in Chapter 2, as well as the code parallelisation strategy, are still valid so I do
not reproduce the techniques again. Instead, in this section I will concentrate
on the methods and algorithms that are specific to solve the system of equations
of Rad-RMHD.

3.3.1 Numerical scheme

As described in Chapter 2, lóstrego is based on multidimensional High Resolu-
tion Shock-Capturing (HRSC) methods where we follow the finite volumes (FV)
scheme and dimensional splitting, taking the integral form of the conservation
laws and cell-averaged values. A conservative one-dimensional discretisation of
Eq. 3.1 yields:

Un+1
i = Un

i − ∆t

∆x

(
F̂ i+1/2 − F̂ i−1/2

)
+ ∆t Sn

i , (3.18)

where Un
i and Sn

i are respectively the conserved variables and the source terms
at t = n ∆t, and F̂ i±1/2 are the numerical fluxes. In Eq. 3.18, x = xi represents
the position of the cell centre and x = xi±1/2 the position of the right and left
cell interfaces, respectively. The element ∆x is the cell size and ∆t, the time step.
In the FV formalism, Un

i and Sn
i represent an approximation to the averages

of the corresponding quantities over the cell volume, while numerical fluxes
F̂ i+1/2 represent an approximation to the average of fluxes between t = n ∆t

and t = (n + 1) ∆t at cell interfaces, obtained by solving Riemann problems
with initial data at t = n ∆t.
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In our implementation of the IMEX scheme, we follow an extension of the
total-variation-diminishing (TVD) RK schemes of Shu and Osher 1989 that we
implemented in lóstrego to integrate the equations of RMHD (see Chapter 2).
In this case, the one-dimensional version of Eq. 3.1 is solved in two steps. First,
the explicit step of the algorithm consists on solving the hyperbolic part of the
equation:

U∗
i = Un

i − 1
∆x

(
F̂ i+1/2 − F̂ i−1/2

)
, (3.19)

where U∗
i are the conserved variables after the explicit step. The new Riemann

solvers, which are the central element of the explicit step, are described in
Sec. 3.3.2. Secondly, after every flux integration, the equation that gives the
solution at t = (n + 1) ∆t,

Un+1
i = U∗

i + ∆t Sn
i , (3.20)

is solved implicitly as described in Sec. 3.3.3. For example, the third-order RK
method (RK3) of Shu and Osher 1989 is adapted to this purpose as:

U∗
i = U

(0)
i + ∆t L

(
U

(0)
i

)
U

(1)
i = U∗

i + ∆t S
(0)
i

U∗
i = 3

4U
(0)
i + 1

4U
(1)
i + 1

4∆t L
(

U
(1)
i

)
U

(2)
i = U∗

i + 1
4∆t S

(1)
i

U∗
i = 1

3U
(0)
i + 2

3U
(2)
i + 2

3∆t L
(

U
(2)
i

)
U

(3)
i = U∗

i + 2
3∆t S

(2)
i ,

(3.21)

where L
(

U
(n)
i

)
is the upwind differencing operator:

L
(

U
(n)
i

)
= − 1

∆x

(
F̂ i+1/2 − F̂ i−1/2

)
. (3.22)

3.3.2 Explicit step: the Riemann problem

The explicit step of the algorithm is based on the reconstruct-solve-update
strategy. First, cell-average primitive variables are reconstructed to the cell
interfaces by means of one of the following piecewise linear methods (PLM):
MinMod [Roe 1986b], MC [van Leer 1977] or VanLeer [van Leer 1974]. The slope
limiters implemented in these methods are essential to preserve the monotonicity
and TV-stability of the algorithm. For the sake of completeness, we have also
included the high-order MP reconstruction of Suresh and Huynh 1997, although
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for the purposes of this work we restrict its applicability to problems with no
radiative transport. In RMHD, we reduce the reconstruction to zero-th order
(i.e., Godunov reconstruction) when the algorithm lead to non-physical solutions,
as it is the case for superluminical velocities, |v|2 > 1. In Rad-RMHD, we also
need to provide an upper limit for the radiation flux, such that:

|F r| ≤ Er. (3.23)

After reconstructing the primitives at the cell boundaries, we solve an initial
value problem by using an approximate Riemann solver to obtain the numerical
fluxes at each cell interface. Finally, once fluxes are known at each cell face, the
conserved variables are evolved explicitly in time according to Eq. 3.19. Although
the HLL-family of Riemann solvers can be naturally extended to Rad-RMHD,
matter and radiation usually have different maximum/minimum characteristic
velocities. We devote the rest of this section to describe the Rad-RMHD version
of the HLL Riemann solver, what type of limitations one can expect and a
different approach based on a new family of algorithms.

3.3.2.1 Radiative HLL

A radiative version of the HLL Riemann solver was proposed, for instance, by
González, Audit, and Huynh 2007 and Melon Fuksman and Mignone 2019. In
classical fluid dynamics [Harten, Lax, and Leer 1983, Toro 2013], the initial
discontinuity is decomposed into two fast magnetosonic waves with characteristic
speeds λL, λR, such that the internal fluxes are derived from the Rankine-
Hugoniot jump conditions across the two magnetosonic waves. The numerical
fluxes at x = xi+1/2 are then given by:

F̂ i+1/2 =


F L, if λL > 0,

F hll
i+1/2, if λL ≤ 0 ≤ λR,

F R, if λR < 0.

(3.24)

where:
F hll

i+1/2 = λRF L − λLF R + λRλL(UR − UL)
λR − λL

, (3.25)

with UL, R = Un
i, i+1 and F L, R = F (UL, R). The new version of HLL is based

on the fact that the Jacobian matrix for the radiation part of Eq. 3.1, J i
rad, is

only a function of the radiation energy density Er and the radiation flux F r:

J i
rad =

(
∂F i

r/∂Er ∂F i
r/∂F j

r

∂P ij
r /∂Er ∂P ij

r /∂F j
r

)
, (3.26)
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so the Jacobian of the system of Rad-RMD equations can be decomposed in two
different blocks: one submatrix for the magnetofluid and other submatrix for
the radiation field. This means that the wave speeds λL, λR can be calculated
independently for each of these blocks, avoiding the excessive numerical diffusion
that appears when employing the same velocities for both subsystems. On
the one hand, for the RMHD block, these characteristic speeds (which are the
maximum and minimum eigenvalues of the Jacobian matrix of the reconstructed
states) are the solution of a quartic equation, for which we employ a root-finding
method [Anile 1989, Antón et al. 2010]. On the other hand, for the radiation
block, the full set of eigenvalues are given by the following analytical expressions
[Audit et al. 2002, Skinner and Ostriker 2013, Melon Fuksman and Mignone
2019]:

λr1 = f cos θ − ζ(f, θ)√
4 − 3f2

, (3.27)

λr2 = cos θ
3ξ(f) − 1

2f
, (3.28)

λr3 = f cos θ + ζ(f, θ)√
4 − 3f2

, (3.29)

where ξ(f) is given by Eq. 3.17 and ζ(f, θ) by:

ζ(f, θ) =
[

2
3

(
4 − 3f2 −

√
4 − 3f2

)
+

2 cos θ2
(

2 − f2 −
√

4 − 3f2
)]1/2

,

(3.30)

where θ represents the angle between F r and the upwind direction êd, adopting
the same notation as in Melon Fuksman and Mignone 2019. A different approach
is followed by Takahashi et al. 2013, where the wave velocities were computed
from the Jacobian matrix and tabulated before time integration. In the free-
streaming limit (i.e., f → 1), the three eigenvalues are degenerate and become
λr1 = λr2 = λr3 → cos θ, such that in the parallel direction to F r the speed of
light is recovered. In the same way, in the perpendicular direction, there is no
transport of radiation. On the other hand, in the diffusion limit (i.e., f → 0),
the three characteristic speeds are λr2 → 0 and λr1,r3 → ±1/

√
3. However, for

optically thick media, these speeds can overestimate the correct speeds, leading
to excessive numerical diffusion. To avoid it, Sądowski et al. 2013 suggests to
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locally limit the maximum and minimum speeds by means of:

λr,L = max
(

λr1, − 4
3τ

)
; λr,R = min

(
λr3, + 4

3τ

)
, (3.31)

where τ = ρW (κ + σs)∆x is the optical depth along one single cell.
Although HLL is usually a robust solver, it can be rather diffusive for some

specific applications. Thus, to improve the accuracy of the solutions, Melon
Fuksman and Mignone 2019 presented a novel version of the three-wave HLLC
Riemann solver of Mignone, Massaglia, and Bodo 2005 and Mignone and Bodo
2006 for the radiation transport. However, since the outermost velocities must be
limited in optically thick cells, their scheme is no longer valid and the algorithm
must be switched to the standard HLL when this occurs. This means that the
radiative HLLC solver of Melon Fuksman and Mignone 2019 can only improve
the accuracy of Rad-HLL in optically thin media. Furthermore, the five-wave
HLLD scheme of Mignone, Ugliano, and Bodo 2009, which is also included in
lóstrego, cannot be adapted for radiation transport since the radiation block
has only three non-degenerate characteristic waves.

3.3.2.2 Polynomial Viscosity Matrix Riemann solver

As discussed in the previous section, one fundamental obstacle to solve the
system of Rad-RMHD equations is that the characteristic speeds of the two
individual blocks can be, in general, very different. This means that using the
same signals for both systems could lead to unacceptable levels of numerical
diffusion. Moreover, in the optically thick regime, the maximum and minimum
characteristic speeds have to be limited by Eq. 3.31, what makes that Rad-HLLC
only improves the accuracy of the standard HLL Riemann solver in the optically
thin limit. Thus, Jacobian-free low dissipative solvers are desirable for these
reasons.

The Polynomial Viscosity Matrix (PVM) methods were introduced by Castro
Díaz and Fernández-Nieto 2012 for hyperbolic systems. These solvers are defined
in terms of viscosity matrices that are based on polynomial evaluations of a Roe
matrix [see e.g., Cargo and Gallice 1997, Toro 2013] or the Jacobian of the flux
at some average value. Castro, Gallardo, and Marquina 2014 further extended
the idea to the case of Rational Viscosity Matrix functions (RVM), while Castro,
Gallardo, and Marquina 2016 applied the technique to the Dumber-Osher-Toro
(DOT) schemes, which are a simpler approximation of the classical Osher-
Solomon method [Osher and Solomon 1982, Castro, Gallardo, and Marquina
2016]. Later, Castro, Gallardo, and Marquina 2017 investigated two Jacobian-
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free implementations of the PVM/RVM methods in the context of the special
RMHD equations, one based on Chebyshev polynomials and other built using
internal approximations to the absolute value function. All together, these
methods form a new family of approximate Riemann solvers.

In the rest of this section, I will concentrate on PVM solvers based on internal
approximations of n-degree (hereinafter, PVM-int-n). The main advantage of
these techniques is that they guarantee the stability conditions needed to ensure
the robustness and convergence of the algorithm. Moreover, the underlying
polynomials allows a Jacobian-free formulation of the scheme, where only eval-
uations of the flux and vector operations are involved. This is particularly
relevant to solve the system of Rad-RMHD equations, where the eigenvalues
of the radiation Jacobian matrix have to be calculated independently of the
magnetofluid subsystem.

In general, the numerical fluxes of any hyperbolic system of conserved
equations have the following form:

F̂ i+1/2 = F L + F R

2 − 1
2Qi+1/2 (UR − UL), (3.32)

where Qi+1/2 is the numerical viscosity matrix, and UL, R = Un
i, i+1, F L, R =

F (UL, R). In the Roe’s method, the viscosity matrix can be written as Qi+1/2 =
|Ai+1/2|, where Ai+1/2 is a Roe matrix of the system [Torrilhon 2012, Cordier,
Degond, and Kumbaro 2014]. The PVM method allows to approximate the
viscosity matrix by:

Qi+1/2 = |λi+1/2,max| p(|λi+1/2,max|−1 Ai+1/2), (3.33)

where p(x) is a polynomial approximation of |x| in the interval [−1, 1] and
λi+1/2,max is an upper bound to the maximum eigenvalue of the Roe matrix. In
the internal polynomial approximation, p(x) is iteratively constructed as:

p0(x) = 1, pk(x) = 1
2 (2pk−1(x) − pk−1(x)2 + x2), (3.34)

where k = 1, 2... determines the degree of the approximation as deg(pk) = 2k.
Following Castro, Gallardo, and Marquina 2017, we consider k = 3 (deg(p3) = 8)
and we assume λi+1/2,max = 1, which is a reasonable upper bound for radiation
transport. Using the explicit form, Eq. 3.34 becomes:

p3(x) = x2(x2(x2(α0x2 + α1) + α2) + α3) + α4, (3.35)

with coefficients α0 = −1/128, α1 = 3/32, α2 = −23/64, α3 = 31/32, α4 =
39/128 [Castro, Gallardo, and Marquina 2017]. With all of these ingredients,
the term Qi+1/2 (UR − UL) in Eq. 3.32 can be computed for each cell interface
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using the Horner’s algorithm [Horner 1819]. Our implementation is summarised
as follows for a polynomial of deg(pk) = 2k:

1. Starting from the reconstructed primitive variables V L, V R, calculate
UL, UR with Eq. 3.2 and F L, F R with Eq. 3.3. Define U0 = UR − UL.

2. Take Um = (UL + UR)/2 as an arbitrary state and evaluate the Jacobian
matrix, A ≡ A(Um), on this state. Recover the primitive variables for
the arbitrary state, V m, by the inversion algorithm presented on Chapter 2.

3. Define a new set of variables U ϵ = Um +ϵU0, where ϵ = 10−8, and recover
V ϵ. Calculate F (Um(V m)) and F (U ϵ(V ϵ)) with Eq. 3.3.

4. Define a new set of variables Ũ ϵ = Um + F (U ϵ) − F (Um) and recover
Ṽ ϵ.

5. Calculate U1 = α0Ũ0 + α1U0, where:

Ũ0 = A2U0 ≡

Φϵ(Um(V m); U0(V 0)) ≈ F (Ũ ϵ(Ṽ ϵ)) − F (Um(V m))
ϵ

.
(3.36)

6. For l = 1, 2, ...k, repeat steps 3 and 4 for ϵU0 → ϵU l. Calculate
U l+1 = Ũ l + αl+1U0, where Ũ l ≡ Φϵ(Um(V m); U l(V l)) is given by
Eq. 3.36.

7. Finally, |A(Um)|U0 ≡ Qi+1/2(UR − UL) ≈ Uk+1.

Nevertheless, we must stress the fact that in the optically-thick regime,
this scheme might introduce undesirable levels of numerical diffusion (see
details on Sec. 3.4.1.4). This pathology has been also identified with other
types of Riemann solvers [see e.g., González, Audit, and Huynh 2007].
Intuitively, one might be tempted to suppress the viscosity matrix when
the opacity is larger than 1.

However, since this yields oscillatory solutions, we propose to reduce the
numerical viscosity, Qi+1/2(UR−UL), in optically-thick media in a smooth
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way inversely proportional to the cell local opacity, τ , such that:

F̂ i+1/2 ≈ F L + F R

2 − β
Uk+1

2 , (3.37)

with
β = min {1/τL, 1/τR, 1} (3.38)

(τL, R stand for the cell optical depth at the left and right, respectively,
of interface i + 1/2). This particular choice of the coefficient β is based
on the adimensional nature of the cell opacity and the robustness of the
algorithm in the optically-thick regime.

3.3.3 Implicit step

The implicit step of the algorithm consists of a series of steps to integrate Eq. 3.20
in time. Due to the particular form of the source terms (Eq. 3.10), we only need
to deal with the following reduced subsystem:

Un+1
r = U∗

r + ∆t Sn
r , (3.39)

where U r = (Er, F r), while Sr = (−G0, −Gi) is given by Eqs. 3.11 and Eq. 3.12.
This is because the total energy and the total momentum of the system:

τe,t = τ∗
e + E∗

r , (3.40)

St = S∗ + F ∗
r , (3.41)

must be conserved during the implicit step, such that the energy density and
momentum of the magnetofluid can be finally updated as τn+1

e = τe,t − En+1
r

and Sn+1 = St −F n+1
r . This implicit step is based on an iterative process which

comprises the following substeps:

1. Starting from the output of the explicit step U∗, calculate the total energy
and total momentum of the magnetofluid with Eq. 3.40 and Eq. 3.41.

2. Construct the matrix C(m), whose elements are [see e.g., Takahashi and
Ohsuga 2013]:

C
(m)
11 = 1 − ∆t ρW

[
−κ + σs

(
W 2 − 1 + uiujDij

r

)]
C

(m)
1j+1 = −∆t ρuj

[
κ − σs

(
2W 2 − 1

)]
C

(m)
i+1 1 = −∆t ρ

[
(κ + σs)ujDij + σsui

(
W 2 + ukulD

kl
r

)]
C

(m)
i+1j+1 = δi

j − ∆tρW
[
(κ + σs)δi

j + 2σsuiuj

]
.

(3.42)
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3. Solve the system:

C(m)

(
E

(m+1)
r

F
i,(m+1)
r

)
=
(

E∗
r + (4πρWκB)(m) ∆t

F i,∗
r + (4πρuiκB)(m) ∆t

)
(3.43)

using an inversion method, for example, the LU-decomposition [Takahashi
et al. 2013]. For the first iteration, we take E0

r = E∗
r and F 0

r = F ∗
r .

4. Update the fluid energy density, τ
(m+1)
e = τe,t − E

(m+1)
r , and momentum,

S(m+1) = St −F (m+1)
r . For the relativistic rest-mass density and magnetic

fields, we already have D(n+1) = D∗ and B(n+1) = B∗.

5. Recover primitive variables with the inversion scheme.

6. Check if the relative error of the radiation fields falls below a specified
threshold; if not, update radiation fields and start a new iteration (substep
2).

3.4 Testing benchmark
In this section, I provide a collection of one dimensional and multidimensional
numerical problems. Unless otherwise stated, all tests were performed using the
PVM-int-8 Riemann solver and the second-order accurate PLM VanLeer recon-
struction algorithm. In multidimensional problems, the VanLeer reconstruction
algorithm is degraded to the more diffusive MinMod slope limiter around strong
shocks [Mignone, Massaglia, and Bodo 2005]. For time integration, we used the
IMEX third-order TVD RK algorithm [Shu and Osher 1989] with CFL=0.3.
Magnetic field divergence free constraint is preserved by using the CT method,
where electromotive forces were averaged according to the CT-contact formal-
ism [Gardiner and Stone 2005]. In high magnetization regimes, the relativistic
correction scheme of Martí 2015a was used to correct the conserved variables
after each time integration.

3.4.1 One dimensional tests

We propose a collection of 1D problems to test the performance of the new
methods in the context of RMHD and Rad-RMHD. First, we solve a large-
amplitude circularly-polarised Alfvén wave without radiation to demonstrate
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that the code achieves third order and fifth order of accuracy using high-order
spatial reconstruction together with third order and fourth order RK, respectively.
Secondly, we test the explicit part of the new radiation module with a Riemann
problem for the optically-thin radiation transport, neglecting any interaction
between matter and radiation. Finally, we implement a collection of shock
problems and the diffusion of a radiation pulse without neglecting the interaction
terms, in order to test the performance of the new IMEX scheme.

3.4.1.1 Circularly-polarised Alfvén wave

We considered a smooth RMHD test problem that consists on the propagation of
a large-amplitude, circularly polarised Alfvén wave along a uniform background
magnetic field B0. This test was previously used by Del Zanna et al. 2007 and
Beckwith and Stone 2011 to test the accuracy of their codes echo and athena,
respectively. Martí and Müller 2015 also reported second-order accuracy for
their code with this test. The transverse components of the velocity field were
initialised as:

vy = −A cos
(

2π

λ
(x − vat)

)
, vz = −A sin

(
2π

λ
(x − vat)

)
, (3.44)

where A is the amplitude of the wave, and λ its wavelength, and

Bx = B0, By = −B0vy/va, Bz = −B0vz/va. (3.45)

In the previous expressions, the speed of the Alfvén wave, va, is given by:

va = ±

√
B2

0 (1 − A2)
ρ0h0 + B2

0 (1 − A2) , (3.46)

where ρ0 and h0 are the density and the specific enthalpy of the background
uniform medium. For this, we choose ρ0 = 1, h0 = 5 (Γ = 4/3) and B0 = 1.
The amplitude of the wave is taken as:

A =
√

2
7 + 3

√
5

. (3.47)

To test the order of our code with this problem, we run a collection of simulations
in the domain [0, 2π] for different spatial resolutions (i.e, from N=16 to N=512
zones) and we measured the L1-errors in one of the transverse components of
the velocity field (i.e., vz) after one entire wave period (T = λ/va), comparing
with the initial conditions. This process was repeated for all the Riemann
solvers (HLL, HLLC, HLLD) and all the PLM limiters (MinMod, MC, VanLeer)
available in lóstrego. Additionally, we also tested the MP reconstruction of
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Suresh and Huynh 1997 together with HLLD and the new PVM-int-8 Riemann
solver. To highlight the performance of the solver, we have also run the test
with the first-order version of the code (i.e, Godunov spatial reconstruction).

The results of our analysis are shown in Tables 3.1-3.5 and in Fig. 3.2. We
demonstrated that our code achieves first-order accuracy in the case of Godunov
reconstruction and second-order accuracy for all the PLM methods, although
in the latter case MinMod generally yields higher errors than the other slope
limiters. In the case of HLLC (Tab. 3.2), our results are the same as those
obtained in Martí and Müller 2015. HLLD (Tab. 3.3) shows similar performance
than HLLC, as it is expected for smooth solutions. Using MP3 reconstruction
together with HLLD and RK3, we achieved third order of accuracy, but we were
not able to increase the order of the code using fifth-order spatial reconstruction
(i.e., MP5).

This means that, for smooth RMHD problems, RK3 limits the accuracy of the
code to third order, even should we employ higher-order spatial reconstructions.
This is not the case, however, if we use a five-step RK4 algorithm [Balsara 2017,
and references therein], with which the code achieves the nominal fifth order of
accuracy (MP5+RK4 in Tab. 3.5). Finally, the results of the PVM-int-8 solver
shown in Tab. 3.4 are very similar to those found with HLLC (see also Fig. 3.2).
We also proved third order of accuracy with the new Riemann solver together
with the MP3 reconstruction and the RK3 algorithm.
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Table 3.5 Same as Table 3.1 but employing the HLLD Riemann solver and high-order spatial
and temporal methods. Resolution is restricted to N ≥ 64.

HLLD N=64 N=128 N=256 N=512
MP5 2.456 × 10−6 2.813 × 10−7 3.440 × 10−8 4.284 × 10−9

3.432235 3.126066 3.031713 3.005290
MP5+RK4 3.086 × 10−7 9.634 × 10−9 2.977 × 10−10 9.006 × 10−12

4.982834 5.001730 5.016265 5.046792

3.4.1.2 Riemann problem for the optically-thin radiation transport

The second step in the validation of the new scheme consists in testing the
explicit part of the radiation module, but neglecting any interaction between
the fluid and the radiation field. For this purpose, we considered two Riemann
problems proposed by Melon Fuksman and Mignone 2019 in the optically-thin
regime.

The tests are initialised in a one-dimensional Cartesian grid that cover the
space [−20, 20], where a discontinuity at x = 0 separates two different radiation
states. For Test 1, the radiation field is given by (Er, F x

r , F y
r )L = (1, 0, 1/2)

and (Er, F x
r , F y

r )R = (1, 0, 0), while for Test 2, (Er, F x
r , F y

r )L = (1/10, 1/10, 0)
and (Er, F x

r , F y
r )R = (1, 0, 1). In both cases, we run the test two times: first,

we calculate an approximation to the analytic solution using high resolution
(214 cells) and second-order accurate reconstruction techniques (PLM-VanLeer).
Then, we employed 28 zones and zero-th order spatial reconstruction to solve the
test with our two Riemann solvers: Rad-HLL and PVM-int-8. We considered
outflow boundary conditions. Figure 3.3 shows the solution of these two problems
at t = 20. The pseudo-analytic solution is represented with a black solid line,
while the results with 28 zones and Rad-HLL/PVM-int-8 are shown in red
and blue, respectively. The spatial reconstruction techniques are distinguished
with a solid line (Godunov), dotted line (PLM-MinMod) and dash-dot line
(PLM-VanLeer).

As it is expected for the Jacobian decomposition of the Rad-RMHD equations
(see Eqs. 3.26-3.30), we obtained in both cases a three-wave pattern. In Test
1, we can distinguish a left-going shock, a right-going expansion wave and the
analogous of a contact wave near x = −1 (Fig. 3.3, left column). In Test 2, we
found a left-going shock, a right-going shock and a contact wave (Fig. 3.3, right
column). Specially for Test 1, our implementation of PVM-int-8 gives a sharper
solution around the contact wave than Rad-HLL. In Test 2, this discrepancy is
mitigated. The effect of the Riemann solver on the solution accuracy is also less
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Figure 3.2 L1 errors of vz as a function of the number of cells for different Riemann solvers
and spatial zero-th and first order reconstruction techniques.

significant with the second order accurate reconstruction, as it was previously
mentioned in Sec. 3.4.1.1.

3.4.1.3 Shock tubes

We consider a collection of four shock tube problems initially proposed in Farris
et al. 2008. These tests were solved by several authors using the Eddington
approximation [Zanotti et al. 2011, Fragile et al. 2012, Takahashi et al. 2013,
Sądowski et al. 2013], and later solved by McKinney et al. 2014, Rivera-Paleo
and Guzmán 2019, Melon Fuksman and Mignone 2019 for the M1 closure.
These tests, which are similar to the Balsara shock tube problems of RMHD
[Balsara 2001], consist of two different radiation and fluid states separated by
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Figure 3.3 Radiation energy (top), radiation flux in the x-direction (middle) and radiation flux
in the y-direction (bottom) for the optically-thin radiation transport problems Test 1 (left
column) and Test 2 (right column). We show an approximation to the analytic solution at
t = 20 using 214 zones (black solid line). The solution of the problem, computed with 28 zones,
is over-plotted for our two Riemann solvers: Rad-HLL (red) and PVM-int-8 (blue). We also
compare the effect of different reconstructions: first-order (solid line), PLM-MinMod (dot line)
and PLM-VanLeer (dash-dot line).

a discontinuity at x = 0. The initial conditions of the problems are shown in
the aforementioned references, so we do not reproduce them here. In all of
these papers, the radiation field is given in the comoving frame, so we start by
applying a Lorentz boost to convert all radiation quantities to the laboratory
frame. This transformation is given by the following relations [see e.g., Park
2006, Rivera-Paleo and Guzmán 2019]:

Ẽr = W 2 (Er − 2viF
i
r + vivjP ij

)
, (3.48)

F̃ i
r = −W 2viE + W

[
δi

j +
(

W − 1
v2 + W

)
vivj

]
F j

r −

Wvj

(
δi

k + W − 1
v2 vivk

)
P jk,

(3.49)

where replacing v for −v yields the inverse transformation.
The radiation constant for each problem, in the units of the code, is given in

McKinney et al. 2014. We evolve the system until we achieve a final stationary
state. For the first problem, the domain is the one-dimensional Cartesian grid
[−20, 20] with a resolution of 800 zones. In all other cases, we consider the domain
[−40, 40] with a resolution of 1600 zones to avoid that boundaries interfere in
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the stationarity of the final solution [Rivera-Paleo and Guzmán 2019]. Outflow
conditions are considered at both boundaries of the grid. We choose Γ = 5/3 for
each test except for the highly-relativistic shock, where we choose Γ = 2. As in
Melon Fuksman and Mignone 2019, initial fluxes follow F̃ x

r = 0.01Ẽr.

Non-relativistic strong shock. The initial conditions for this test are set
such that the gas energy density dominates over the radiation energy density and
the initial velocities are non-relativistic. The solution of the problem at t = 5000
is shown in the left column of Fig. 3.4. Due to the initial conditions, radiation
is transported from right to left, in front of the shock (Fx < 0). Although fluid
quantities show a strong discontinuity at x = 0, the radiation field is continuous
in the whole domain. With the M1 closure, the radiation field decays with
e−ρκ|x| from the position of the shock [see e.g., Takahashi and Ohsuga 2013].
Our solution is consistent with the results presented in the literature by other
authors (both with the Eddington approximation and with M1, since for this
test the results are similar) and with the semi-analytic solution [Farris et al.
2008, Fragile et al. 2012, McKinney et al. 2014].

Mildly-relativistic strong shock. As in the non-relativistic strong shock,
the gas energy density dominates over the radiation energy density, although
in this case the initial velocities are higher (uL = 0.25). The solution of the
problem at t = 500 is shown in the right column of Fig. 3.4. Apart from the
fact that the radiation energy profile is sharper near the shock, the solution is
similar to the non-relativistic test. The M1 closure produces a smoothing of the
numerical profiles at the shock position compared to the discontinuity found
with the Eddington approximation [Farris et al. 2008, Takahashi et al. 2013,
Tolstov et al. 2015].

Highly-relativistic shock. The initial conditions for this test are set such
that the gas energy density dominates over the radiation energy density and the
upstream Lorentz factor is highly relativistic, W ≈ 10 [Farris et al. 2008]. The
solution of the problem at t = 500 is shown in the left column of Fig. 3.5. In this
case, both the fluid quantities and the radiation field are smooth and continuous.
Although the shock front is stationary for the Eddington approximation, it drifts
with a small velocity of ∼ 1.6×10−4 with the M1 closure [Takahashi and Ohsuga
2013, Rivera-Paleo and Guzmán 2019], which is not relevant for the time scales
of the test. The maximum at F̃ x

r /Ẽr is ∼ 0.31, consistent with the literature
[see e.g., Takahashi and Ohsuga 2013].
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Figure 3.4 From top to bottom, density, gas pressure, x-velocity, radiation energy in the
comoving frame, radiation energy flux in the x direction and in the comoving frame and
reduced flux in the comoving frame for the non relativistic strong shock problem (left) at
t = 5000 (using 800 zones), and for the mildly relativistic strong shock (right) at t = 500
(using 1600 zones). Only a zoom of the [-20,20] central region is shown in the right column.

Radiation-pressure-dominated shock. In this problem, the initial condi-
tions are set such that the radiation pressure dominates over the gas pressure
and the upstream velocity is mildly relativistic. The solution of the problem at
t = 500 is shown in Fig. 3.5. After the initial discontinuity at x = 0 breaks up,
fluid and radiation achieve a steady state solution with a small drift velocity
[Takahashi and Ohsuga 2013], where the shock front remains approximately at
the origin. As in the previous tests, radiation is transported from the left to the
right (F̃ x

r < 0), penetrating up to x ∼ −12, while the radiation flux is reduced
by absorption. Since matter and radiation are strongly coupled, radiation force
produces a decrease in the fluid velocity, while density is enhanced. This solution
is smooth and continuous for both fluid and radiation quantities, and it can
be compared with the results shown in the literature elsewhere [Takahashi and
Ohsuga 2013, Melon Fuksman and Mignone 2019].
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Figure 3.5 From top to bottom, density, gas pressure, x-velocity, radiation energy in the
comoving frame, radiation energy flux in the x direction and in the comoving frame and
reduced flux in the comoving frame for the highly relativistic strong shock problem (left) at
t = 500 (using 1600 zones) and for the radiation pressure dominated shock (right). Only a
zoom of the [-20,20] central region is shown in the figure.

3.4.1.4 Optically-thick radiation pulse

The last one-dimensional problem of this section consists on a radiative pulse
propagating along one of the spatial Cartesian coordinates in an optically-thick
medium [McKinney et al. 2014, Rivera-Paleo and Guzmán 2019, Melon Fuksman
and Mignone 2019]. Assuming initial thermal equilibrium, the radiation energy
profile is given by:

Er = ar

[
T0

(
1 + 100 e−x2/ω2

)]4
, (3.50)

where T0 = 106 and ω = 5. We choose the value of the radiation constant in
the code units as ar = 6.24 × 10−64 such that the ratio k = Tρ/p = 1. The
background density is ρ = 1 and the adiabatic exponent, Γ = 5/3. With these
initial conditions, the evolution of the system follows [McKinney et al. 2014]:

Er(t) = A exp
(

−x2

4D (t + t0)

)(
t + t0

t0

)−1/4
, (3.51)
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Figure 3.6 Radiation energy density for the optically-thick radiative pulse diffusion at σs = 1000
(left), σs = 100 (middle) and σs = 5 (right). The analytic solution (solid lines) is over-plotted
with the numerical results with the PVM-int-8 Riemann solver (dots) and the Rad-HLL
Riemann solver (crosses) for different time frames.

where A ≈ 6.49 × 10−32, t0 ≈ 4800, and D = 1/(3(κ + σs)). For this test,
the absorption opacity is set to zero while we run the pulse for three different
values of the scattering coefficient, namely σs = 5, 100, 1000. The grid covers the
domain [−50, 50] and we use 100 computation zones. With the chosen values of
the grid size, the corresponding cell opacities for the runs are τ = 5, 100, 1000.
To avoid the effects of the grid boundaries, the analytic solution is imposed
there. Figure 3.6 shows the solution of the problem at different times, compared
to the analytic solution given by Eq. 3.51. Dots represent the solution with the
PVM-int-8 Riemann solver and crosses show the results with Rad-HLL, where
the maximum and minimum velocities were limited according to Eq. 3.31. As
suggested by McKinney et al. 2014, the solution of the central points exhibits
more diffusion at earlier times, while the effect is mitigated later in the evolution.
The similarity of our results with respect to the analytic solution for different
values of the scattering opacity demonstrates a good performance of our scheme
in the optically thick regime, where PVM-int-8 improves slightly the accuracy
of Rad-HLL. On the other hand, the solution of the problem with zero-th order
reconstruction, PVM-int-8 with β = 1 or Rad-HLL with no velocity limiting,
results in catastrophic diffusive solutions (specially for τ > 100).

3.4.2 Two and three dimensional tests

We propose a collection of multidimensional problems to test the performance
of the new implemented methods in more than one spatial dimension. In order
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to avoid spurious oscillations, we introduced a shock flattening around strong
shocks and sharp radiation gradients [Mignone, Massaglia, and Bodo 2005].
In particular, the VanLeer reconstruction algorithm is degraded to the more
diffusive MinMod algorithm around strong shocks.

3.4.2.1 Cylindrical/spherical magnetised blast wave

The cylindrical/spherical magnetised blast wave is a classical problem in RMHD
and has been extensively used to test the performance of the HRSC numerical
methods handling MHD wave degeneracies parallel and perpendicular to the field
orientation [see e.g., Martí and Müller 2015, and references therein]. In Chapter
2, we solved the test in RMHD for both weak and strong magnetisation regimes.
The version that we consider in this thesis was first proposed in Melon Fuksman
and Mignone 2019 and it is the first and only test that we solve considering both
radiation and magnetic fields. However, unlike Melon Fuksman and Mignone
2019, we also consider the spherical version of the magnetised blast wave in
3D. The main particularity of this test in Rad-RMHD is that it can switch
from the radiation-dominated to the magnetically dominated regime varying the
medium’s opacity; when the opacity is small, the flow is magnetically dominated,
but radiation dominates the blast wave dynamics in the optically-thick regime.
We consider the two-dimensional computational grid [−6, 6] × [−6, 6] with 3602

cells, such that the initial geometry is identical to the test presented in Sec. 2.4.2.
The ambient density and pressure are ρ0 = 10−4, p0 = 3.49 × 10−5, while inside
the cylinder/sphere of unit radius they become ρ1 = 10−2, p1 = 1.31 × 10−2.
The adiabatic exponent is Γ = 4/3. The magnetic field is aligned with the
x-direction, B = (0.1, 0, 0), and the fluid is initially at rest (i.e., v = 0). For
the radiation field, we assume thermal equilibrium with the plasma and F r = 0.
The opacity of the medium is controlled with the absorption coefficient, which
is κ = 1 for the magnetically dominated problem and κ = 1000 for the radiation
dominated explosion, while the scattering opacity is σs = 0 in the two cases. For
κ = 1, the initial optical depth along the central sphere is τ1 = 2ρ1κ = 0.02 ≪ 1
(optically thin case). For κ = 1000, τ1 = 20. Figure 3.7 and Fig. 3.8 show
the solution of the problem at t = 4 for κ = 1 and κ = 1000, respectively. In
the optically-thin scenario, flow dynamics is barely affected by the presence
of radiation and the evolution is dominated by the magnetic field. Thus, flow
quantities like pressure or density develop an elongated horizontal structure,
following the magnetic field lines, which are slightly deformed by the wave, as in
the RMHD case. The maximum Lorentz factor that we get is Wmax ≈ 1.7, which
is similar to Melon Fuksman and Mignone 2019. Since photons can diffuse freely,
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radiation energy density preserves the cylindrical symmetry. However, in the
optically-thick problem (κ = 1000), radiation pressure is dominant and matter
is strongly coupled to the photon field. In this case, the flow recover an oblate
ring shape, with Wmax ≈ 2.72 along the x-axis. Magnetic field lines are highly
deformed and the radiation energy density is no longer symmetric because of the
interaction with the gas. Due to the exigent test conditions (source terms are
very stiff ), in this problem we used the Rad-HLL Riemann solver, the MinMod
slope limiter and a CFL=0.01 to avoid the appearance of non-physical solutions
during the simulation. Figure 3.9 shows the solution at t = 4 of a 3D version of
the optically-thin explosion (numerical resolution: 256 computational zones per
spatial dimension). Since the symmetry of the radiation field is well preserved,
we demonstrated the capability of our scheme to handle both radiation and
magnetic fields in full three dimensional applications.

3.4.2.2 The shadow problem

Single shadow. The shadow test is one of the most common problems in
Rad-RHD to test the performance of the M1 closure [Hayes and Norman 2003,
González, Audit, and Huynh 2007, Sądowski et al. 2013, McKinney et al. 2014,
Fragile, Olejar, and Anninos 2014, Rivera-Paleo and Guzmán 2019, Melon
Fuksman and Mignone 2019, Weih, Olivares, and Rezzolla 2020]. This problem
consists on a free-streaming radiation beam that impacts into a highly opaque
region, producing a shadow behind it. Although there are multiple versions of
the shadow problem, we follow the initial conditions given by González, Audit,
and Huynh 2007, Fragile, Olejar, and Anninos 2014 or Melon Fuksman and
Mignone 2019. We consider the two dimensional Cartesian grid [−0.5, 0.5] ×
[−0.12, 0.12] cm, with a resolution of 280 × 80 computational cells. The initial
density distribution is given by:

ρ(x, y) = ρ0 + ρ1 − ρ0

1 + e∆ , (3.52)

∆ = 10
[(

x

x0

)2
+
(

y

y0

)2
− 1
]

, (3.53)

where ρ0 = 1 g/cm3, ρ1 = 103 g/cm3 and (x0, y0) = (0.10, 0.06) cm. Matter and
radiation are initially in thermal equilibrium with a temperature T = 290 K and
we consider constant absorption opacity κ = 0.1 cm2/g, while we neglect photon
scattering. Fluxes are set to zero and matter is also initially at rest. From the
left boundary (at x = −0.5 cm), we inject a radiation beam at temperature
T = 1740 K and flux F r = (cEr, 0, 0) (i.e., radiation is in the free streaming
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Figure 3.7 Logarithmic gas pressure (top left), logarithmic density (top right), logarithmic
radiation energy density (bottom left) and logarithmic magnetic pressure (bottom right) at
t = 4 for the two-dimensional cylindrical magnetised blast wave. In the bottom left panel, the
vector field represents the radiation flux, which propagates radially from the centre. Magnetic
field lines are superposed to the magnetic pressure. We consider the Cartesian grid [-6,6]×[-6,6]
with 360 cells per spatial dimension. The absorption coefficient is κ = 1.

limit). In the rest of the boundaries, we impose outflow conditions. The
adiabatic exponent is Γ = 5/3. Figure 3.10 shows the solution of the problem
at t = 1.5 tc, where tc = 1 cm/c. The highly opaque ellipsoid (represented
with contours) produces a shadow behind it that can be compared with the
aforementioned references. A 3D version of this problem, simulated with the
same initial conditions, is shown in Fig. 3.11 at t = 1.5 tc. For this favourable
setup, the M1 closure yields a flux that remains parallel to the injection direction
casting a shadow behind the 3D ellipsoid.

Double shadow. We consider an extension of the shadow problem that we
described in the previous paragraph to the case of multiple sources of light, where
the M1 closure is expected to be less accurate [Sądowski et al. 2013, McKinney
et al. 2014, Rivera-Paleo and Guzmán 2016, Rivera-Paleo and Guzmán 2019].
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Figure 3.8 Same as Fig. 3.7 for an absorption coefficient κ = 1000.

The initial setup is the same as in the single shadow test, although in this case
we consider a slightly larger domain: [−0.6, 0.6] × [0, 0.15] cm, with the same
cell size as before. For this problem, we only simulate the upper half of the
grid since we establish reflecting symmetry boundary conditions at y = 0. In
the left x-boundary (only where y > 0.03 cm), we inject an inclined radiation
beam with the same radiation energy than in the single shadow problem, but in
this case the radiation flux is given by F x

r = 0.93cEr and F y
r = −0.37cEr. Due

to the reflecting boundary at y = 0, the optically-thick ellipsoid is effectively
illuminated by two self-crossing beams of light. In the remaining boundaries,
we assume outflow conditions. In the bottom panel of Fig. 3.12, we show the
solution of the problem at t = 4.5 tc. In the left x-boundary, we can distinguish a
small triangular region which is not illuminated. After this region, approximately
at x ≈ −0.45 cm, radiation overlaps and the radiative energy density increases as
Er = 2E0

r , while the radiation flux aligns with the x-direction with F x
r = 0.93cEr.

Therefore, since the radiation flux is no longer F x
r ≈ cEr as in the single shadow

problem, the implied distribution of specific intensity is not pointing along the
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Figure 3.9 Radiation energy density for the optically-thin, spherical magnetised blast wave at
t = 4. The vector field represents the radiation flux. Magnetic field lines (pink solid lines) are
slightly deformed by the flow.

x-axis but spreads in other directions about this axis [see the discussion in
Sądowski et al. 2013]. As a result, the radiation front is indeed an elongated
ellipsoid pointing along the x-direction (Fig. 3.12, top panel).

Eventually, this has an effect on the shadow characteristics behind the clump,
with a region of total shadow (umbra) limited by the edges of a wider region of
partial shadow (penumbra). As it is evident from the bottom panel of Fig. 3.12,
there is also a narrow horizontal shadow extended along the x-axis. This non-
physical feature, which has been shown in the literature [see e.g., Sądowski et al.
2013, McKinney et al. 2014, Rivera-Paleo and Guzmán 2019, and references
therein], is an artefact related with the M1 closure.

3.5 Discussion and conclusions

In this chapter, I have presented a novel scheme for treating radiation transport
within our code lóstrego.

In our approach, the equations of Rad-RMHD, which are formulated taking
successive moments of the Boltzmann radiative transfer equation, are solved
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Figure 3.10 Radiation energy density for the single shadow problem at t = 1.50 tc. The vector
field represents the radiation flux. Contours show the position of the optically-thick blob.

Figure 3.11 Radiation energy density for the single shadow problem in three dimensions at
t = 1.50 tc. The vector field represents the radiation flux. The 3D white contour shows the
position of the optically-thick blob.

under the grey-body approximation and the M1 closure using an IMEX time
integration scheme. This closure scheme allows to handle accurately both the
free-streaming and diffusion radiation transport limits. We have introduced,
for the first time in the context of Rad-RMHD, a new family of approximate
Riemann solvers based on internal polynomial approximations to the viscosity
matrix (PVM methods; see Sect. 3.3.2.2). The underlying polynomia of this
group of solvers admit a Jacobian-free formulation of the scheme, where only
evaluations of the conserved variables and flux vectors are required. In the
context of Rad-RMHD, this is particularly useful because the characteristic
speeds of the magnetofluid and the radiation subsystem of equations can be –in
general– very different, and therefore these two blocks must be independently
handled when using Riemann solvers based on characteristic wave decomposition
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Figure 3.12 Radiation energy density for the double shadow problem at t = 0.50 tc (top panel),
t = 1.00 tc (middle panel) and t = 4.50 tc (bottom panel). Contours show the position of the
optically-thick blob.

to avoid excessive diffusion. Moreover, the maximum and minimum characteristic
speeds of the radiation block must be limited in the optically-thick regime for
the same reason. As we described in this chapter, the PVM-int solver overcomes
these issues in a very natural and elegant way. On the one hand, the same
algorithm is used to compute the numerical fluxes of the full Rad-RMHD system
of equations. On the other hand, the numerical viscosity of the original solver
is reduced gradually as the opacity of the numerical cells around an interface
increases.

We tested the new PVM-int Riemann solver in the context of RMHD, compar-
ing its performance with the HLL family. For that purpose, we also introduced in



126 Relativistic radiation magnetohydrodynamics

lóstrego high-order methods both in space and time, although in this chapter
we kept second-order nominal accuracy (PLM+RK3) to test the new radiation
module. For the cell reconstruction step, we have introduced the MP scheme of
Suresh and Huynh 1997, which yields from third to ninth spatial order of accu-
racy. The algorithm was tested with a smooth RMHD test problem that consists
on the propagation of a large-amplitude, circularly polarised Alfvén wave along
a uniform background magnetic field (see Sect. 3.4.1.1). We demonstrated that
the third order MP reconstruction (i.e., MP3) together with RK3 (MP3+RK3),
yields third order of accuracy for all of our Riemann solvers, including the new
PVM-int-8. This extends the results of Martí 2015a, where the code was tested
up to second order. Castro, Gallardo, and Marquina 2017 also showed third order
of accuracy with the PVM family of Riemann solvers, but using the Piecewise
Hyperbolic Method [Marquina 1994]. Nevertheless, when we increased the order
of spatial reconstruction (using, e.g., MP5), the order of accuracy of the code
was limited to the order of the RK (in this case, RK3), although the L1 errors
were almost two orders of magnitude lower than with MP3+RK3 (see Table 3.3).
Thus, MP5+RK3 is a good configuration for applications involving smooth
solutions that required high degree of accuracy (for example, development of
instabilities or perturbation analysis in RMHD). To achieve an order of accuracy
higher than third order, we have implemented a fourth-order (RK4), strong-
stability-preserving RK scheme, based on five integration steps [Balsara 2017].
Using this algorithm together with MP5 (MP5+RK4) we were able to achieve
the nominal fifth order of accuracy, for which we used the HLLD Riemann solver
because it was the least diffusive scheme in the benchmark. Let us note that Del
Zanna et al. 2007 probed fifth order of accuracy by limiting adhoc the integration
time step, but this approach is unpractical for large-scale simulations. Indeed,
the same applies to the RK4 algorithm of Balsara 2001, which is computationally
expensive due to the large number of RK substeps. A specific benchmark of these
high-order methods based on real multi-dimensional (Rad)-RMHD applications
will be addressed in future work and presented elsewhere.

Focusing on Rad-RMHD, we have used a collection of one-dimensional and
multi-dimensional test problems (see Sects. 3.4.1.2 - 3.4.1.4 and 3.4.2) to demon-
strate that our scheme is robust and accurate for systems with different initial
conditions, including both scattering and absorption opacity in the free-streaming
and diffusion radiation transport limits. The convergence analysis presented on
Tables 3.1-3.5 and displayed in Fig. 3.2 shows that our PVM-int-8 solver performs
similar to HLLC, although all solvers behaved similar with first order linear
reconstruction, as expected. In radiation magnetohydrodynamics, PVM-int-8



3.5 Discussion and conclusions 127

improves the accuracy of Rad-HLL, specially around strong discontinuities of
the radiation field (see Fig. 3.3). Comparing with Melon Fuksman and Mignone
2019, the difference between these two solvers seems to be less prominent than
the one reported for Rad-HLL and the radiation version of HLLC. However, in
the optically-thick regime PVM-int-8 improves slightly the accuracy of Rad-HLL,
specially in those regions that show more numerical diffusion (see central region
of the gaussian pulse in Fig. 3.6), where Rad-HLLC is not valid. This is the first
time to our knowledge that a Riemann solver improves the accuracy of Rad-HLL
in the highly optically thick regime (τ ≫ 1). Moreover, we want to stress out
that our choice of the parameter β (Eq. 3.38), devised to reduce the numerical
diffusion in the optically thick regime, is somehow arbitrary.

As previously mentioned, our definition of β relies on its simplicity and
the results in 1D tests, but other functions should be explored in the future.
Similarly, other schemes of the Jacobian-free family should be also adapted and
tested for Rad-RMHD. For example, Castro, Gallardo, and Marquina 2017 found
that the PVM-Cheb-12 [based on the Chebyshev approximation of degree 12;
Castro, Gallardo, and Marquina 2016], or the DOT-Cheb-12 and DOT-int-8
approximate DOT solvers using the same polynomials but a Gauss-Legendre
quadrature [Castro, Gallardo, and Marquina 2016], gave promising results in 1D
RMHD applications. Indeed, PVM-Cheb-12 and DOT-Cheb-12 are slightly less
diffusive than PVM-int-8, although the latter automatically satisfies the stability
condition needed to ensure the robustness and convergence of the schemes.
Moreover, Castro, Gallardo, and Marquina 2017 also showed that, at least for
the 1D Brio-Wu test problem, PVM-based methods were a better option than
DOT-based ones from the point of view of computational efficiency, and that
using PVM-int-8 increases the total CPU time with respect to HLL by a factor
∼ 2. This is mainly because PVM requires multiple calls to the recovery of
primitive variables, whose algorithm is computationally expensive. Since the
variables of the radiation field are at the same time primitive and conserved,
the additional cost of our version of PVM with respect to Rad-HLL will not
be affected by this, but only by the number of additional operations and flux
evaluations, which will also increase for Rad-HLL. In two-dimensions, all schemes
were similar, but DOT solvers are also computationally more expensive. We also
tested in lóstrego the PVM-int-16 solver, but the results were identical to
PVM-int-8 at higher computational cost, so we did not reproduce the results in
this thesis. In conclusion, the Jacobian-free character of this type of solvers (1)
allows to solve the equations of Rad-RMHD with the same algorithm without
decomposing the system in two independent blocks, (2) improves the accuracy
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of Rad-HLL both in the optically thin and optically-thick radiation transport
limits and (3) it is robust and accurate for several test problems in one and more
than one spatial dimensions.

We have also shown that the M1 closure is also capable to reproduce shadows
in two and three dimensions, although it is less accurate when multiple sources
of light are involved in optically-thin regions, leading to numerical artefacts
and non-physical solutions (as shown in the double-shadow test problem of
Sec. 3.4.2.2). In order to treat accurately this scenario, other authors have
proposed –in the context of Rad-RHD and Rad-RMHD– to compute a closure
relation directly from the Eddington tensor [i.e., the variable Eddington tensor
formalism, Stone, Mihalas, and Norman 1992, González, Audit, and Huynh 2007,
Jiang, Stone, and Davis 2012]. However, a deep revision of the closure scheme is
beyond the scope of this thesis and will be addressed in future work (see also
Chapter 4).



Chapter 4
Summary and future work

On this first Part of the thesis, I have presented the code lóstrego, a new
computational tool to simulate relativistic astrophysical plasmas in Cartesian
coordinates. The algorithm is entirely written in fortran, and solves the
conservative equations of special relativistic magnetohydrodynamics (RMHD)
with finite volumes. lóstrego has been designed to run in multiple cores to
exploit the capacity of modern parallel architectures, using a hybrid paralleli-
sation scheme with parallel domain decomposition (message passing interface,
MPI) and parallel threads (OpenMP, OMP). The numerical techniques of the
algorithm are based on the high-resolution shock capturing methods, which have
been proved to be robust and accurate, extending the techniques implemented
in Martí 2015b to three spatial dimensions. In a nutshell, cell-average primitive
variables are reconstructed to the cell interfaces, where a Riemann problem
is solved numerically employing an approximate Riemann solver. Once fluxes
are solved at each cell interface, the conserved variables are evolved in time
explicitly using total variation diminishing (TVD) Runge-Kutta (RK) algorithms,
while magnetic fields are updated by means of the Constrained Transport (CT)
method. After each time iteration, an inversion scheme is applied to recover the
primitive variables.

On Chapter 2 (originally published in the appendix of López-Miralles
et al. 2022), I described the equations of RMHD, and the numerical methods
implemented in lóstrego to integrate these equations in time. This includes
a version of the HLLD Riemann solver of Mignone, Ugliano, and Bodo 2009
and a new CT scheme adapted to parallel domain decomposition, based on the
interpolations proposed by Gardiner and Stone 2005; these two algorithms were
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not previously implemented by Martí 2015b. The last section of the chapter shows
an extensive numerical benchmark of the code, where I have introduced several
one-dimensional and multi-dimensional test problems to probe the performance
of lóstrego in the field of RMHD. This collection of test problems also includes
a three-dimensional study of the collision of two counter-propagating circularly
polarised Alfvén waves, the building block of energy transfer in weak Alfvénic
turbulence. All these test problems show that the new code is robust and
accurate in different relativistic and magnetisation regimes, handling accurately
both strong shocks and smooth solutions.

On Chapter 3 (originally published in López-Miralles, Martí, and Perucho
2023), I presented the extension of our code with a module of radiation transport.
Radiative transfer plays a major role in high-energy astrophysics. In multiple
scenarios and in a broad range of energy scales, the coupling between matter and
radiation is essential to understand the interplay between theory, observations
and numerical simulations. I have introduced the equations of relativistic
radiation magnetohydrodynamics (Rad-RMHD), which are formulated taking
successive moments of the Boltzmann radiative transfer equation. As in other
similar codes, we solve these equations under the grey-body approximation and
the M1 closure using an implicit-explicit (IMEX) time integration scheme. The
main novelty of our method is that we have introduced – for the first time in
the context of Rad-RMHD – a family of Jacobian-free Riemann solvers based
on internal approximations to the Polynomial Viscosity Matrix (PVM), which
had been only tested with non-radiation applications. The robustness and the
limitations of the new algorithms have been tested by solving a collection of
one-dimensional and multi-dimensional test problems (both in the free-streaming
and in the diffusion radiation transport limits), where I have showed that the
Jacobian-free methods improve the accuracy of the classical Rad-HLL solver in
the optically thin and optically thick radiation regimes.

In conclusion, the development of lóstrego constitutes a major milestone
of this doctoral thesis. This tool will allow us –together with our collaborators–
to perform a broad range of numerical simulation in high-energy astrophysics,
covering different type of scenarios (beyond the scope of the simulations I am
presenting for X-ray binaries/microquasars) that includes many types of physical
processes, as the dynamical effects of radiation and magnetic fields, among many
others.

In the following, I propose different lines of work that aim to improve the
architecture of lóstrego, upgrade its numerical methods and overcome some
of the limitations I encountered in the context of this thesis.
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4.1 Code repository: in a road for public release

lóstrego is the byproduct of several years of code development that also include
the extension of two existing numerical tools: ratpenat, a 3D relativistic
hydrodynamics (RHD) parallel code, and the code originally presented by Martí
2015b, a 2D axisymmetric RMHD algorithm. This means that the current
version of lóstrego is a giant collection of numerical algorithms, parallelisation
routines and physics modules that make the tool unmanageable to be used outside
our group, unless an extensive code documentation is created and distributed.
Therefore, in the short term I will construct a documented repository including
the current version of our code together with a set of self-contained specific
instructions to perform numerical simulations exploiting its different capabilities.
This will allow our collaborators to perform numerical simulations employing
their own computational resources, maximising the scientific outcome from the
code potential. A well-documented code repository is also an important legacy
for future members of the group that aim to improve the code by upgrading the
existing methods or by implementing new algorithms. Moreover, this is also a
first step in the development of a public version of lóstrego, that we also plan
to release in a short-to-medium term. Consistent with this objective, I will also
improve the code management of errors (i.e., non-physical solutions, non-zero
magnetic field divergence, etc), such that at the end of a simulation the user
can have access to a detailed report of potential issues faced during the code
execution.

4.2 Code performance and GPU extension

lóstrego inherited most of the parallelisation architecture implemented in
the code ratpenat, which was originally parallelised with the support of
the Barcelona Supercomputing Center. This architecture was proved to be
optimal for many years, showing good scaling up to 2048 cores. Nevertheless,
in lóstrego I have modified the original parallelisation scheme, as this was
required to implement our version of the CT algorithm. Although the code
showed robust performance up to 4096 cores, a dedicated study of the impact of
these changes on the code parallel efficiency needs to be addressed in the future.

In the same line of work, I will consider the development of a portable version
of the code that can be run in different machine architectures. lóstrego is
optimised to run in both distributed and shared memory architectures, which
was the prevailing parallel programming paradigm for roughly two decades. This



132 Summary and future work

is achieved with a hybrid OMP+MPI parallelisation scheme. However, it is
questionable whether this generic approach will be capable of making efficient
use of available hardware features such as parallel threads and vectorisation
across different multiple-core architectures and between nodes. The field of
high performance computing (HPC), on the way to the exascale era [Gagliardi
et al. 2019], has moved towards the implementation of graphical processor units
(GPU). Although GPUs were initially designed for graphics rendering, they have
gained lot of attention in the scientific community due to their capability for
massive thread parallelisation. For example, the codes athena++ [k-athena,
Grete, Glines, and O’Shea 2021, based on kokkos] or h-amr [Liska et al. 2022]
have been efficiently ported to GPUs, just to name some representative examples.
In the latter, the authors reported an acceleration of 2-5 orders of magnitude
in computation time for a wide range of applications in general-relativistic
magnetohydrodynamics (GRMHD) using multi-faceted optimisations. A GPU
version of the pluto code is also currently under development1.

From the strict point of view of coding, porting an existing hybrid OMP+MPI
parallelisation to GPUs is not particularly complex. The Compute Unified Device
Architecture [cuda; Nickolls et al. 2008] developed by NVIDIA, which is a general
purpose parallel computing platform and programming model, is supported by
many programming languages (including fortran), and leverages the parallel
compute engine in NVIDIA GPUs. In practice, the instructions needed by
cuda are similar to the OMP directives that we have already implemented in
lóstrego, which from version OpenMP 4.5, has also been extended to support
the offloading of the compute intensive code to devices such as GPUs2. The
most challenging part comes indeed from memory optimisation, since GPUs
require a high level of parallelism and have relatively small caches and memory
bandwidth compared to classical central processing units (CPUs).

Thus, a first step towards the implementation of a GPU-based parallelisation
consists on extending an existing CPU parallelisation scheme without changing
significantly the original code structure, keeping MPI for parallelism between
nodes and focusing on on-node performance. This requires identifying the
bottlenecks in the algorithm (i.e., the most computationally intensive tasks)
and port these tasks to the GPUs in order to exploit its massive multi-thread
parallelisation capabilities. For example, Wright and Hawke 2019 presented a
proof of concept of CUDA-capable, resistive RMHD scheme based on IMEX
time integration algorithms, similar to the scheme presented in Chapter 3 for

1https://hpc4ai.unito.it/pluto-gpu-gpu-enabled-astrophysical-gasdynamics/2175/
2https://www.openmp.org/updates/openmp-accelerator-support-gpus/
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Rad-RMHD. In this case, the authors reported parallel speed-ups of over a factor
∼ 21 using double-precision floating-point accuracy, which encourages to follow
this approach in other similar codes, as it is the case of lóstrego [see also
Subramanian et al. 2022, where the authors present a collection of techniques
and algorithms for solving high order hyperbolic partial differential equations
on GPUs].

4.3 Implementing and improving physical pro-
cesses

Radiation RMHD I will improve the radiation module in lóstrego with
three main upgrades: (1) improving the characterisation of the opacity coeffi-
cients, (2) extending the Jacobian-free Riemann solvers with other approaches,
and (3) revisiting the IMEX time integration scheme and the closure relation.

First, constant scattering and absorption coefficients should be replaced by
specific functions that depend on the local properties of the fluid, in order to
account for the physics involved in the photon-matter interactions. For example,
considering only thermal bremsstrahlung and Thomson scattering the opacity
coefficient follows [see e.g., Sądowski et al. 2013, Fragile, Olejar, and Anninos
2014]:

χ = 1.7 × 10−25T −7/2m−2
p ρ cm−1 + 0.4ρ cm−1, (4.1)

where ρ is the plasma density and T is the plasma temperature. Alternatively,
a deep revision of several approaches found in the literature was presented by
Rivera-Paleo and Guzmán 2018. For example, when plasma temperature is
109 K, the electron scattering opacity can be approximated by Buchler and Yueh
1976. Another useful approach is given by the so-called Kramer’s formula, which
approximates the opacity by free-free (ff), bound-free (bf) and bound-bound
(bb) emission as:

κff = 3.8 × 1022(1 + X)(X + Y + Z)ρT −7/2 cm2/g,

κbf = 4.3 × 1025Z(1 + X)ρT −7/2 cm2/g,

κbb = 1025ZρT −7/2 cm2/g,

(4.2)

where X,Y,Z represents the mass fraction of hydrogen, helium and heavier
elements, respectively.

As already discussed in Chapter 3 [see also López-Miralles, Martí, and
Perucho 2023], the Jacobian-free solver I have implemented in lóstrego is
based on internal approximations to the PVM (i.e., PVM-int-8 and PVM-int-16),
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but this family of solvers admit other type of schemes that has not been tested in
the context of Rad-RMHD. For example, Castro, Gallardo, and Marquina 2017
found that the PVM-Cheb-12 (based on the Chebyshev approximation of degree
12), or the DOT-Cheb-12 and DOT-int-8 approximate Dumber-Osher-Toro
(DOT) solvers that employ the internal and Chebyshev polynomia but a Gauss-
Legendre quadrature [Castro, Gallardo, and Marquina 2016], give promising
results in one-dimensional RMHD applications, and therefore should also be
implemented in lóstrego with testing purposes. Moreover, I will also revisit the
definition of the parameter that controls the solver diffusion in the optically thick
regime (i.e., β), since the approach originally presented in López-Miralles, Martí,
and Perucho 2023 was a simplistic definition that admits further investigation.

In the next version of lóstrego, I will also revisit the IMEX integration
scheme described in Chapter 3. As we presented in López-Miralles, Martí, and
Perucho 2023, our IMEX algorithm includes an implicit step after each explicit
step of the TVD second/third order RK of Shu and Osher 1989, propagating the
same coefficients of the explicit part to the radiation source terms [McKinney et
al. 2014, Melon Fuksman and Mignone 2019]. This yields an IMEX scheme which
is first order in time, but that has been proved to be robust in the diffusion and
free-streaming limits showing good stability and positivity-preserving properties.
Although due to the good performance of the algorithm I consider that this is a
non-priority task, the extension to higher order methods should be addressed
in a future upgrade [see e.g., McKinney et al. 2014, for a review]. For example,
Melon Fuksman and Mignone 2019 implemented a second-order scheme called
SSP2(2,2,2) [Pareschi and Russo 2005], which however leads to stability problems
when the source terms are very stiff and there are large differences in the orders
of magnitude of matter and radiation fields [see also Bucciantini and Del Zanna
2013]. Another interesting approach has been recently published by Izquierdo
et al. 2022 in the context of neutrino radiation MHD, who presented different
IMEX schemes compatible with the RK3 of Shu and Osher 1989 which are at
least second order in the implicit part preserving the CFL of the explicit step.
These algorithms, together with the schemes mentioned before, could be tested
in lóstrego under the Jacobian-free approach.

Finally, in Chapter 3 I have also discussed the limitations of the M1 closure,
which leads to numerical artifacts and non-physical solutions when treating
multiple sources of light in optically thin regions. This happens because under
the radiation fluid approximation the M1 closure can only distinguish a single
direction of the radiation flux in each cell. Although other schemes overcome
this issue by computing a closure relation directly from the Eddington tensor
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[the variable Eddington tensor formalism, see e.g., Stone, Mihalas, and Norman
1992, González, Audit, and Huynh 2007, Jiang, Stone, and Davis 2012], this
requires a space-angle discretisation of the intensity field in each cell [see also
White et al. 2023], increasing the computational cost. A promising method
that provides the correct solution for both free-streaming scenarios and the
intermediate optical-depth regime is the relativistic lattice Boltzmann method
of Weih et al. 2020. As shown by the authors, the method is based on the direct
solution of the Boltzmann equation by an extension of the lattice Boltzmann
equation and allows to model the evolution of the radiation field as it interacts
with a background fluid, featuring smaller or comparable computational costs
compared to the M1 scheme. I plan to test this method in a future code release,
since the solution of crossed beams in optically thin plasmas could be relevant
for the type of simulations that I plan for the future (see Chapter 7).

Ionization module in RMHD In Appendix A [see also Perucho et al. 2021],
I presented a module of hydrogen ionization that we have recently implemented
in the hydrodynamical code ratpenat. Given the positive results that we
have reported in our preliminar simulations including neutral hydrogen and
shock ionisation, we also plan to implement this module in the next version of
the lóstrego code. Since the existence of magnetic fields do not affect the
equation of state nor the evolution of hydrogen densities, the module extension
from ratpenat is straightforward. Furthermore, an important milestone in our
code development roadmap will be the numerical treatment of ionisation physics
together with radiation transport. This would allow to include, for the first time
to our knowledge, the thermodynamical effects of photo-ionisation in numerical
simulations of relativistic jets.

Numerical resistivity and magnetic dissipation As it will be discussed
with more detail in Chapter 7, an interesting outcome of the post-processing
stage of an RMHD simulation is the characterisation of magnetic dissipation
regions, which can only be addressed by means of heuristic methods in ideal
MHD. However, as a first step in this type of study, the correct characterisation
of the numerical dissipation of the code (and specially its origin) can bring
useful information about the limitations of the ideal limit with the numerical
techniques employed in the simulation. This type of studies has not been done
before with lóstrego nor with any of its numerical predecessors.

I will use the methodology presented by Rembiasz et al. 2017, where the
authors proposed a simple ansatz and a corresponding calibration method to
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Figure 4.1 Rendering of the reference simulation, showing cut open pressure isocontour coloured
according to Lorentz factor with magnetic field lines. Reproduced with permission from Porth
2013 (Fig. 2).

estimate the numerical resistivity and viscosity of an Eulerian MHD code by
investigating the dependence of the numerical resistivity and viscosity on both
the numerical (i.e., grid resolution, Riemann solver, reconstruction scheme,
time integrator) and physical setup of a simulation. This method assumes that
the amount of numerical dissipation depends on the characteristic length and
velocity of the system under consideration, the numerical resolution, and some
free parameters that have to be calibrated depending on the numerical scheme
in use. The calibration of these parameters and the eventual determination of
the magnitude of numerical resistivity and viscosity is performed by choosing a
specific setup –for example, a one-dimensional wave damping test– and comparing
the analytical solutions of the resistive MHD problem with the results of the
simulations performed for different resolutions and code methods.

4.4 Numerical methods for jet simulations

For progressing on the development of more complex jet simulations, two impor-
tant questions should be addressed in the future: (1) the connection of GRMHD
and RMHD scales and (2) the injection of non-toroidal magnetic fields.
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GRMHD-RMHD coupling One of the most recurrent questions in the
jet community is the multi-scaling problem. The formation of jets is studied
by means of GRMHD simulations covering a small region around the central
compact object, and propagate up to distances which are larger by several order
of magnitude using RMHD codes. Due to this fact, these two disparate scales can
hardly be addressed together even for modern parallel computers. Nevertheless,
this would be essential to understand, for example, if a jet formed in a GRMHD
simulation can survive to the interaction with the ambient medium without
critical disruption.

To assess this problem, and as a preliminary approach, I will analyse if the
output of a GRMHD simulation (i.e., a stationary slice near the box upper
boundary) can be used as a boundary condition in lóstrego. This type of
approach was first used by Pavan et al. 2021, where the outcome of a previous
binary neutron star merger simulation was imported to initialise a 3D RHD
simulation of incipient gamma-ray burst jets propagating through a post-merger
environment.

After a first inspection of the problem, I can spot two main obstacles in our
context: (1) the scale of the GRMHD output as compared to the characteristic
scale of jet propagation and interaction with the external medium, and (2) the
magnetic field lines, which would lead to magnetic monopoles at the boundary
when translating the field to the new numerical box. While the first issue can
be possibly tackled degrading the resolution of the imported grid and employing
stretched or logarithmic patterns, the second problem is more difficult to address
on a first-thought and requires a dedicated study that is beyond the scope of
this thesis.

Injection of non-toroidal fields The numerical simulations presented in
this thesis are based on jets injected with a strictly toroidal magnetic field
configuration, but in many circumstances, jets might also carry a poloidal field
component. However, since we inject the outflow by placing a cylindrical nozzle
at the boundary ghost zones, even by employing a potential vector to initialise
the magnetic field, the existence of poloidal components would lead to magnetic
monopoles (in other words, open field lines) at the boundary. Previously, other
authors addressed this issue by imposing an internal boundary, i.e, extending
the cylindrical nozzle within the numerical box [see e.g., Keppens et al. 2008,
Guan, Li, and Li 2014]. Alternatively, in Porth 2013 [but see also Bromberg and
Tchekhovskoy 2016, Tchekhovskoy and Bromberg 2016] the grid was threaded
by an initial poloidal magnetic field with monopolar shape such that the jet
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was launched from a rotating inlet resembling the corona of an accretion disk
(see Fig. 4.1). However, the latter configurations require that the magnetic field
fills all the grid from the beginning (which could not be desirable for certain
simulation setups) and jets are injected as Poynting flux dominated flows. Thus,
as a first step towards relaxing the toroidal field hypothesis, I will test the
injection method proposed by Keppens et al. 2008, where the magnetic field is
initialised within an inner cylindrical boundary through a potential vector. In
this case, a proper study of the effects of the new boundary on the divergence-free
condition in the context of the CT method should be performed as part of the
new injection testing.



Part II

Numerical simulations





Chapter 5
RMHD simulations of jet-wind
interactions in high-mass X-ray
binaries

This chapter was originally published in J. López-Miralles, M. Perucho, J.M-
Martí, S. Migliari and V. Bosch-Ramon. 3D-RMHD simulations of jet-wind
interactions in high-mass X-ray binaries. Astronomy&Astrophysics, Volume 661,
id.A117, 28 pp. May 2022. DOI:10.1051/0004-6361/202142968. Reproduced
with permission, ©ESO.

5.1 Introduction

Jets are the most spectacular and powerful consequences of accretion onto
compact objects (CO); they have been observed in systems containing white
dwarfs, neutron stars (NSs), and black holes (BHs) of all mass scales, from
stellar mass in X-ray binaries (XRBs) to supermassive in active galactic nuclei
(AGN). These outflows are relativistic and extract a large and possibly dominant
fraction of the total available accretion energy [Ghisellini et al. 2014], and they
may even tap the power of the BH spin [Blandford and Znajek 1977]. Studies of
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plasma dynamics and radiative processes in relativistic jets, and especially the
comparison of different classes of compact objects [Migliari and Fender 2006],
allows us to investigate the physics of strong-gravity and curved space-time; the
presence of a stellar surface in NSs, or the existence of an event horizon in BHs;
the role of magnetic fields in jet formation, collimation, and evolution; and the
shock-acceleration mechanisms of plasma particles, to name some representative
examples [see e.g., Event Horizon Telescope Collaboration et al. 2019, Kim et al.
2020, Janssen et al. 2021]. Moreover, powerful relativistic jets are one of the main
ways in which accreting BHs provide kinetic feedback to their surroundings [see
e.g., Bordas et al. 2009, McNamara and Nulsen 2007, in the case of microquasars
and AGN, respectively]. However, most of the fundamental questions regarding
jet formation mechanisms, composition, acceleration, collimation, and interaction
with the interstellar medium (ISM) are still debated.

5.1.1 Relativistic jets in X-ray binaries/microquasars

XRBs, also called microquasars, are binary systems hosting a CO (i.e., a stellar
mass BH or NS) and a companion star that has not collapsed and supplies matter
to the CO through Roche-lobe overflow (in low-mass XRBs) or through the
capture of stellar winds (in high-mass XRBs; HMXBs). This matter accumulates
around the central object in the form of an accretion disc. Most XRBs are tran-
sient objects [Belloni and Motta 2016], but in some spectral states, these systems
produce powerful bipolar relativistic jets launched by magnetocentrifugal forces
[Blandford and Znajek 1977, Blandford and Payne 1982] that emit nonthermal
synchrotron radiation [Mirabel and Rodríguez 1999]. On smaller scales, these
processes mimic most of the phenomena observed in quasars and AGN, but in
XRBs, accretion varies on much faster humanly accessible timescales than in
supermassive BHs. This allows us to observe and follow the evolution of the sys-
tem and to investigate the link between jet formation and the different accretion
states. Therefore, numerical simulations that study the physical conditions that
may reproduce existing observations are strongly needed.

In order to understand how XRBs produce relativistic ejections and how
these jets affect the binary system and the surrounding ISM, we may distinguish
three different regions of interest: (1) the innermost scale close to the CO, where
the jet is launched by magnetocentrifugal forces from the inner accretion disc
[Migliari et al. 2003, Migliari et al. 2004, Fender, Belloni, and Gallo 2004, Kylafis
et al. 2012, Marino et al. 2020], (2) the binary scale, where the collimated outflow
interacts with the wind of the companion star and may be disrupted [Perucho
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and Bosch-Ramon 2008, Perucho, Bosch-Ramon, and Khangulyan 2010, Perucho
and Bosch-Ramon 2012, Bosch-Ramon and Barkov 2016, de la Cita et al. 2017,
Barkov and Bosch-Ramon 2022], and (3) the interaction of the jet with the ISM,
where nonthermal particles could produce a significant amount of radiation at
different wavelengths [Bordas et al. 2009, Bosch-Ramon, Perucho, and Bordas
2011, Yoon et al. 2011, Monceau-Baroux et al. 2014].

For HMXBs, jet-wind interactions are particularly relevant because of the
strong winds that the massive and hot companion star injects in the vicinity of
the CO. As mentioned above, this wind can have a strong impact on jet dynamics
by jeopardising its stability and eventually preventing a detection of the jet
[Perucho and Bosch-Ramon 2008, Perucho, Bosch-Ramon, and Khangulyan
2010]. Moreover, the one-sided impact of the wind on the relativistic flow may
produce strong collisionless shocks and other dissipative processes that lead to
efficient particle acceleration [Rieger, Bosch-Ramon, and Duffy 2007], resulting
in significant nonthermal radiation from synchrotron, inverse Compton (IC), or
even proton-proton collisions [see e.g., Romero et al. 2003, Molina, del Palacio,
and Bosch-Ramon 2019]. Indeed, these processes may be at the origin of the
γ-ray emission detected in some XRBs such as LS 5039 [e.g., Paredes et al. 2000,
Aharonian et al. 2005], LS I +61 303 [e.g., Tavani et al. 1998, Albert et al. 2006]
(if they really host accreting BHs), Cygnus X-1 [e.g., Albert et al. 2007, Zanin
et al. 2016], and Cygnus X-3 [e.g., Albert et al. 2007, Zanin et al. 2016].

5.1.2 Numerical simulations of microquasar jets

Several attempts have been made in the past to describe jet-wind/star inter-
actions from the point of view of theory and numerical simulations. Romero
and Orellana 2005 studied the situation of a misaligned microquasar with its
jet being periodically directed to the companion star, where the stellar wind
can balance the jet pressure triggering a jet-wind collision region or, in the
case of very powerful jets, nucleosynthesis in the stellar surface [as first sug-
gested by Butt, Maccarone, and Prantzos 2003]. Perucho and Bosch-Ramon
2008 performed numerical two-dimensional (2D) simulations of jets crossing the
stellar wind, reporting the formation of strong recollimation shocks that can
accelerate particles efficiently and produce nonthermal radiation. Similar results,
but with three-dimensional (3D) relativistic hydrodynamical (RHD) simulations,
were found by Perucho, Bosch-Ramon, and Khangulyan 2010 (see Fig. 5.1).
This work also confirmed that jets with total power Lj ≲ 1036Ṁw,−6 erg s−1

(Ṁw,−6 ≡ Ṁw/10−6 M⊙ yr−1: the wind mass-loss rate) may be disrupted
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Figure 5.1 Cut of rest-mass density in the star-jet perpendicular plane of a numerical simulation
representing a low-power (left) and high-power (right) jet interacting with the stellar wind in
a HMXB. Reproduced with permission from Perucho, Bosch-Ramon, and Khangulyan 2010
(Fig. 1 and Fig. 3), ©ESO.

by the impact of the stellar wind, conditioning the radio-band detection of
this population of XRBs. Perucho and Bosch-Ramon 2012 analysed the effect
of the wind clumpiness on the jet dynamics and found significant differences
in the flow stability and disruption degree even with jets with luminosities
Lj ∼ 1037Ṁw,−6 erg s−1 (see Fig. 5.2). Numerical calculations of the high-energy
emission from one clump-jet interaction were performed by de la Cita et al. 2017,
who predicted that these interactions may collectively dominate the nonthermal
radiation. Yoon and Heinz 2015 developed numerical simulations to derive an
analytic formula for the asymptotic jet bending and applied it to two well-known
XRBs, Cygnus X-1 and Cygnus X-3. This work was then extended by Yoon,
Zdziarski, and Heinz 2016 and Bosch-Ramon and Barkov 2016. More recently,
Charlet et al. 2022 analysed the dynamical and structural effects of radiative
losses in the same two fiducial cases. They performed large-scale 3D RHD
simulations of jet outbreak and early propagation, finding that radiative cooling
effects are more relevant for Cygnus X-3 than for Cygnus X-1. Furthermore,
Barkov and Bosch-Ramon 2022 used 3D hydrodynamical simulations to study
the combined effect of stellar winds and orbital motion on the scales of the
binary and beyond, finding that jets with power Lj ∼ 1037Ṁw,−6 erg s−1 can be
disrupted on scales ∼ 1 AU.

However, all of these numerical works did not consider the dynamical effect
of one fundamental ingredient: the existence of magnetic fields. For example,
toroidal magnetic fields may have a relevant role in jet evolution by either
favoring collimation through magnetic hoop-stress or by acting as a destabilising
agent via the growth of current-driven instabilities [see e.g., Martí, Perucho, and
Gómez 2016, Perucho 2019].
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Figure 5.2 Axial cut of rest-mass density at different times for a jet interacting with a clumpy
stellar wind. Reproduced with permission from Perucho and Bosch-Ramon 2012 (Fig. 5),
©ESO.

Jets are thought to be magnetically dominated close to the CO, but as the
jet propagates away from the binary centre, different magnetohydrodynamical
processes convert the magnetic energy into kinetic energy. This accelerates
the flow, which may be also wind mass-loaded through mixing produced by
small-scale instabilities. The scale of the binary is the main focus of this chapter.
We expect the kinetic energy at this scale to dominate the total jet power, but
it is still unclear to which extent even a relatively weak magnetic field can
affect the jet dynamical evolution by favouring jet collimation or triggering more
instabilities. Moreover, even moderately weak magnetic fields can be locally
reinforced and thus play an important role in shaping the nonthermal emission
of the jet by affecting particle acceleration, cooling, and synchrotron radiation.
On the other hand, it is also possible that magnetic dissipation may not be as
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efficient as generally expected, and thus jet magnetic and kinetic or thermal
powers are still near equipartition on the scale of the binary.

Previously, relativistic magnetohydrodynamics (RMHD) simulations have
concentrated on the formation of jets from MHD mechanisms [McKinney
and Blandford 2009, Tchekhovskoy, Narayan, and McKinney 2011, McKin-
ney, Tchekhovskoy, and Blandford 2012, Porth 2013, Cruz-Osorio et al. 2021]
and the morphological characterisation of kilo-parsec scale magnetised jets [see
e.g., Martí 2019, and references therein]. Different authors focused on the prop-
erties of stationary one-dimensional and 2D axisymmetric relativistic magnetised
jet models [Komissarov 1999b, Leismann et al. 2005, Mignone, Massaglia, and
Bodo 2005, Keppens et al. 2008, Komissarov, Porth, and Lyutikov 2015, Martí
2015b, Moya-Torregrosa et al. 2021]. Mizuno, Hardee, and Nishikawa 2007
studied the long-term stability of 3D magnetized spine-sheath relativistic jets.
The first high-resolution numerical simulations of the propagation in 3D of an
RMHD jet were performed by Mignone et al. 2010. Using similar methods,
Guan, Li, and Li 2014 studied the propagation of Poynting-flux-driven jets in
AGNs and provided a detailed analysis of energy conversion. Porth, Komissarov,
and Keppens 2014 also performed the first 3D RMHD simulations of pulsar wind
nebulae with parameters most suitable for the Crab nebula.

5.1.3 Objectives and organization

In this work, we have performed the first 3D RMHD numerical simulations of
magnetised microquasar jets interacting with a moderate to strong stellar wind
in an HMXB. Our main goal is to analyse the role of a toroidal magnetic field
configuration in the dynamics of a collection of relativistic jets with different
parameters. To do this, we compared the results with those obtained in Perucho,
Bosch-Ramon, and Khangulyan 2010 and Perucho and Bosch-Ramon 2012.
These simulations can be used as a numerical benchmark upon which to build
new high-resolution simulations that can be directly compared with observations
by radiative postprocess calculations.

The chapter is organised as follows: in Sec. 5.2 I describe the physical
scenario that we consider in this work and the numerical setup of the collection
of simulations we performed. In Sec. 5.3 I present the results of the simulations.
In Sec. 5.4 I discuss the results by comparing our outcome with previous studies
of HMXBs jet-wind interactions and analyse different mechanisms of energy
conversion. Finally, in Sec. 5.5 I summarise the main conclusions of our work.
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5.2 Simulations

For our numerical simulations, we developed a new proprietary code named
lóstrego, a program that solves the conservative equations of special RMHD
in three dimensions using high-resolution shock-capturing methods in Cartesian
coordinates. This code is fully parallelised with a hybrid scheme with paral-
lel processes (message passing interface, MPI) and parallel threads (OpenMP,
OMP), based on the same configuration as the hydro code ratpenat [Perucho
et al. 2010]. This hybrid MPI+OMP scheme exploits the architecture of mod-
ern supercomputers and keeps all the cores busy inside each node with OMP
instructions. A description of the numerical methods we employed to solve the
RMHD equations and the performance of the new code solving classical tests in
RMHD were presented in Chapter 2 of the thesis. All simulations were performed
in Tirant, the supercomputer at the Servei d’Informàtica de la Universitat de
València, using up to 1024 cores.

5.2.1 Physical scenario

We studied the scenario of a relativistic magnetised jet propagating through
the clumpy wind of the companion star in an HMXB, similar to the winds of
typical XRBs such as Cygnus X-1 or LS 5039 (if it really hosts an accreting BH).
For simplicity, we located the star in the plane perpendicular to the direction of
propagation of the jet, at Rorb = 3 × 1012 cm from the position of the CO, and
no orbital motion was considered because the characteristic simulation time is
much shorter than the typical orbital period of the system. The jet was injected
with an initial radius Rj = 6 × 109 cm at a distance to the CO y0 = 6 × 1010

cm, propagating along the y-axis with an initially mildly relativistic velocity
vj = 0.55c. The distance between the injection point and the CO was enough to
guarantee that general relativistic effects (e.g., the curvature of space-time) can
be disregarded from these simulations. For the ambient medium, we considered
an inhomogeneous stellar wind with radial velocity field v0 = 2 × 108 cm s−1,
mass-loss rate ∼ 10−6 M⊙ yr−1, temperature Tw ∼ 104 K, thermal pressure
pw ∼ 1, 6 × 10−3 erg cm−3, and mean density ρw ∼ 3 × 10−15 g cm−3 (we made
the assumption that the mean wind density is roughly constant within the
binary, i.e., y < Rorb). These are typical values for a moderate to strong stellar
wind from a primary OB-type star [see e.g., Perucho and Bosch-Ramon 2008,
Muijres et al. 2012, Krtička 2014]. The stellar wind parameters are based on
a simplified model. For example, the wind may still be accelerating when it



148 RMHD simulations of jet-wind interactions in high-mass X-ray binaries

interacts with the jets, but on the other hand, we did not take the beaming
toward the CO due to the ionisation of the accelerating stellar wind close to
the star into account [Molina, del Palacio, and Bosch-Ramon 2019, Vilhu et al.
2021]. The characterisation of these nontrivial effects, among other complexities
of the wind structure, requires dedicated simulations that are beyond the scope
of this work. The stellar wind filled the computational box from the beginning,
and we did not account for radiation pressure from the star or other related
physical effects. We also considered that the wind was dominated by the kinetic
component at the scales of the binary, so we neglected the magnetisation of the
ambient medium. We modelled the plasma as an ideal gas with Γ = 5/3, and
we neglected both thermal and nonthermal cooling.

5.2.2 Numerical setup

We simulated three different magnetised jets in order to study the effect of the
magnetic field in the jet evolution inside the binary. The physical parameters of
each simulation are listed in Table 5.1. The total luminosities of jet A and jet B
are ∼ 1035 and ∼ 1037 erg s−1, respectively, which are similar to the luminosities
studied in Perucho, Bosch-Ramon, and Khangulyan 2010. Jet A and jet B are
cold (h ≈ 1) and kinetically dominated, such that the internal and magnetic
energy fluxes that are injected in the grid represent a small fraction of the total
jet luminosity (i.e., LB ≈ 0.004 × Lh, where Lh is the sum of the kinetic and
internal energy powers, and LB is the magnetic power). The total luminosity of
jet C is similar to that of jet B, but in this case, the jet is set in equipartition
between kinetic/thermal and magnetic energy fluxes. For all of our models, the
β ratio (i.e., the ratio of the average magnetic pressure, p̄m, to the average gas
pressure, p̄g), remains close to unity, although magnetic pressure dominates over
gas pressure by a factor ∼ 1.5 in jet C. The initial densities at the jet base were
ρA = 0.088 ρw for jet A, ρB = 8.8 ρw for jet B, and ρC = 0.88 ρw for jet C.
Because jet C is more dilute and the total pressure (gas+magnetic) is higher
than in jet B, the flow is also initially hotter (h ≈ 1.66).

We performed the simulations in a numerical grid box with physical dimen-
sions of 80 × 240 × 80 Rj (in units of the jet radius at the injection plane) with
an initial resolution of 6 cells/Rj, so the box has 480 × 1440 × 480 cells. The
resolution of the grid improves the resolution used in Perucho, Bosch-Ramon,
and Khangulyan 2010 and Perucho and Bosch-Ramon 2012 by a factor ∼ 1.5,
but we only considered 75% of the longitudinal length in Perucho, Bosch-Ramon,
and Khangulyan 2010 to keep the computational requirements within reasonable
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Table 5.1 Summary of the main parameters of the three jets. Lh (erg s−1) is the sum of kinetic
and internal power, LB (erg s−1) is the magnetic power, β is the ratio between the average
magnetic pressure, p̄m, and the average gas pressure, p̄g, ρ (ρw) is the jet density in units
of the stellar-wind density, h (c2) is the jet specific enthalpy, and Bϕ

j,m ((4πρ0c2)1/2) is the
maximum value of the toroidal magnetic field within the jet.

Simulation Lh LB β ρ h Bϕ
j,m

jet A 1035 5 × 1032 1.03 0.088 1.00 0.011
jet B 1037 5 × 1034 1.03 8.8 1.00 0.11
jet C 5 × 1036 5 × 1036 1.56 0.88 1.66 1.24

limits. No grid extensions or mesh refinement were employed in our simulations.
As the jets expands in the numerical box, the effective resolution of the simula-
tion is increased because the time growing transversal section of the jet involves
more computational cells.

Time-resolved spectroscopic monitoring of hot star emission lines supports
the idea that the stellar wind is formed by clumps. These clumps are density
inhomogeneities that are created as a result of thermal instabilities during the
wind acceleration phase [Runacres and Owocki 2002, Cassinelli et al. 2008, Moffat
2008]. Moreover, the similarity of the scaling laws between these clumps and the
molecular clouds favours the interpretation that the clumpy structure of the wind
is also a result of turbulence, with scaling laws similar to those of the fractalised
ISM [Moffat 2008]. Thus, the initial inhomogenous density distribution of the
stellar wind was constructed using the publicly available PyFC code1 [Wagner
and Bicknell 2011], which is a Python package that is useful to represent a dense,
inhomogeneous component embedded in a smooth background. This method is
different from the approach adopted in Perucho and Bosch-Ramon 2012, where
clouds were modelled as Gaussian-shape spheres that were randomly distributed
in the computational box. The distribution of inhomogeneities was established
by an iterative process following the original work on terrestrial cloud models by
Lewis and Austin [2002]. The 3D density field followed a log-normal single-point
statistics in real space, while the fractal structure of the system was achieved
by first Fourier transforming and then multiplying the computational box by a
power law with a Kolmogorov spectral index α = −5/3. The mean (µ) of the
log-normal parent distribution was µ = 1.0 and the variance σ2 = 0.6, such that
the minimum density of the wind is ρmin ≈ 0.1 ρw and the maximum density
is ρmax ≈ 10 ρw. Based on the dimensions of the computational box, we set
a minimum sampling wave-number kmin = 3, so that the radius of the largest

1https://www2.ccs.tsukuba.ac.jp/Astro/Members/ayw/code/pyFC/index.html
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fractal structure in the cube (i.e., the maximum cloud size) was approximately
Rc,max = 6.5 Rj (Rc,max < 2R⊙, ∼ 20% of the stellar radius).

In each simulation, the jet was injected into the y = y0 plane (in the system of
coordinates with origin in the CO) as a cylindrical nozzle with r =

√
x2 + z2 < 1

(where length units are normalised to the jet injection radius). In this plane,
density (ρ) profile is given by:

ρ(r) =
{

ρjet, 0 ≤ r ≤ 1,

ρj=1, r > 1,
(5.1)

while velocity (v) components follow:

vx(r) =


0, 0 ≤ r ≤ 1,

vx
j=1, r > 1 and pg > pc,

−v0 cos θ cos ϕ, r > 1 and pg < pc,

(5.2)

vy(r) =


vy

jet, 0 ≤ r ≤ 1,

−vy
j=1, r > 1 and pg > pc,

v0 cos θ sin ϕ, r > 1 and pg < pc,

(5.3)

vz(r) =


0, 0 ≤ r ≤ 1,

vz
j=1, r > 1 and pg > pc,

v0 sin θ, r > 1 and pg < pc,

(5.4)

where θ, ϕ are the characteristic angles of spherical coordinates,

θ = arctan
(

z√
(Rorb − x)2 + (y + y0)2

)
, ϕ = arctan

(
y + y0

Rorb − x

)
, (5.5)

and the subscript j = 1 indicates that the values of density and velocity in the
y-boundary cells outside the nozzle are a copy of the values in the y = y0 plane
inside the box. Beyond the cylindrical nozzle (i.e., r > 1), we distinguish two
different inlet boundary conditions: the jet cocoon, a dynamical region in which
boundaries reflect to simulate the presence of a counter-jet, and the stellar wind,
following the radial velocity field with origin in the location of the star (see
Fig. 5.3). To distinguish between these two regions during the simulation, the jet
cocoon was defined as the set of cells for which the gas pressure pg > pc, where
we chose the threshold pc = 10−8 (in units of ρ0c2). The azimuthal component
of the jet axisymmetric magnetic field in the laboratory frame has the form
[Lind et al. 1989, Komissarov 1999a, Leismann et al. 2005, Martí 2015b]

Bϕ(r) =
{

2Bϕ
j,m(r/RBϕ,m)/(1 + (r/RBϕ,m)2), 0 ≤ r ≤ 1,

0, r > 1,
(5.6)
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where RBϕ,m is the magnetisation radius normalised to the jet radius, and Bϕ
j,m

is the maximum value of the magnetic field. Thus, the magnetic field grows
linearly for r < RBϕ,m, reaches a maximum at r = RBϕ,m , and decreases as 1/r

for r > RBϕ,m. Hereinafter, we fixed RBϕ,m = 0.37, and we chose Bϕ
j,m for each

simulation according to the magnetic power of the jet (see Table 5.1),

LB = 2π

∫ Rj

0
(Bϕ)2vyrdr. (5.7)

In order to avoid the appearance of nonphysical magnetic monopoles, boundaries
were always free with respect to the magnetic field vector components. For jets
without rotation (vϕ = 0), the gas pressure profile can be derived from a single
ordinary differential equation for the transversal equilibrium across the beam,

dp(r)
dr

= −
B2

ϕ

rW 2 − Bϕ

W 2
dBϕ

dr
, (5.8)

where W is the Lorentz factor. When we integrate Eq. 5.8 by separation of
variables, the gas pressure profile p(r) yields

p(r) =

 2
(

Bϕ
j,m

W (1+(r/R
Bϕ,m)2)

)2
+ C, 0 ≤ r ≤ 1

pa, r > 1,

(5.9)

where
C = pa − (Bϕ

1 )2

2W 2 (1 + (RBϕ
j,m

)2) . (5.10)

In Eq. 5.10, Bϕ
1 represents the value of the toroidal magnetic field evaluated at

the jet radius, and we assumed that Br = By = 0. This assumption is supported
by two main arguments: (1) an axial component contained in the boundary zone
would lead to open field lines and thus to violate the divergence-free condition,
and (2) the injection scale likely exceeds the jet acceleration region, and so
the magnetic field is expected to be mainly toroidal. The total pressure in
r = Rj = 1, pa, can be derived from the hydrodynamic (kinetic+internal) jet
luminosity equation,

Lh = 2π

∫ Rj

0
ρW (h(r)W − 1)vyrdr, (5.11)

where h(r) is the specific enthalpy. The stellar wind enters the grid from
the X-MAX boundary (see Fig. 5.3), while in all the remaining boundaries of
the computational box (i.e., X-MIN, Y-MAX, Z-MIN, Z-MAX), we considered
free-flow conditions.

The simulations presented in Sec. 5.3 were performed with lóstrego, a new
conservative, finite-volume 3D special RMHD code in Cartesian coordinates. The
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Figure 5.3 Scheme of the simulation setup in the XY plane. The radial velocity field that
represents the stellar wind fills the box from the beginning. We also show a top view of the
injection plane at Y=0, where we distinguish the cylindrical nozzle (blue), the shear layer
(red), and the jet cocoon (orange), where boundaries are reflecting.

configuration of the code is based on our testing benchmark results (see Chapter
2). We employed a second-order Godunov-type scheme with the HLLD Riemann
solver [Mignone, Ugliano, and Bodo 2009] and the piecewise linear method for
cell reconstruction, with the VanLeer slope limiter [Leer 1974, Mignone and Bodo
2006]. The limiter was degraded to MinMod [Roe 1986a] when strong shocks are
detected in order to avoid spurious numerical oscillations around shocks [Mignone
and Bodo 2006]. When shock-flattening is applied to cell reconstruction, the
HLLD Riemann solver is also degraded to the simpler and more diffusive HLL
solver. The advance in time was performed using the third-order TVD-preserving
Runge-Kutta [Shu and Osher 1989] with CFL = 0.2. The relativistic correction
algorithm CA2 of Martí 2015a was used to correct the conserved variables after
each time iteration. In our test simulations, this scheme was tested to be robust
even when the magnetic pressure dominates over the gas pressure by more
than two orders of magnitude. The magnetic field divergence-free constraint is
preserved with the constrained transport method [Evans and Hawley 1988, Ryu
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et al. 1998, Balsara and Spicer 1999], where electromotive forces at cell corners
are interpolated following Gardiner and Stone 2005. An additional equation
that describes the advection of a tracer function f was included in the system
of equations to indicate the composition of the fluid in every cell of the box as
a function of time. This tracer was used to distinguish between jet material
(f = 1), wind material (f = 0), and the regions in which jet has been mixed
with the environment (0 < f < 1).

In RMHD jet simulations, the plane of injection is one of the most challenging
regions of the grid and it is critical for the long-term survival of the whole
simulation. This might become especially relevant when jets are injected as
axisymmetric top-hat distributions with low numerical resolution in Cartesian
coordinates. For example, we have found by analysing the first seconds of jet
propagation that the axial velocity is slightly perturbed along the jet surface.
This perturbation is translated into the toroidal magnetic field, which develops
an axial component that grows with time and may lead to local nonphysical
solutions. Porth 2013 also described the introduction of a significant amount
of noise caused by the Cartesian discretisation and quadrantal symmetry of
the grid, which led to the pump of multiples of the m = 4 mode in all flow
quantities [see Sec. 3.2 in Porth 2013]. These pathologies are controlled in our
simulations first by using inhomogeneous stellar winds that naturally break the
original Cartesian symmetry, and second, by smoothing the initial top-hat field
distribution. In order to smooth the initial profile to avoid the growth of random
perturbations at the jet base, we replaced the discontinuous functions that we
described above by smooth functions of the form [Bodo et al. 1994]

vy(r) = vj

cosh (r4) , Bϕ(r) = Bϕ(r)
cosh (r4) . (5.12)

To guarantee that the injected toroidal field has zero divergence up to machine
accuracy, we fixed one of the field components according to its analytical ex-
pression (smoothed with the shear layer of Eq. 5.12) and calculated the other
component numerically using the solenoidal condition (i.e., ∇ · B = 0), where
spatial derivatives are approximated with finite differences. For the sake of
completeness, a schematic representation of the whole setup is shown in Fig.
5.3.

Units are used in which the light speed (c), the mean density of the stellar
wind (ρw), and the jet radius (Rj) are set to unity. A factor of 1/

√
4π is absorbed

in the definition of the magnetic field, so that the actual field is smaller by
1/

√
4π.
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5.3 Results

To illustrate the early evolution of a fiducial jet model of our three simulations,
Fig. 5.4 shows the rest-mass density distribution of jet B within a small compu-
tational box soon after injection (after the first 20 Rj of propagation through the
ambient medium). In the plot, we show a 3D cut of the logarithmic density of
the ambient medium, a volume render of the tracer function and a gas pressure
contour to show the position of the jet bow shock. When the jet starts to
propagate, the highly supersonic gas generates a strong forward shock that
pushes the ambient medium and a reverse shock that decelerates the jet gas at
the terminal region (i.e., the hot spot), deflecting backward off the jet flow and
forming a hot and light cavity surrounding the jet called cocoon. In the following,
we refer equally to cocoon, shocked cavity, or jet cavity. Surrounding the cocoon,
there is a dense shell of shocked gas that is separated from the cocoon by a
contact discontinuity and is isolated from the unshocked ambient medium by
the bow shock. In these simulations, the cocoon and the shear layer are both
subject to the development of irregular structures through the interaction of the
bow shock with the clumps of the stellar wind. In Fig. 5.5 we show that the
toroidal magnetic field is advected following the jet gas through the clumps of
the stellar wind, represented with gold isosurfaces at ρ = 3 ρw. Field vectors of
Fig. 5.5 were integrated to represent a collection of magnetic field lines in the
hot spot of Fig. 5.4 (solid black lines), where the density of the lines and the
rest-mass density reach their maximum.

5.3.1 Jet A

Jet A propagates up to y ≤ 220 Rj at t = 1020 (Rj/c), which corresponds
to y ≤ 1.3 × 1012 cm at t ≈ 200 s in physical units. This means that the
propagation velocity of the jet head through the stellar wind is vj ≈ 0.21 c,
slightly higher than the one-dimensional relativistic approximation of Martí
et al. 1997. The relativistic velocity of the jet head can be estimated based on a
one-dimensional hydrodynamical momentum balance throughout the working
surface., v1D ≈ 0.15 c. This small difference in the velocity of propagation can
be explained by considering the ballistic nature of jet A, as described below.

In the vertical panels of Fig. 5.6, we show the logarithms of rest-mass density,
gas pressure, and magnetic pressure at t = 1020 (Rj/c). A collection of ten
tracer contours is overplotted together with the logarithm of gas pressure to
show the position of the jet core and the composition of the jet cavity. In the
horizontal panels of this figure, we show the distribution of axial velocity at
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Figure 5.4 Propagation of a fiducial jet (jet B) during the first seconds after injection. The
dimensions of the box are 20 R3

j , with an effective resolution of 6 cells/Rj. The density
distribution of the ambient medium is represented in logarithmic scale, where we limited the
maximum density to ρmax = 10 ρw to highlight the wind clumps. Magnetic field lines are
represented in the head of the jet, where the density is the highest. The 3D jet render is
constructed using the jet tracer function and is coloured with the same colour scale as the
density distribution (although we do not show the tracer legend to avoid redundancy), where
jet particles (f = 1) are represented in light blue and white and the ambient medium (f = 0)
in yellow and white. A gas pressure contour (faint yellow) is also included to show the position
of the jet bow shock.
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Figure 5.5 Toroidal magnetic field vectors in the same time frame as in Fig. 5.4. Stellar wind
clumps are represented with gold isosurfaces at ρ = 3 ρw.

three different time frames: t = 310, t = 610, and t = 1020 (Rj/c). In the top
panel of Fig. 5.7, we show a 3D render of the jet morphology and the clumpy
wind distribution after jet propagation through the numerical domain, using
the jet tracer and the rest-mass density, respectively. We also include a gas
pressure contour (in faint yellow) to show the position of the jet bow shock at
the last time frame. The overall structure of the jet is highly ballistic in the
timescales of the simulation, but the interaction with the denser clumps of the
stellar wind deforms the bow shock and produces an irregular shell. Near the
base of the jet, the cavity seems to be inflated because of the effect of reflecting
boundary conditions inside the shocked gas, producing a small equatorial bulge.
The jet central spine shows several pinches due to weak reconfinement shocks,
but jet collimation is preserved during the whole evolution. The jet bends
slightly to the left (in the XY plane of Fig. 5.6) due to the lateral impact of the
stellar wind and the subsequent difference in the total pressure on either side of
the jet. Instabilities caused by this asymmetry trigger some degree of mixing
between the jet material and the ambient gas at the jet boundaries close to the
head. In this simulation, the jet spine maintains the injection velocity until the
terminal region (i.e., vj ≃ 0.55 c). In the bottom panel of Fig. 5.7, we show
a collection of density isocontours that represent the jet cocoon (ρ = 0.1 ρw,
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Figure 5.6 Axial cuts of jet A simulation. Vertical panels: Logarithmic rest-mass density,
logarithmic gas pressure, and logarithmic magnetic pressure at t=1020 (Rj/c). Ten tracer
contours are overplotted together with the gas pressure, from f ≈ 0 (white to blue) to f = 1
(yellow to white). Horizontal panels: evolution of the jet velocity at t=310 (top), t=610
(middle), and t=1020 (bottom) (Rj/c).

red), the unperturbed low-density clumps of the stellar wind (ρ = 2.5 ρw, gold),
and the clumps compressed by the bow shock at two density levels: ρ = 5 ρw

(dark blue) and ρ = 7.5 ρw (light blue). The toroidal magnetic field lines remain
anchored to the jet central spine, whereas the gas that fills the cocoon drives
a large-scale mildly entangled toroidal to helical field structure. At y ≤ 80 Rj,
magnetic field lines near the jet surface are subject to shear effects, which lead
to the development of a poloidal component. This effect, which explains the
melted appearance of the toroidal field in this model, might be produced by
the combined effect of numerical and possibly nonphysical instabilities and the
irregular structure of the poloidal velocity profile.

5.3.2 Jet B

The propagation of jet A and jet B is similar from a qualitative point of view,
although important dynamical differences are triggered by the asymmetric impact
of the stellar wind and the reconfinement shocks produced within the jet. Fig.
5.8 is similar to Fig. 5.6, but it shows the solution of jet B at t = 560 (Rj/c) and
three frames of the jet axial velocity along its evolution, at t = 110, t = 360,

and t = 560 (Rj/c). This jet propagates rather ballistically up to y ≤ 220 Rj at
t = 560 (Rj/c), which corresponds to y ≤ 1.3 × 1012 cm at t ≈ 110 s, in physical
units. This means that the propagation velocity of the jet head through the
stellar wind is vj ≈ 0.39 c, which agrees well with the one-dimensional relativistic
estimate, v1D ≈ 0.43 c.
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Figure 5.7 3D model of jet A simulation. Top panel: 3D render of tracer at t=1010 (Rj/c) and
stellar wind clumps. A gas pressure contour (faint yellow) is included to show the position of
the jet bow shock. Bottom panel: Density isocontours at ρ = 0.1 ρw (red), ρ = 2.5 ρw (gold),
ρ = 5.0 ρw (dark blue), and ρ = 7.5 ρw (light blue) together with a collection of magnetic field
lines.

Because the total power of jet B is two orders of magnitude larger than for
jet A, the effect of the impact of the lateral wind on the long-term evolution of
the jet is clearly smaller and the symmetry of the cocoon is almost preserved.
The interaction of the backflow and the shocked ambient medium in the shear
layer leads to the development of Kelvin-Helmholtz instabilities (KHI) and
turbulence, but the jet core is unmixed (f ≈ 1) and maintains the velocity of
the injection point with good accuracy until the end of the simulation (i.e.,
vj ≃ 0.55 c). The cocoon is more elongated than in jet A because the jet head
advances faster. In this case, the jet is initially denser than the average ambient
medium (i.e., ρj = 8.8 ρw), and the total pressure is also higher. This produces
an initial lateral expansion near the base with a corresponding drop in total
pressure, which finally leads to underpressure with respect to the cocoon and
to the generation of a recollimation shock far from the injection plane. The
position of the shock changes from y ≈ 120 Rj at t = 360 (Rj/c) to y ≈ 160 Rj at
t = 560 (Rj/c), meaning that it moves with vshock ≈ 0.2 c. At the terminal shock,
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Figure 5.8 Axial cuts of jet B simulation. Vertical panels: Logarithmic rest-mass density,
logarithmic gas pressure, and logarithmic magnetic pressure at t=560 (Rj/c). Ten tracer
contours are overplotted together with the gas pressure, from f ≈ 0 (white to blue) to f = 1
(yellow to white). Horizontal panels: Evolution of the jet velocity at t=110 (top), t=360
(middle), and t=560 (bottom) (Rj/c).

the magnetic pressure also increases because the field lines are compressed. Near
the reconfinement shock region, jet material cannot flow freely and accumulates
in the head of the jet, leading to backflow blobs of jet gas that drag the magnetic
field filling the cocoon (Fig. 5.8, bottom panel). As the shock moves downstream,
the stretched nozzle deposits more plasma in the cocoon and creates a filamentous
structure, where f < 1 because of mixing with the ambient medium gas.

5.3.3 Jet C

Even though the total luminosity of jet C is the same as in jet B, the jet dynamics
are vastly different, as are evolution and overall morphology. This is triggered
by the moderate to strong magnetic fields within the jet. Figure 5.10 is similar
to Figs. 5.6 and 5.8, but it shows the solution of jet C at t = 720 (Rj/c), and
three panels of the axial velocity distribution at times t = 210, t = 490, and
t = 720 (Rj/c) to illustrate the jet evolution. In this simulation, the jet propagates
up to y ≤ 200 Rj at t = 720 (Rj/c), which corresponds to y ≤ 1.2 × 1012 cm
at t ≈ 142 s, in physical units. This means that the propagation velocity of
the jet head through the stellar wind is vj ≈ 0.26 c, which is lower than the
one-dimensional relativistic estimate of Martí et al. 1997, v1D ≈ 0.33 c. It is
important to note, however, that this simulation cannot be prolonged in time
because the bow shock has touched the lateral walls of the grid at t < 720 (Rj/c).
Because the magnetic field is initially larger than in the two previous models
(as it is required to achieve power equipartition with the energy flux associated
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Figure 5.9 3D model of jet B simulation. Top panel: 3D render of tracer at t=560 (Rj/c) and
stellar wind clumps. A gas pressure contour (faint yellow) is included to show the position of
the jet bow-shock. Bottom panel: Density isosurfaces at ρ = 0.1 ρw (red), ρ = 2.5 ρw (gold),
ρ = 5.0 ρw (dark blue), and ρ = 7.5 ρw (light blue) together with a collection of magnetic field
lines.

with the particles), the initial overpressure of the jet nozzle with respect to the
medium is even higher than in jet B, leading to a pronounced lateral expansion
and a quick, strong recollimation. During this quick process, the jet flow increases
its bulk velocity from the mildly relativistic value at injection (i.e., vj ≃ 0.55 c)
to a maximum of vj ≃ 0.95 c at the jet core. The difference with respect to the
one-dimensional estimate is even more evident if we calculate the velocity of
propagation considering the maximum velocity after the first quick expansion
(i.e., vj ≃ 0.95c), yielding v1D ≈ 0.76 c (a factor ∼ 3 higher than the actual
velocity of propagation).

The effect of the toroidal field on the jet dynamics is visible from the early
jet evolution by the development of current-driven instabilities that destabilise
the jet beyond the first reconfinement shock. The consequent increase in cross-
section in which the head deposits its momentum slows down the velocity of
propagation of the head with respect to jet B. The morphology and dynamics
of the cocoon are also different than in the other two simulations (Fig. 5.11,
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Figure 5.10 Axial cuts of jet C simulation. Vertical panels: Logarithmic rest-mass density,
logarithmic gas pressure, and logarithmic magnetic pressure at t=720 (Rj/c). Ten tracer
contours are overplotted together with the gas pressure, from f ≈ 0 (white to blue) to f = 1
(yellow to white). Horizontal panels: Evolution of the jet velocity at t=210 (top), t=490
(middle), and t=720 (bottom) (Rj/c).

top panel) for the same reason. The first reconfinement shock drives a chain of
shocks that are evident throughout the entire jet spine, where magnetic pressure
reaches its maximum within the jet due to the compression of toroidal field
lines. At t = 720 (Rj/c), at least four reconfinement shocks have appeared
after jet evolution, at y ≈ 35 Rj, y ≈ 70 Rj, y ≈ 100 Rj, and y ≈ 130 Rj. This
means that at the end of the simulation, there is a shock at approximately
every y ≈ 30 Rj. The backflow interacts strongly with the shocked ambient
medium, developing KHI that lead to turbulence and mixing with the jet gas
within the cocoon (f < 1). The morphology of the magnetic field lines is also
different in the lower body of the cocoon and in the jet head (Fig. 5.11, bottom
panel): at y ≤ 100 Rj, the magnetic field remains roughly ordered and the field
lines preserve the toroidal morphology. At y > 100 Rj, the field lines are highly
tousled, forming an entangled lobe structure around the head of the central
axis. This structure of the magnetic field is translated into the morphology of
the cocoon material, where gas exhibits toroidal filaments at y ≤ 100 Rj, but
it appears heavily disordered downstream from the chain of shocks (Fig. 5.11,
top panel). However, we find that this representation of the field lines is not
optimal, since the field of the cavity obscures the direct view of the jet core in
the head. A better representation of the field lines, showing the internal field
structure, is presented on Chapter 7 of this thesis.
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Figure 5.11 3D model of jet C simulation. Top panel: 3D render of tracer at t=720 (Rj/c) and
stellar wind clumps. A gas pressure contour (faint yellow) is included to show the position of
the jet bow shock. Bottom panel: Density isosurfaces at ρ = 0.1 ρw (red), ρ = 2.5 ρw (gold),
ρ = 5.0 ρw (dark blue), and ρ = 7.5 ρw (light blue) together with a collection of magnetic field
lines.

5.4 Discussion

5.4.1 Jet power and jet morphology

In our RMHD simulations, the total jet power was chosen to be comparable
to those of the RHD simulations performed in Perucho, Bosch-Ramon, and
Khangulyan [2010]. Jet A and jet B have a power similar to that of jet 1
and jet 2, respectively. We focus first on the case of jet A compared to jet
1. Although the magnetised jet propagates up to almost the same distance
(y ≃ 1.3 × 1012 vs. y ≃ 1.5 × 1012 cm), there is a remarkable difference in the
amount of time that these two models take to achieve this distance: whereas jet
A needs approximately 200 s, jet 1 takes 1250 s (i.e., a difference of a factor ∼ 6).
The reason for this difference is related to the destabilisation and disruption of
jet 1 beyond a moderate to strong recollimation shock at y ≃ 5 × 1011 cm. The
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jet flow is strongly decelerated following that shock, and it is thus prone to the
fast development of helical instabilities triggered by the impact of the stellar
wind. In jet A, magnetic tension of the toroidal field acts against expansion
(furthermore, the gas pressure profile is set up initially to ensure transversal
equilibrium with the magnetic pressure), whereas in jet 1, the jet expands only
as determined by the jet-to-cocoon total pressure ratio.

Although jet B is also slightly faster than jet 2 in Perucho, Bosch-Ramon,
and Khangulyan [2010] (the first reaches y ≃ 1.3 × 1012 cm in t ≃ 110 s, and the
second takes almost twice as long to reach y ≃ 2 × 1012 cm), the difference is
reduced precisely because jet 2 is more collimated and develops a very oblique
recollimation shock, which does not decelerate the flow enough to favour its
disruption, in contrast to jet 1. Both jets are fairly similar in their evolution,
with the minor difference in both advance velocity and location of the first
recollimation shock (which is slightly farther downstream in jet 2), probably due
to the longer simulation time in the RHD run. Nevertheless, the hydrodynamical
jet shows a lower degree of collimation than the RMHD one (see Fig. 5.9). Again,
although in this case the magnetic tension does not seem to play such an obvious
role as in the case of jet A, its effect can be crucial for jet evolution and long-term
stability. Whether this difference is related to the development of a poloidal
sheared component around the jet flow (see the bottom panel in Fig. 5.9) should
be a matter of study, but it is beyond the scope of the work presented on this
chapter.

Overall, we find that the presence of a toroidal field, as long as it is non-
dominant from an energetic point of view, might contribute to stabilising the
jet evolution in microquasars. Nevertheless, a stronger magnetic field (as is
the case for jet C) causes the jet to become prone to the development of fast
recollimation shocks and current-driven instabilities, which do not develop in the
case of jet A and jet B. Therefore, future work should address the threshold from
which the magnetic field can become a destabilising factor for the jet structure
at the scales of the binary. This comment is of remarkable relevance in terms
of the long-term stability of relativistic jets not only for microquasars, but also
for AGN: a nondominant toroidal field, as is expected to be the case beyond
collimation and acceleration scales in both microquasar and AGN jets, could
have a stabilising role with respect to purely hydrodynamical jets. The reasons
are magnetic tension to avoid rapid expansion and large-angle recollimation
shocks with the consequent flow deceleration on the one hand, and the possible
generation of a sheared poloidal component in the backflow that shields the
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jet against the development of instabilities on the other hand (although KHI,
mainly helical, can still develop).

Interestingly, jet C is more similar to jet 1 (which is two orders of magnitude
less luminous) than to jet 2 in Perucho, Bosch-Ramon, and Khangulyan [2010]
or jet B in this work, which stresses the relevance of the development (or lack)
of instabilities in outflows in terms of energy dissipation and the subsequent
kinematics and morphology. This jet resembles the structures observed in
axisymmetric simulations [see e.g., Martí, Perucho, and Gómez 2016, Moya-
Torregrosa et al. 2021] for the case of jets in which the Poynting flux is relevant or
dominates the total energy flux. In this type of models, the presence of a chain of
recollimation shocks forced by the toroidal field favours the dissipation of kinetic
energy. However, it is important to note that this process takes place after the
jet has reached higher velocities than are expected in microquasar jets, which is
precisely a consequence of the acceleration provided by the presence of strong
fields and high internal energies at injection. Jets with higher kinetic energies or
inertia are expected to be less prone to developing disrupting instabilities, at
least in the non magnetised case [Perucho, Martí, and Hanasz 2005]. Despite the
large inertia achieved by the jet after acceleration, kinetic energy is efficiently
dissipated at the series of recollimation shocks. These shocks therefore destabilise
the flow not only by themselves, but also by making the jet sensitive to the effect
of the lateral wind, as reported in Perucho, Bosch-Ramon, and Khangulyan 2010
for jet 1. Whether microquasar jets eventually reach such velocities and are later
decelerated at larger distances (beyond the binary system) should be tested by
comparison of the synthetic radiative output from simulations and observational
features from known sources.

Finally, we highlight that jet 1 and jet 2 in Perucho, Bosch-Ramon, and
Khangulyan 2010 faced a homogeneous medium, but this is not the case of jet
A and jet B in this paper. However, our results show that the differences caused
by clumps are likely minor at the timescales of our simulations. In contrast, in
Perucho and Bosch-Ramon 2012 the authors adopted a setup in which the jet
was established in equilibrium with the ambient medium, a simplified version of
the clumpy stellar wind. The stage of direct wind-jet interaction is only plausible
when the forward bow shock has propagated far enough from the simulated
binary region, that is, at longer timescales than those studied here.
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5.4.2 Energy channels

The analysis of the energy distribution and the evolution of the energy fluxes
along the jet can shed light on the interplay among the different energy channels
(i.e., kinetic, internal, and magnetic) and, in particular, the possibility of jet
acceleration via extraction of magnetic and/or internal energies. Furthermore,
it is well understood that the relativistic nature of jets favours the very efficient
exchange of a good fraction of the kinetic and internal energy fluxes with the
ambient medium, mediated by strong shocks. This effect was previously described
based on 2D axisymmetric models [Perucho, Quilis, and Martí 2011, Perucho
et al. 2014b] and was extended to long-term 3D hydrodynamical simulations in
Perucho, Martí, and Quilis 2019 for AGN jet evolution. However, this effect has
not been explored so far with magnetised jet models or in the particular context
of microquasars.

The accumulated energies in each of the three channels described above
can be computed numerically considering the relativistic version of the energy
equations and summation over all cells in the 3D numerical box,

τk(t) ≈
∑
cells

ξρW (W − 1)∆x ∆y ∆z,

τϵ(t) ≈
∑
cells

ξ

[
ρ

(
ϵ + pg

ρ

)
W 2 − pg

]
∆x ∆y ∆z,

τB(t) ≈
∑
cells

ξ

[
B2 − B2

2W 2 − 1
2(v⃗ · B⃗)2

]
∆x ∆y ∆z,

(5.13)

where τk(t) is the kinetic energy, τϵ(t) is the internal energy, τB(t) is the magnetic
energy (all expressed in the observer’s reference frame), and ξ represents the jet
tracer, ξ = f , to calculate the energy of jet particles, or ξ = 1 − f , to calculate
the energy transferred to the ambient medium. Finally, ∆x, ∆y, and ∆z are the
cell sizes for each spatial dimension. Considering that the wind is stationary
and the bow shock has not crossed the outer boundaries of the numerical grid,
the sum of the different energies should be equal to the total energy injected
by the jet nozzle at a given time, t (plus the internal and kinetic energy of the
stellar wind).

For the purposes of this section, we restrict our analysis to simulations of
jet B and jet C because these two models have an equivalent total jet power,
but the energy flux is distributed in a different way among the three energy
channels; while in jet B the kinetic energy flux dominates over the internal
energy flux and the magnetic energy flux by almost two orders of magnitude,
in jet C the magnetic flux is initially in equipartition with the sum of internal
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and kinetic energy fluxes (whereas the internal energy flux is also a factor ∼ 5
higher than the kinetic energy flux). Figure 5.12 shows the time evolution of
the logarithm of the different types of energies for jet B (left panel) and jet
C (right panel) at t = 110, 360, 560 (Rj/c) and t = 10, 110, 210, 490, 720 (Rj/c),
respectively. In the case of jet C, we included two additional time frames to
those shown in Fig. 5.10 in order to analyse energy conversion during the early
moments of jet propagation, because some of these processes occur very quickly
after the injection of the jet. In Fig. 5.12 the solid lines (without marks) show the
logarithm of the energy injected in the computational box as a function of time.
We recall that the inclusion of a shear layer to smooth the initial top-hat axial
velocity and magnetic field profiles as described in Sec. 5.2.2 implies that the
eventually injected power is lower than the theoretical value given in Table 5.1.
This is translated into a power reduction of ∼ 20% for the simulation of jet B
and ∼ 10% for jet C. The difference in the percentages of the two models can be
explained by the higher sensitivity of kinetic energy flux to our shear layer than
the magnetic and internal energy fluxes.

As said before, the sum of the jet and ambient medium energies accumulated
in the numerical grid must be equal to the injected energy plus the original
internal and kinetic energies of the ambient medium. The small difference (a few
percent; see the next paragraphs) comes from the use of a correction algorithm
for the conserved variables and, more importantly, the low resolution of the
numerical representation of the circular injection nozzle by a Cartesian grid.
On the other hand, assuming that no energy conversion between the different
channels (internal, magnetic, and kinetic) takes place within the jet, and that
the only transfer of energy within each of those channels is that between the jet
and the ambient medium, the sum of the jet and the ambient energies (solid lines
with square marks) should be close to the theoretical injected energy (solid lines)
for each energy channel. Thus, the difference between the numerical values for
the total energy in each channel and the theoretical curves implies that different
physical processes of energy conversion are operating during jet evolution. We
describe these processes for the two jet simulations in the remaining paragraphs
of the section.

Jet B: In the left panel of Fig. 5.12, we show that total energy (solid green
line with squares) is roughly conserved during the evolution from t = 110 to
t = 560 (Rj/c) because the three points we considered for this analysis overlap
(with an error smaller than 1%) with the total injected energy (solid green line
without marks). Although the total kinetic energy (solid red line with squares),
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Figure 5.12 Time evolution of the logarithm of the energy in the simulation for jet B (left)
and jet C (right) at the three time frames of Fig. 5.8 and Fig. 5.10, respectively. In the
right panel (jet C), we have included two additional time frames at t = 10 (Rj/c) and
t = 110 (Rj/c). Energy stored by the jet plasma (f ̸= 0) is represented with dots and dashed
lines, ambient medium energies (f = 0) with dots and dash-dotted lines, and total energies
(jet+ambient medium) with squares and solid lines. Continuous solid lines (without marks) are
the theoretical curves (i.e., the injected values) for each type of energy: kinetic (red), internal
(black), magnetic (blue), and total (green). Energy units are ρwc2R3

j .

total internal energy (solid black line with squares) and total magnetic energy
(solid line with squares) do not coincide with their respective injected energies
(because of effective energy conversion), the initial global energy distribution is
preserved: kinetic energy dominates the whole evolution, and magnetic energy
remains residual (below 1% of the total energy) even when the jet is fully
developed. The jet magnetic energy (dashed blue line with dots) is lower than
the injected value even at early t = 110 (Rj/c) (we also confirmed that this is
true for earlier times).

A direct conversion of magnetic energy into kinetic energy seems unlikely,
because the jet is highly dominated by the kinetic energy and the expansion
profile is not parabolic. In that case, the origin of the difference between the
total magnetic energy and the injected energy can be attributed to the numerical
resistivity of the code, which can produce a continuous effective conversion of
magnetic energy into internal energy.



168 RMHD simulations of jet-wind interactions in high-mass X-ray binaries

On the other hand, the blue points connected with dash-dotted lines shown
in the left panel of Fig. 5.12 represent the total magnetic energy accumulated in
the ambient medium. Optimally, this energy would have to be zero because in
ideal MHD, there is no physical mechanism to transfer magnetic energy from
the jet fluid into the non magnetised ambient medium. However, it is important
to note that the magnetic energy assigned to the ambient medium comes mainly
from numerical cells with a mixture of jet and ambient fluids, where according
to Eq. 5.13 the magnetic energy is distributed arbitrarily proportional to the
corresponding mass fraction. Then, the amount of magnetic energy that is
accumulated in the ambient medium (∼ 10% of the injected magnetic energy at
the end of the simulation) may be interpreted as an ample upper bound of the
magnetic diffusion of our numerical code.

In this simulation, the main manifestation of energy transfer concerns the
conversion of jet kinetic energy (dashed red line with dots) into kinetic and
internal energy of the ambient medium (dash-dotted red and black lines with
dots, respectively), mediated by the propagation of the bow shock, and into
internal energy of jet plasma in the shocked cavity (dashed black line with dots).
At the end of the simulation, the jet plasma preserves more than 70% of the
injected kinetic energy. At the same time, the transferred portion (∼ 30%) has
been used to accelerate (∼ 10%) and heat (∼ 20%) the shocked stellar wind,
and to increase the total internal energy of the jet plasma by a factor ∼ 2.

Jet C: In the right panel of Fig. 5.12, we show the energy distribution for
jet C simulation between t = 10 and t = 720 (Rj/c), where we included two
additional time frames at t = 10 and t = 110 (Rj/c) with respect to those shown
in the horizontal panels of Fig. 5.10. The total energy is conserved during the
evolution with an error smaller than 1%2, whereas the magnetic energy assigned
to the ambient medium by the end of the simulation is lower than 5% of the
total injected magnetic energy.

The evolution of the energy distribution in this simulation is strongly condi-
tioned by the physical processes operating at very early times. At t = 10 (Rj/c),
magnetic or internal and kinetic energies are already lower and higher than
their injected values, respectively, with τB,jet/τB,inj ≈ 0.40, τϵ,jet/τϵ,inj ≈ 0.60
and τk,jet/τk,inj ≈ 3, meaning that about 60% of the jet magnetic energy and
40% of the internal energy have been converted into jet kinetic energy by that
time. Thermal acceleration occurs in hot, expanding flows by the Bernoulli

2This error increases up to 8% in the last time frame because some fraction of the shocked
gas has left the box through the lateral boundaries.
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process. Magnetic acceleration, in contrast, needs a particular expanding flow
geometry [differential collimation; see e.g., Vlahakis 2004, Vlahakis and Königl
2004, Komissarov 2011, and references therein]. According to the results of
Komissarov et al. 2007 for axisymmetric models, magnetic acceleration is very
efficient with as much as ∼ 75% of the Poynting flux converted into kinetic
energy at long enough spatial scales. The fast expansion experienced by jet C
close to the injection nozzle (see Fig. 5.10) could provide the correct dynamical
and geometric conditions to trigger the magnetic acceleration process, which
would then have been observed in microquasar jet simulations for the first time
and at much shorter spatial scales.

The plot of the evolution of the energy accumulated in the different channels,
with the curves overtaking each other several times, reveals the complex nature
of jet propagation in model C. As an example, we note that the internal energy
of the jet dominates the magnetic and kinetic energies between t = 10 (Rj/c)
and t = 210 (Rj/c), but at t = 490 (Rj/c), it has exchanged its position with
the kinetic energy. Additionally, the figure shows that the magnetic channel
loses energy steadily with time. The decrease of magnetic energy can take place
within the jet at the magnetic acceleration sites after the reconfinement shocks
(where the flow expansion could admit the differential collimation), but also at
the magnetically dominated regions of the turbulent shocked cavity (see Fig.
5.13).

Finally, we observe a relevant difference between models B and C in terms
of kinetic and internal energy distribution: in the case of jet B, most of the
energy in the grid is hosted by the jet matter, whereas the opposite seems to
be the case for jet C. It has been shown in a series of papers [Perucho, Quilis,
and Martí 2011, Perucho et al. 2014b, Perucho, Martí, and Quilis 2019] that
relativistic jets are very efficient in transferring energy to the ambient medium.
In Perucho et al. 2017, the authors attributed this efficiency to the relativistic
nature of jets and showed that massive, cold jets are less efficient in the process
of energetic transfer because a large fraction of the energy flux is in the form
of kinetic energy, dominated by the mass of the particles. This agrees with the
results we derived here, where jet B is significantly denser and colder than jet
C, which makes it highly inefficient with respect to jet C in terms of energy
transfer to the ambient medium. As in the aforementioned paper, this shows
the relevance of the relativistic nature of outflows in the feedback process.
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Figure 5.13 Fraction of magnetic energy density with respect to total energy density for jet C
in the XY (top) and ZY (bottom) plane.

5.4.3 Radiative processes in the magnetised jet

As discussed, for instance, in Rieger, Bosch-Ramon, and Duffy 2007 and Bosch-
Ramon and Rieger 2012, particle acceleration is expected to be more efficient
in strong shocks in microquasar jets, with electrons and positrons typically
cooling much more efficiently than protons and nuclei [see e.g., Bosch-Ramon
and Khangulyan 2009]. In these systems, strong magnetic field dissipation
through magnetic reconnection could also be relevant for particle acceleration
[Bosch-Ramon 2012, Bosch-Ramon and Rieger 2012].

With respect to hydrodynamical shocks, the strong recollimation shock(s) in
relativistic jets can be a perfect candidate for generating a significant nonther-
mal population of particles. The nonthermal emission related to the jet-wind
interaction has been discussed in previous works [see e.g., Molina, del Palacio,
and Bosch-Ramon 2019, and references therein], although in all but one case
[i.e., de la Cita et al. 2017, where the one clump-jet interaction was simulated
using relativistic hydrodynamics], the jet dynamics was semi-analytical. Nev-
ertheless, in these works, the magnetic field was not informed using devoted
RMHD simulations, but assuming either a fixed ratio of the magnetic to internal
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energy density, or establishing frozen-in conditions in the hydrodynamical flow.
Therefore, in this context, the simulations presented here provide with new
insights into the nonthermal processes of HMXB jets.

The most straightforward conclusion that we can derive from the results of
this work is that synchrotron emission and IC may be anti-correlated space-wise
in the jet. Nonthermal electrons in highly magnetised regions may emit more
synchrotron and less IC radiation, whereas in regions that are not strongly
magnetised, it may be the opposite [see e.g., Khangulyan and Aharonian 2005,
for subtle effects of synchrotron and IC losses on the radiation spectra]. All this
applies in particular to electrons emitting synchrotron X-rays or very high energy
IC photons, as they are more sensitive to radiative cooling versus advection in
the jet.

On the other hand, our results for jet C show more shocks than in jet B. In
these shocks, kinetic energy turns into internal energy, favouring plausible particle
acceleration within the scales of the binary. Magnetic energy is also transferred to
matter rather efficiently through magnetic acceleration at favourable expansions.
Magnetic acceleration introduces greater complexity to radiation coming from
the region where this occurs through a complex pattern of Doppler boosting.
Another nonthermal process linked to the magnetic field, which is difficult to
capture here but might be relevant in highly magnetised jets as well, is magnetic
reconnection. Magnetic energy can be injected into particles by reconnecting
magnetic lines, which can trigger (multiple) shocks in the region in which this
occurs. These nonthermal processes and others that might be relevant (e.g.,
acceleration driven by turbulence or shear motion or gamma-ray reprocessing in
the complex jet-wind environment), are very difficult to quantify unless specific
detailed studies are carried out. Although this is beyond the scope of this work,
I will briefly discuss the possibility to characterise the dissipation of magnetic
energy by means of ideal RMHD simulations in Chapter 7.

As shown, jets might be more stable if they are moderately magnetised. If this
were the case, they could reduce the amount of energy transferred to nonthermal
particles within the binary system. However, as suggested in Bosch-Ramon and
Barkov 2016 and shown by Barkov and Bosch-Ramon 2022, the impact of orbital
motion in longer time-scales than simulated here can further destabilise the jet,
and so most of the energy dissipation may not take place within the system, but
farther out, where orbital motion strongly shapes the jet evolution [see Molina
and Bosch-Ramon 2018, for an example of such a situation].

If the jet kinetic and magnetic powers are roughly similar, or if the latter
dominates the former, the jet may become severely disrupted on the scales of
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the binary. This may seem incompatible with milliarcsecond observations of
the jet of Cygnus X-1 [Stirling et al. 2001], which show that the jet is still
rather collimated on scales of tens of orbital separation distances. However, the
combined effects of the stellar wind and orbital motion may cause the binary
system to act as a nozzle for the highly magnetised, disordered jet, allowing
the jet to reaccelerate and potentially recollimate on relatively short timescales
given the fast drop in density and pressure outside this region. In addition,
the magnetic field of the jet may act as a protective shield against mixing with
the stellar wind, which would allow the jet to again reach relativistic speeds if
the environment and/or the magnetic field were appropriate [e.g., Komissarov
2011]. No such effect is expected from a hydrodynamical jet, which could hardly
become relativistic again due to heavy wind entrainment [Bosch-Ramon and
Barkov 2016, Barkov and Bosch-Ramon 2022].

Depending on the magnetic field strength, the jet will present different
emission properties. Specifying these differences for comparison with observations
requires specific simulations covering regions that are larger than the orbital
separation distance. Simulations of quasi-steady state jets would be also needed,
as they are complementary to the present ones because the timescales involved
in observations are often long enough to capture this jet regime. Moreover, the
magnetic flux in the jet may be different depending on the particular accretion-
ejection state of HMXBs. This different magnetisation in the ejections, which
would be continuous or discrete depending on the state of the source, would be
a major factor (in addition to the flow energetics) determining the properties
of the nonthermal emission. This possibility requires a detailed analysis of the
observed outflow properties and it is left for future work.

Nevertheless, recent large-scale 3D hydrodynamical simulations [Charlet et al.
2022] show that for two fiducial HMXBs (namely, Cygnus X-1 and Cygnus X-3),
thermal cooling (i.e., free-free losses) could dominate the emission in the beam
and inner cocoon (see e.g. Fig. 7 in Charlet et al. 2022). In particular, the
authors analysed the jet outbreak and early propagation beyond the scale of
the binary and concluded that these radiative losses do not play a dynamical or
structural role for the space of parameters in Cygnus X-1, although they can
be relevant for the evolution of Cygnus X-3 due to the denser stellar winds of
the Wolf-Rayet primary. According to our models and the timescales of our
simulations, we do not expect that (non)thermal cooling produces a significant
effect on the relativistic jet dynamics, but the characterisation of the system
emission would require a dedicated analysis. This is beyond the scope of the
simulations we have performed.
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5.5 Conclusions

We have performed three different numerical simulations of microquasar jets prop-
agating through an inhomogeneous stellar wind using the new code lóstrego
for computations in relativistic astrophysics. Our numerical setup was based
on the space of parameters described in previous 3D hydrodynamical jet-wind
simulations, including a toroidal magnetic field in transversal equilibrium with
the gas to analyse its role for jet dynamics and long-term stability. We present
the jet evolution throughout the initial minutes after the trigger of jet formation,
which allowed us to keep a steady injection point in the grid and neglect the
orbital motion of the binary.

Our simulations show that the magnetic field could play a stabilising role
in jet evolution as long as the flux of magnetic energy is lower than the kinetic
energy flux. This stabilising effect provides the simulated, magnetised jets, with
additional collimation along the grids, as compared to similar, non magnetised
jets. In contrast, a non-negligible magnetic energy flux translates into a desta-
bilisation of the flow, with the consequence of increased energy dissipation and
a slower jet head propagation velocity. The study of the threshold at which the
magnetic field changes its role should be addressed by future simulations.

The evaluation of the probability of jet propagation beyond the binary
region has thus to be revisited in the presence of magnetic fields. In Perucho
and Bosch-Ramon 2008, Perucho, Bosch-Ramon, and Khangulyan 2010 it was
concluded that this depended basically on the jet power, whereas in this work,
we see that low-power jets threaded by relatively weak fields could propagate
longer distances without being destabilised. However, more powerful jets, in
contrast, might be disrupted by current-driven instabilities if the magnetic field
is dynamically relevant at the scales of the binary. Therefore, we conclude that
a more thorough characterisation of the magnetic field role in microquasar jets
at these scales is needed in order to set a proper limit on the minimum energy
flux to allow for propagation beyond the progenitor system.

In RMHD jet simulations, the presence of recollimation shocks within the
binary region is more probable than in the case of RHD jets due to the role of
magnetic tension, which acts against expansion and contributes to jet collimation
[Martí, Perucho, and Gómez 2016, Fuentes et al. 2018], independently of drops in
the ambient pressure [in contrast to RHD flows, Perucho and Bosch-Ramon 2008,
Perucho, Bosch-Ramon, and Khangulyan 2010], but the pressure jumps at these
shocks and its consequent radiative properties still depend on the obliqueness
with respect to the jet stream lines.
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A detailed analysis of the energy distribution in the jet shows that magnetic
and internal energies can both contribute very efficiently to jet acceleration
in expansion regions. At shock waves (recollimation, standing, and terminal
shocks), both magnetic and internal energies may grow at the expense of the
kinetic energy budget. In the turbulent backflow, these magnetically dominated
regions can convert magnetic energy into kinetic and internal energy of the flow
(the latter by magnetic diffusion), while if the kinetic energy is dominant, this
can be used as a reservoir to locally reinforce the magnetic field and to increase
the internal energy. Moreover, we have also contributed further evidence to
the relevant role of the relativistic nature of outflows in the study of jet energy
transfer to the ambient medium, as predicted before by Perucho et al. 2017 for
AGN, and as analysed here for the first time in the context of microquasar jet
simulations.



Chapter 6
Unravelling the relativistic
magnetized jet dynamics of the
microquasar SS 433: the scale of
the sub-parsec

6.1 Introduction

The microquasar SS 433 is one of the most powerful and exotic star systems in
our Galaxy. It is a high-mass X-ray binary (HMXB) located at a distance of
∼ 5.5 kpc [Blundell and Bowler 2004, line of sight ∼ 78◦] formed by a compact
object (CO; a stellar-mass black hole [Bowler 2018, Blundell, Bowler, and
Schmidtobreick 2008, Cherepashchuk, Postnov, and Belinski 2018] or a neutron
star [Fabian 1980, D’Odorico et al. 1991]) orbiting a companion supergiant
[Hillwig et al. 2004], with Porb ≈ 13 days.

The main characteristic that distinguish SS 433 from other binary systems
is the presence of a continuous regime of supercritical accretion [Fabrika 2004]
(Maccr ∼ 10−4 M⊙/yr) that exceeds by far the Eddington limit, which also
powers bipolar, very narrow (< 5◦), regular precessing (θ ∼ 20◦, P ∼ 162 days,
Pnut ∼ 6 days), mildly-relativistic jets (v ∼ 0.26 c), as inferred from Doppler-
shifted optical emission lines [Margon et al. 1979, Abell and Margon 1979].
Moreover, it is the first galactic binary to reveal the presence of baryonic matter
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in the relativistic outflows by Doppler-shifted iron emission lines from spatially
resolved regions [Migliari, Fender, and Méndez 2002]. The projection of these
jets on the plane of the sky reveals a corkscrew trace that can be explained by
helical motions of gas flowing along ballistic trajectories [the so-called kinematic
model; Abell and Margon 1979, Stirling et al. 2002].

The kinetic luminosity of the jets is Lk > 1039 erg/s [Marshall, Canizares,
and Schulz 2002], while the observed X-ray luminosity is considerably lower,
∼ 1036 erg/s [Brinkmann et al. 1991]. One possibility is that the powerful winds
driven by the thick accretion flow obscures the direct view of the core, in analogy
with Seyfert-2 galaxies. Indeed, King et al. 2001 proposed that Ultra Luminous
X-ray sources (ULXs) in nearby galaxies are linked to microquasars with the
supposition that the X-ray emission is restricted to a small cone angle aligned to
the line of sight in ULXs, but away from the line of sight in microquasars. Under
this assumption, it has been suggested that the effective X-ray luminosity would
be Lk > 1039 erg/s if viewed along the axis. Thus, SS 433 is the most promising
ULX candidate in the Galaxy [Begelman, King, and Pringle 2006, Khabibullin
and Sazonov 2016, Middleton et al. 2021, Marshall 2022], possibly together with
the HMXB Cygnus X-3 [see e.g., Veledina et al. 2023, and references therein].

6.1.1 Multi-wavelength outflows

SS 433 jets are resolved across the whole energy spectrum, depending on the
distance to the core and, most importantly, the bulk plasma temperature. Close
to the CO (∼ 1010−13 cm), the jet gas is hot (consistent with the temperatures
of the inner accretion disc, T∼ 108 K) and emits high-temperature continuum
and Doppler-shifted lines in the soft X-ray band [see e.g., Marshall et al. 2013].
Farther out (> 1013 cm), the jet emission is approached by the adiabatic cooling
expansion model. At ∼ 1013−15 cm, jets manifest as shifted optical emission
lines (mainly H and HeI, T∼ 104 K) due to variations of the jet axis with respect
to the line of sight [Murdin, Clark, and Martin 1980]. A continuous source
of heating is expected to maintain the emission in the optical jets. The scale
∼ 1015−17 cm is mainly characterized by non-thermal synchrotron radiation
produced by relativistic electrons accelerated in the jet magnetic field [Hjellming
and Johnston 1981, Stirling et al. 2004, Roberts et al. 2008, Miller-Jones et al.
2008]. Very Long Baseline Array (VLBA) continuous monitoring of the source
[Paragi et al. 1999, Mioduszewski et al. 2004] reveals the presence of knotty
emission regions (Fig. 6.1), which suggests that SS 433 radio jets are based on
discrete blobs rather than a continuous outflow, as inferred from soft X-rays
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Figure 6.1 Different time frames of VLBA observations of SS 433 jets, where time goes from
left to right and from top to bottom. From Mioduszewski et al. 2004.

close to the CO [Marshall et al. 2013]. Thus, it seems SS 433 outflows experience
a transition from a continuous stream to regularly spaced clumps (or blobs),
possibly as the result of thermal cooling instabilities.

At ∼ 1017 cm, a collection of Chandra observations [Marshall, Canizares, and
Schulz 2002, Migliari, Fender, and Méndez 2002, Migliari et al. 2005, Miller-Jones
et al. 2008] revealed the presence of extended X-ray emission (Fig. 6.2), where
according to the adiabatic cooling model, plasma should be too cool to emit
X-ray radiation. The existence of these arc-sec X-ray jets suggests that local
reheating of the atomic component takes place within the jet flow. Although the
mechanisms of particle reheating remains unclear, (1) the existence of internal
shocks formed by collisions of blobs ejected at almost the same precession phase
but with different propagation velocity, (2) reflected radiation from the core
or (3) the interaction of the jet with the powerful winds of the accretion disc
seem plausible scenarios. Rapid X-ray variability has also been inferred from
Chandra observations [Migliari et al. 2005], which could suggest that a second,
faster underlying flow (which is not directly observed) might energise the jet
material at this scale, similar to the Ultra Relativistic Flows (URFs) reported
in other X-ray binaries [Fomalont, Geldzahler, and Bradshaw 2001a, Fomalont,
Geldzahler, and Bradshaw 2001b, Fender, Belloni, and Gallo 2004, Motta and
Fender 2019]. Nevertheless, later studies could not prove the existence of these
outflows [Miller-Jones et al. 2008], meaning that if they really exist, they should
be transient and/or short-lived events.

Polarization imaging of the arc-sec jets also shows that the magnetic field ap-
parently aligns with the local velocity vector after one precession cycle (Fig. 6.3).
As suggested by Miller-Jones et al. 2008, this could support the hypothesis that
jets are composed of discrete bullets, rather than being a continuous flux tube.
However, no strong evidence for this connection could be established so far in
the literature. There is also evidence of regions of anomalous polarized emission
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Figure 6.2 Chandra ACIS-S X-ray greyscale image of the 60-ks observation of 2003 July
with radio contours superposed. The calculated kinematic model precession trace, including
nodding, has been overlaid. Reproduced with permission from Miller-Jones et al. 2008 (Fig. 1).
©AAS.

away from the jet kinematic locus [Stirling et al. 2004, Miller-Jones et al. 2008],
where the magnetic field is observed to be aligned perpendicular to the velocity
vector away from the core.

At the large scale, jets are not detected until distances of ∼ 1019−20 cm where
termination shocks are observed, possibly due to the jet interaction with the
W50 nebula [Safi-Harb and Ögelman 1997, Safi-Harb et al. 2022], as suggested
by the elongation of W50 aligned with the axes of the jets’ precession cone. W50,
catalogued as a Galactic supernova remnant (SNR), is one of the largest SNR in
the Galaxy, expanding over 200 × 100 pc (∼ 2◦ East-West x ∼ 1◦ North-South).

While the outermost region of W50 is dominated by thermal X-ray emission,
Safi-Harb and Petre 1999 inferred a hard (non)-thermal component in the interior
of the lobe, approximately at ∼ 30 pc form the location of SS 433. Using Chandra
observations, Safi-Harb et al. 2022 also showed that this emission can be resolved
into ∼ 1′-scale knotty structures (∼ 1.6 pc at d=5.5 kpc, see Fig. 6.4), and
suggested that this region could also be associated with the SS 433 arc-sec scale
jets, where particles are possibly being re-accelerated through some unknown
mechanism.

Emission of γ-rays has also been related with the SS 433/W50 system [Bordas
et al. 2015]. Abeysekara et al. 2018 first discovered TeV emission with the High
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Figure 6.3 Top: Linear polarization contours superposed on fractional polarization greyscale
with EVPA vectors overlaid. Bottom: Plots of the variation of the magnetic field direction with
position away from the core along the kinematic model trace. Reproduced with permission
from Miller-Jones et al. 2008 (Fig. 7 and Fig. 8). ©AAS.

Altitude Water Cherenkov (HAWC) Observatory, while more recently a joint
Fermi-LAT and HAWC analysis found GeV-to-TeV γ-ray emission inside the
lobes [Fang, Charles, and Blandford 2020]. Li et al. 2020 also reported the
discovery of two new γ-ray sources in the field of view of SS433/W50; while
one of them can be associated with the eastern SS 433 lobe, the second source
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Figure 6.4 Serendipitous partial Chandra coverage of the inner part of the eastern lobe.
Contours are NuSTAR (magenta) and XMM-Newton (blue). The dashed box is the NuSTAR
FoV, and the ellipse (black) shows the Chandra spectral extraction region that partially
overlaps the "Head" region. The image is bounded by SS 433 on the right (west) and the
"lenticular" region on the left (east). Reproduced with permission from Safi-Harb et al. 2022.

displays variability compatible with the jet precession period of the binary,
but apparently outside the jet propagation trace. Although some models are
proposed by the authors (for example, a scenario based on illumination of dense
gas clouds by relativistic protons accelerated at the interface of the accretion
disc envelope), the connection of this source with the binary is still unclear.

6.1.2 Numerical simulations

Despite the large number of observational studies that exist in the literature [see
e.g., Margon 1984, Fabrika 2004, Li 2007, for a review, and references above]
and the current capability of high-performance computing (HPC) architectures,
only a few simulations of the system have been performed so far.

Even more than twenty years ago, Muller and Brinkmann 2000 performed
the first low-resolution non-relativistic time-dependent three-dimensional (3D)
hydrodynamical simulations of the SS 433 precessing jets, showing the develop-
ment of highly complex structures and instabilities and the deceleration of the
jet head.

More than one decade later, Monceau-Baroux et al. 2014 performed 3D
relativistic hydrodynamical simulations of SS 433 sub-parsec jets and showed
that the best match with the existing radio images of the source was achieved
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by using the canonical propagation speed of v = 0.26 c and a precession angle of
20◦, in good agreement with the observed parameters. The apparent discrepancy
between sub-parsec and parsec scales was also addressed by means of long-term
hydrodynamical simulations in Monceau-Baroux et al. 2015, considering that jets
interact with the supernova remnant W50. In that work, the authors showed that
precessing jets with an angle of 20◦ can naturally recollimate into a continuous
non-precessing hollow flow due to pure hydrodynamical processes, providing a
tentative explanation for the system morphology at large distances. Some years
later, Bowler and Keppens 2018 deduced a set of simple scaling relations to extend
the computations in Monceau-Baroux et al. 2014 and Monceau-Baroux et al. 2015
to lower densities and pressures of the ambient medium, finding that SS 433 jets
could be responsible for the large scale morphology of the system. Indeed, other
authors focused on reproducing the W50 elongated shell morphology, either on
the jet interaction with the SNR [Zavala et al. 2008, Goodall, Alouani-Bibi, and
Blundell 2011] or on the own jet (magneto)hydrodynamics processes [Ohmura
et al. 2021]. The formation of relativistic jets under super-Eddington accretion
rates (as suggested for SS 433 and ULXs in general) was also addressed by
means of general relativistic radiation magnetohydrodynamics simulations [see
e.g. Sądowski and Narayan 2015].

6.1.3 Overview

In this chapter of the thesis, we present the most detailed large-scale 3D numerical
simulations of the SS 433 precessing jets at the scale of the subparsec (i.e. arcsec
projection), including for the first time the dynamical evolution of the jet
magnetic fields. The physical processes governing the jet dynamics at this
scale are essential not only for our understanding of optical, radio and X-ray
observations of the source, but also for explaining the astonishing SS 433-W50
system morphology. We explore how a precessing jet based on the parameter
space of SS 433 with an initial toroidal magnetic field configuration can develop
a non-toroidal component during the first precession cycles, and specifically,
the role of discrete plasmon collisions into this process. We also address the
effect of these interactions on the overall jet morphology, deceleration pattern
and long-term stability, which are essential to increase our understanding of
particle acceleration and high-energy emission beyond the sub-parsec region, in
the SS 433/W50 lobes. Due to the complexity of the post-processing analysis,
in this chapter I overview the simulations performed and I present a preliminary
discussion of the main results, but a deeper interpretation requires a more
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detailed study which is still ongoing. This analysis will be presented elsewhere
in the future.

6.2 Methods

This chapter gathers the results of a research project developed within the Spanish
Supercomputing Network (Red Española de Supercomputación; AECT-2022-1-
0022). Numerical simulations were performed in the Picasso supercomputer
(The Supercomputing and Bioinnovation Center of the University of Malaga)
using 4096 cores and a total of 4000 khrs of HPC computation.

6.2.1 Numerical methods

The simulations presented in this chapter were performed with lóstrego
[López-Miralles et al. 2022], a conservative, finite-volume 3D relativistic mag-
netohydrodynamics (RMHD) code based on high-resolution shock-capturing
methods in Cartesian coordinates. This code is parallelized with a hybrid
scheme with parallel domain decomposition (message passage interface, MPI)
and parallel threads (OpenMP, OMP). An extensive review of the code and the
implemented numerical methods was presented on Chapter 2 of the thesis.

We employed a second-order Godunov-type scheme with the HLLD Riemann
solver [Mignone, Ugliano, and Bodo 2009] and the piecewise linear method
reconstruction with VanLeer slope limiter [Leer 1974] to preserve monotonicity.
The limiter is degraded to MinMod [Roe 1986a] when strong shocks are detected
in order to avoid spurious numerical oscillations [Mignone and Bodo 2006].
HLLD is also degraded to the simpler and more diffusive HLL solver around
shocks. The advance in time was performed using a third-order total variation
diminishing preserving Runge-Kutta [Shu and Osher 1989] with CFL = 0.2.
A relativistic correction algorithm was used to correct the conserved variables
after each time iteration [Martí 2015a]. The magnetic field divergence-free
constraint is preserved with the constrained transport method [Ryu et al. 1998]
with electromotive force interpolation [Gardiner and Stone 2005]. We include
an additional equation that describes the advection of a tracer function to
track each cell composition, where f = 0 represents the ambient medium and
f = 1, the jet plasma. Plasma is modeled with a general equation of state
(EoS) based on analytical expressions that closely reproduce the Synge EoS for a
multi-component relativistic gas [Perucho and Martí 2007, Choi and Wiita 2010].
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Thermal cooling terms are also included following canonical approximations
[Myasnikov, Zhekov, and Belov 1998, see also Appendix A].

6.2.2 Physical scenario and numerical setup

We study the scenario of a precessing mildly-relativistic jet that aims to reproduce
the sub-parsec dynamics of the microquasar SS 433 outflows, which corresponds
to the first cycles of the jet corkscrew kinematic trace in Fig. 6.2. The initial
parameters of the ambient medium intend to reproduce the remnant of a SNR,
with ρa = 0.5 mp/cm3 (with ne− = np+), pa = 2 × 10−10 erg cm−3, Ta =
1.45×106 K [see e.g., Safi-Harb and Ögelman 1997, Thornton et al. 1998, Bowler
and Keppens 2018].

We performed the simulations in a numerical grid box with total physical
dimensions (0.2 pc)3, which corresponds to (280 Rj)3 in units of the jet radius
at injection (see below). The grid follows a stretched pattern in the three
spatial directions: while the innermost (100 Rj)3 (i.e., (0.07 pc)3, in physical
units) box has an uniform resolution of 10 cells/Rj, the cell size increases
proportionally from the centre to the grid boundaries. The stretch factors are
set to rx = rz = 1.019, ry = 1.017 (i.e., we keep a resolution degradation < 2%
between two adjacent cells), such that the total number of computational zones
is 1300 × 1200 × 1300. This pattern allows us to maximize the grid resolution
within the region of interest (i.e., during the first two precession cycles), confining
the jet within the box during the whole evolution while keeping computational
resources under acceptable limits. All grid boundaries are set to outflow, while
injection is placed within an internal boundary. This internal boundary is set as
a semi-sphere with Rs = 0.008 pc, similar to Monceau-Baroux et al. 2014. Inside
the sphere, a cylinder (i.e., the injector) with radius Rc ≈ 0.0008 pc precesses
with period P= 162 days and precession angle θ = 20◦ between the Y-axis
and the cylinder axis. This radius corresponds to a jet opening angle of ∼ 6◦.
The angle is probably wider than expected for SS 433 jets [see e.g. Marshall
et al. 2013], but this value should also average the jet nodding motions, that
we neglect in the setup. Moreover, the cylinder is smoothed with an hyperbolic
shear layer to avoid steep gradients at injection, which eventually yields an
effective injection radius Rj ≈ 0.0007 pc (α ≈ 5◦). Outside the injector, the
semi-sphere is restarted to the initial values after each time iteration.

In the system of units of the code, the light speed (c), the initial density of
the ambient medium (ρa), and the jet radius (Rj) are set to unity. A factor of
1/

√
4π is absorbed in the definition of the magnetic field.
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6.2.3 Simulations

We run three different simulations, hereinafter run i, run ii and run iii, where
run ii and run iii are two independent simulations that both restart from the
output of run i. In such a way, the fundamental objective of run i is to create
a shocked medium to propagate the ejecta in run ii and run iii simulations,
which represent the main scientific target of the work.

RUN I run I comprises three full precession cycles with continuous injection
(t∼ 480 days). The magnetic field is purely toroidal with respect to the cylinder,
Bϕ = 2Bϕ

j (r/RBϕ)/(1 + (r/RBϕ)2) , where Bϕ
j is the maximum value of the

magnetic field and RBϕ is the magnetisation radius normalised to the jet radius,
that we fixed as RBϕ = 0.37. The magnetic field is initialised in the grid
with a potential vector, and we used the finite difference approximation of
the solenoidal equation to preserve zero divergence up to machine accuracy.
Imposing transversal pressure equilibrium between the magnetic and the gas
pressure [Martí and Müller 2015], the maximum toroidal field, Bϕ

j , is given by
β = p̄m/p̄g = 1, which yields Bϕ

j ≈ 90 µG. By definition, the average magnetic
pressure, p̄m, and the average gas pressure, p̄g, follow:

p̄m,g :=
∫ 1

0
p(r)rdr/

∫ 1

0
rdr. (6.1)

The kinetic power of the jet is given by:

Lk = 2π

∫ R

0
ρjW (h(r)W − c2)Vjrdr = 1039 erg/s, (6.2)

where the velocity field is parallel to the injector axis, with |Vj | = 0.26 c. From
Eq. 6.2, the injector density is ρj = 312 ρa (Tj = 4.6 · 103 K). With this initial
conditions, the jet is largely dominated by the kinetic energy flux (Lk).

RUN II run ii is the main simulation of the project. We performed three new
precession cycles (t∼ 960 days), restarted after run i. As previously mentioned,
this strategy allows us to study the jet dynamics under the influence of previous
ejections, since the observed sub-parsec dynamics should be barely affected by
the interaction of the terminal region with the SNR. The main difference with
respect to the previous run is that jet injection is switched from continuous
to pulsated mode, in order to simulate a jet composed by discrete plasmons
(we use the terminology plasmon, bullet or blob indistinctly throughout the
chapter). The physical conditions within each bullet are the same as in run i
for the injection cylinder. To perform blob injection, we modified the internal
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boundary including a thin spherical layer, Rs < R < RL (RL is the radius
of the new injection layer) where blobs are placed as discrete structures in
a particular time step. Blobs are injected with a frequency ∼ 1 blob/4 days
(∼ 40 blobs/cycle), such that blobs emitted at almost the same precession phase
can interact within the homogeneous box. The velocity of each blob is randomly
chosen with a scatter of ∼ 15% around the canonical SS 433 jet velocity (i.e.,
|Vj | = 0.26 ± 0.04 c) and their width (wB) is adapted to the velocity of the
previous ejection in the cycle (0.7 Rj < wB < 1.1Rj), so the initial separation
between blobs is kept roughly constant, ∆R ∼ 0.4 Rj. When a new blob is
injected, the spherical layer is also restarted to the initial conditions of the whole
internal boundary. For numerical consistency, following run i the semi-sphere
(R < RS) is also restarted to the initial parameters after each time iteration.

RUN III run iii is a test simulation which is independent of run ii. The
main objective of this setup is to address the existence of URFs in SS 433 by
studying their interaction with the jet plasmons. We divided this run in two
time frames: run iii-a and run iii-b. run iii-a is very similar to run ii, but
all blobs are injected for simplicity with the same axial velocity, |Vj | = 0.26 c.
After almost three full precession cycles, in run iii-b we interrupted the discrete
injection and we continuously inject an outflow that aims to reproduce the
physical conditions of an URF. We defined this outflows with a total power
similar to the one in the jet/blobs (∼ 8 × 1038 erg/s), but in equipartition
between the kinetic and internal energy fluxes. In this case, we increased the
velocity in a factor ×3 ( |Vj | = 0.75 c), density is much lower (ρ ∼ 2ρa, with only
leptons) and plasma is highly over-pressed with respect to the initial external
medium (p = 2 × 10−4 erg/cm3). For the sake of simplicity, we neglect the
magnetization of the underlying flow. This outflow is injected during 20 Rj/c

(in time units of the code, ∼ 10% of precession cycle), so due to its wide opening
angle it may interact with different blobs launched in the last ejection period.
The results of this run are not satisfactory and are only presented in the chapter
to introduce future improvements in the SS 433 simulations.

6.2.4 Projections and trace finder algorithm

Projections. Aiming to mock the observations of the source, we have computed
the two-dimensional projections of the simulated jet along the line of sight, at
an angle of ϕ = 78◦ with respect to the direction of the angular velocity of
precession ( ˙⃗

ϕ ∥ ûy). That is to say, the images shown below correspond to an
integration along the direction of the unit vector l̂ = cos ϕûy + sin ϕûz, where
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we have arbitrarily chosen the north vector to be ûN = ûx, so that the jet
propagates essentially along the west-east direction. Vector quantities, such
as the velocity or magnetic field, are correspondingly rotated to match the
projection reference frame, so that the east component of the vector quantity V⃗

is VE = Vy cos ϕ − Vz sin ϕ. To highlight the jet structure in the projections, all
integrations are weighted by the function:

w(x⃗) =

f(x⃗), if f(x⃗) > f thr ≡ 0.65
ε ≡ 10−6, otherwise

. (6.3)

where f is the tracer function and the parameter thr, albeit arbitrary, has
been empirically tuned to visually highlight the kinematic trace, while ε is set
to a negligible but non-zero value to prevent indeterminate forms arising along
the integration rays which do not cross any jet material.

Trace detection. Here we describe the heuristics applied in order to charac-
terise the trace of the jet and its tangent direction, which we use to compute the
angle θtrace. Starting from the projected image of the tracer field, we downgraded
the resolution to 200 × 200 cells to suppress high-frequency noise. Since the
trace does not present any apparent retrograde feature, it is possible to obtain
the trace as a function yim = ytrace(xim), where xim and yim are, respectively,
the horizontal [east, E] and vertical [north, N] directions in the image. Then,
for each xi, we compute ytrace(xi) as a weighted mean over the corresponding
column:

ytrace(xi) =
∑

j yjwij∑
j wij

, where wij = (fij − f thr)α. (6.4)

Thus, the weight is essentially the (threshold-subtracted) projected value of
the tracer, where the exponent α > 1 is introduced to prevent the integral to be
dominated by extended diffuse regions. The resulting set of points {(xi, yi)} is
smoothed with a cubic filter [Savitzky and Golay 1964] with a window length of 5
dots to damp small-scale noise. The angle of the trace with the south direction is
finally computed as θtrace = arctan (ẋ/ẏ), where the dot represents second-order
centred finite differences. Likewise, the angle of the velocity and the magnetic
fields with respect to the south direction are computed as θvel = arctan (vE/vN)
and θB = arctan (BE/BN).

In the case of run ii, the discontinuous morphology of the trace limits the
robustness of the identification procedure described above. For the sake of
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comparison with the continuous simulation, in this case we use the same trace
extracted for run i, which is properly re-scaled and displaced to visually match
the trace in run ii. Then, for each xi we refine ytrace(xi) by iteratively repeating
the weighted average of Eq. 6.4 in a shrinking interval, starting with 20 image
pixels and halving each iteration.

6.3 Results and preliminary discussion

6.3.1 RUN I: Continuous injection

In order to simulate an effective continuous injection, each time iteration the
cylindrical injector inserts a plasma component (with R = R0) into the grid,
following the expected precession path of the axis (P=162 d, θ = 20◦). These
quasi-discrete components, which are highly supersonic, create a shock on the
ambient medium. As the injector precesses within the internal boundary, adjacent
plasma components, together with the shocks they have triggered, converge
to create a continuous stream surrounded by an homogeneous shocked cavity.
Behind the jet stream, there is an under-pressured and under-dense region
–emptied by the outflowing twisted jet– which is re-filled by the shocked plasma
as the jet propagates away from the internal boundary surface.

After almost 1 precession cycle, the bow-shock of the first injection – which
has already expanded and increased its size – collides with the bow-shock
triggered by the new material, producing a strong transverse shock and a pinch
in the jet helix, that breaks locally the homogeneity of the continuous stream.
Figure 6.5 shows 3 time frames in run i simulation (t = 200, 380, 560 Rj/c, i.e.
1 frame per precession period) of a 3D render of density, that we limited from
ρmin = ρ0 to ρmax = 10ρ0 to highlight the complex structure of these shocks
within the jet cavity.

A 3D render of the tracer function f after almost 3 full precession cycles
(t∼ 468 days) is shown in the top panel of Fig. 6.6, where the jet has propagated
up to y∼ 0.085 pc from the core, meaning that the jet head is already on the
extended stretched grid (y > 0.07 pc). In this image, the 3D render has been
mirrored to show at the same time two different perspectives of the helical jet.
This representation shows that the jet helix is disrupted in the top part of the
figure as a consequence of the first bow-shock collision, as already mentioned.
After ∼ 2 precession periods, the working surface of the jet shows instabilities
that lead to jet deceleration and mixing with the ambient medium, leaving
behind a wake of mixed plasma that is swept afterwards by a younger stream.
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Figure 6.5 3D render of density for the continuous jet simulation (run i) at three time frames
(t = 200, 380, 560 Rj/c) and two different perspectives: lateral (left) and top (right). To
highlight shocks and discontinuities, density is limited from ρmin = ρ0 to ρmax = 10ρ0. The
interaction of bow-shocks created at different precession cycles creates strong shocks that
destabilise the jet plasma in this region, as shown during the first interaction at t = 200 Rj/c.

Although the main objective of this simulation is to create a shocked cav-
ity that serves as initial condition to inject the discrete components (which is
the principal aim of the work), at this early stage in the total jet evolution
(t∼ 468 days) the propagation reveals one interesting dynamical feature: after
approximately two precession periods, the continuous stream is prone to the
development of instabilities that corrugate the jet surface and favour its decelera-
tion at y> 0.07 pc. Although this would require further analysis (and possibly, a
specific simulation following the conditions in run i), we propose three possible
origins for these instabilities: (1) Kelvin Helmholtz instabilities (KHI; as first
proposed by Heavens, Ballard, and Kirk 1990), since the jet ballistic velocity has
a tangential component with respect to the outflow/ambient contact discontinu-
ity, while the shocked plasma in front of it is at rest; (2) centrifugal instabilities
[Gourgouliatos and Komissarov 2018b, Gourgouliatos and Komissarov 2018a],
since this tangential component rotates along the jet surface, and (3) corrugation
instabilities [Stone and Edelman 1995, see also D’Yakov-Kontorovich instabilities



6.3 Results and preliminary discussion 189

Continuous injection

Blob-blob interactions

Figure 6.6 3D render of jet tracer f for continuous (run i, top) and discrete (run ii, bottom)
SS 433 jet simulations. The simulated jet has been mirrored for visualization purposes to show
two different perspectives at the same time. The inset plot displays a zoom of a region of run
ii, showing that blobs interact in a coalescence process to form larger elongated structures.
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Huete and Vera 2019, and references therein], which respond to perturbations
to the shape and velocity of the shock front. For example, Heavens, Ballard,
and Kirk 1990 predicted that KHI may arise at y > 0.035 pc, but due to the
large density ratio between the jet and its surroundings in our simulation, the
instability growth rate could be smaller than this prediction [see e.g. Begelman,
Blandford, and Rees 1984], which is indeed more compatible with the results in
run i. A similar corrugation leading to jet disruption is observed in hydrody-
namical simulations [Monceau-Baroux et al. 2014], so the magnetic field does
not seem to play a role in the observed behaviour. We emphasise, however, that
a proper description of the continuous injection would possibly require a larger
number of precession periods [as performed by Monceau-Baroux et al. 2014,
Monceau-Baroux et al. 2015], since a certain degree of stationarity should be
required in the uniform grid.

6.3.2 RUN II: Discrete injection and blob-blob interactions

The bottom panel of Fig. 6.6 shows a 3D render of the tracer function f at
t∼ 960 days. A different visualisation, but showing a top (left) and front (top)
view of the render, is displayed on Fig. 6.7, for the sake of completeness. Due
to the intrinsic velocity scattering (following Eikenberry et al. 2001, Blundell
and Bowler 2004), blobs interact within the uniform grid, as faster ejections
catch up slower components injected at almost the same precession phase. These
interactions create larger elongated coalescences (see inset plot in Fig. 6.6),
which then propagate freely as no further collisions take place with other blobs.
However, despite these collisions, the overall jet morphology and the twisted
precession trace is well preserved, similar to the continuous jet in run i. In the
stretched grid (i.e. > 0.07 pc), we can follow the evolution of the continuous
stream injected during run i, which at this time appear highly corrugated and
shows that these cycles have merged in a ring-like structure. The jet material
in front of the ring has been propelled when the second cycle collided with
the first. However, we remind the reader that any interpretation about the jet
dynamics within the stretched grid should be treated carefully, since in this
region the dynamics is largely affected by numerical diffusion. Be that as it
may, the formation of this terminal ring is interesting and should be analyse
in the future, since ring-like features have been found observationally in the
hypothetical interaction of the jet with the W50 SNR [see e.g., Safi-Harb et al.
2022].
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Figure 6.7 3D render of the tracer function of run ii simulation showing a top (left) and front
(right) view.

In Fig. 6.8, we show a 3D render of the magnetic field squared modulus (left),
jet tracer (right, top) and jet velocity modulus (right, bottom). For visualisation
purposes, |B|2 is limited to the range (10−13 − 10−8), jet tracer to (0.25 − 1)
and jet velocity to (0.1 − 0.25), all in the code system of units. In the blobs, the
field strength resembles the ring-like structure of the toroidal field at injection,
which decreases as blobs merge and increase its size, and is only enhanced in the
interaction spots, when field lines may be locally compressed. The collision of
blobs can also lead to elongated structures outside the jet trace, as shown in the
inset plot of left panel, which also require more analysis. The tracer function
(right panel, top) shows that for f > 0.5 the jet has an overall continuous
morphology, as blob coalescence and mixing leads to an inhomogeneous plasma
tube, where the jet material is concentrated on ballistic components. These
bullets, however, preserve the injection velocity during the whole uniform grid,
since as shown in the right bottom panel, the bulk velocity of these blobs is
V ≥ 0.25 c at y∼ 0.07 pc.
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The results of this run show two important dynamical effects. On the
one hand, blob collisions do not result in loosing the precession path, as this
would be a critical point to disregard the model. These interactions produce
larger elongated coalescences that then propagate without further collisions. On
the other hand, the velocity of these blobs seem to be rather stable along the
uniform grid (i.e. y<0.07 pc), which lose ∼ 1% of the injected velocity in the
2 first precession periods (see Fig. 6.8). This is also important for accepting
the simulated morphology, since no relevant signs of deceleration are deduced
from the radio imaging of the arcsec jets [Spencer 1984, Miller-Jones et al. 2008,
but see also Stirling et al. 2004, where the authors considered a deceleration
term of ∼ 0.02 c per period to reproduce accurately the source observations].
We expect, however, that these structures decelerate at larger distances as they
collide with the material in the cavity, although we question whether the knotty
features observed by Chandra at ∼ 1.6 pc could be connected with the simulated
coalescences in the sub-parsec scale.

6.3.3 RUN III: Ultra Relativistic Flows

Figure 6.9 shows the result of run iii, where after injecting a bunch of homoge-
neous blobs at V=0.26 c during almost three full precession periods (i.e. run
iii-a), we injected a relativistic underlying flow at V=0.75 c (i.e. run iii-b). In
the top panel of the figure, we display a 3D render of the simulation limited to
the uniform grid, where we show the homogeneous non-interacting blobs and
the URF, which fills the left part of the cavity. All these blobs have the same
structure, with a ballistic head followed by a tail of material, as shear effects act
in this case in all directions. In the bottom panel, we see that the magnetic field
preserves the injected toroidal structure in the head of the blob, while it aligns
with the propagation direction along the plasma tail. As we can also deduce
from the figure, the relativistic flow is highly disrupted, has lost its coherence,
and has not interacted with the blobs emitted in the previous period (located in
the figure at ∼ 0.07 pc).

The existence of URFs in SS 433 was suggested by Migliari et al. 2005 based
on the rapid variability observed by Chandra, where a knot in the east extended
jet got brighter after another in a short time scale. The interpretation of this
brightening as an URF that moves at > 0.5 c is not unreasonable, since these
type of outflows (even with higher velocities) have been proposed to exist in
other X-ray binary systems (see Sec. 1.2.3). However, later observations of the
source could not confirm their existence in the case of SS 433 [Miller-Jones
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Figure 6.9 Top: 3D render of the tracer function of run iii simulation, showing the underlying
relativistic flow propagating through the cavity. The jet propagates along the positive Y-axis.
Bottom: Integrated magnetic field lines in the homogeneous blobs. The toroidal field is
preserved in the head of the blob, while shear creates an elongated tail behind it, where the
field is aligned with the propagation direction.
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Figure 6.10 Three ∼20 ks zeroth order HETGS images of SS 433, taken every 2 days on 2001,
May 8th (left), May 10th (middle), May 12th (right). Images are rebinned to one sixteenth
of the original pixel size and smoothed. Contour levels are 2.7, 3, 3.2, 4, 5, 7, 10, 15, 18,
20, 25, 34, 37 counts per rebinned pixel for the May 12th observation and normalised to
this for small changes in exposure times (less than 6%) in the other 2 observations. The
twisted precession trace as predicted from Stirling et al. 2002 is superimposed to the images.
The lower-right panels show the histograms of the three observations. These contour images
indicate a brightening of the east jet and a rapid fading in the west jet. Reproduced with
permission from Migliari et al. 2005 (Fig. 5).

et al. 2008], although Very Long Baseline Interferometry (VLBI) monitoring by
Mioduszewski et al. 2004 shows hints for some knot re-energisation at smaller
scales.

Our run iii simulation does not reproduce the model dynamics, since as
shown before, the outflow disrupts before colliding with the target blobs. This
could be related with the properties of the URF, which is initially over-pressured
with respect to the shocked cavity, leading to a rapid expansion and eventual lost
of coherence. Moreover, since the fluid is also hotter, the growth of instabilities
–of the same kind as before, due to the injection mechanism– could be also faster
than in the continuous jet of run i.

6.3.4 Jet magnetic fields

In Sec. 6.3.2, I showed how the field strength is distributed in run ii simulation,
but no information about the field orientation was provided. Thus, Fig. 6.11
and Fig. 6.12 show the integrated field lines in run i and run ii simulations,
respectively. In these figures, the colour scale is coded according to the jet tracer
function, although in the inset panels colours are inverted with respect to the
main legend to highlight the jet trace.

In run i, the toroidal field is advected with each quasi-discrete component,
thus following the path of the continuous stream (Fig. 6.11, inset b). Only
when the tube is disrupted –as in the top part of the helix (Fig. 6.11, inset a)–,
field lines display a poloidal component along the jet trace. Shear can act in the
perpendicular direction to the trace, where very ordered poloidal field lines fill
the whole cavity like a magnetic curtain. In run ii, however, the interaction
of blobs breaks the homogeneity of the toroidal field along the jet locus, which
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(a)

(b)

Tracer

Figure 6.11 Integrated magnetic field lines for run i simulation, where the colour map represents
the tracer function. Inset plots show that field lines align with the propagation direction when
the flow is disrupted (a), while they follow the helix path if the jet is continuous (b). Colour
map is inverted in the inset plots to highlight the jet trace. The cavity between two precession
cycles is filled with a magnetic curtain of poloidal lines, which are formed by shear acting in
the perpendicular direction to the jet path.

eventually tend to align with the velocity direction in the schocked blobs (see
inset a and b in Fig. 6.12). Thus, we suggest that the field structure in the
homogeneous blobs of Fig. 6.8 is an intermediate state, since shear can act in all
directions, but the injected toroidal field is preserved in the core of the blob, as
these propagate freely with no lateral collisions.

In order to quantify this effect, we followed the methodology described in
Sec. 6.2.4 to integrate the velocity and magnetic field vectors along the line of
sight, where the jet kinematic locus is derived from the projection of the tracer
function. Figure 6.13 shows the jet projection in the uniform grid for run i
(top) and run ii (bottom) simulations, where red circles represent the extracted
kinematic trace. The angle that this trace and the projected fields form with
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Tracer

(b)

(a)

Figure 6.12 Integrated magnetic field lines for run ii simulation, where the colour map
represents the tracer function. Inset plots show the magnetic field in the blobs, where colour
map is inverted to highlight the magnetic field in the jet plasma. Inset plots (a,b) show two
regions where the interaction of discrete components breaks the homogeneity of the toroidal
magnetic field.

the y-axis of the plane of the sky is shown in Fig. 6.14, where all curves have
been smoothed with a gaussian filter. These curves are compared with the
polarisation data of Miller-Jones et al. 2008, represented with black squares
on each panel. Although in the case of continuous injection the magnetic field
angle follows the trace curve (as already inferred from Fig. 6.11), the amplitude
of the oscillation is lower. We propose that these could be related with the
intrinsic toroidal configuration of the field in the simulations, which could lead
to a certain degree of vector cancellation when integrating along the line of sight.

To quantify statistically the alignment of the magnetic field with respect to
the jet locus or the local velocity vector, we determined the Pearson product-
moment correlation coefficients between those quantities. This yields CB

f ∼ 0.81,
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CB
V ∼ 0.07 in run i, and CB

f ∼ 0.15, CB
V ∼ 0.67 in run ii, where CB

f is the
correlation coefficient between the trace and the magnetic field and CB

V is the
correlation coefficient between the velocity and the magnetic field. This result
suggests that in case of continuous injection the magnetic field is aligned with
the projected kinematic trace, while in the case of colliding bullets, the magnetic
field tends to follow the local velocity direction (specially after 1 precession
period), in promising agreement with the results by Miller-Jones et al. 2008.

6.4 Conclussions
In this chapter of the thesis, I present the preliminary results of a project
performed within the Spanish Supercomputing Network (Red Espanola de Super-
computacion), where we have developed large-scale simulations of the precessing
jets in the microquasar SS 433, including for the first time the dynamical evolu-
tion of magnetic fields and the apparent knotty jet morphology observed with
VLBI. Our simulations were performed in a stretched grid that extends up to
(0.2 pc)3, where the inner (0.07 pc)3 are covered with uniform cells with high
resolution (i.e. 10 cells/Rj). In this work, we followed a strategy based on
performing two running simulations (plus a third one), where the aim of the
former is to establish a shocked cavity in the uniform part of the grid that is
later used to initialise the main simulation.

After our preliminary analysis, we found two relevant arguments that support
the existence of discrete components in the arcsec precessing jets, as previously
suggested by Miller-Jones et al. 2008: first, if blobs have a velocity scatter –that
seems reasonable according to past observations of the source– their interaction
lead to compact elongated structures which are less prone to the development of
instabilities than the continuous stream. These larger blobs, which do not suffer
significant deceleration in the simulated scales, can propagate more easily to
larger distances. Secondly, by post-processing algorithms, we showed that the
existence of colliding knots produce a component of the magnetic field which
is aligned with the local velocity vector, in contrast to the continuous stream
where the initial toroidal field follows the jet kinematic trace. Moreover, we also
tried to address the existence of URFs in the system, but the parameter space
of this simulation was not appropriate to reproduce the expected observational
results. In Chapter 7, I will briefly describe the roadmap we will follow in the
future to improve and extend the simulations presented in this chapter to assess
the complex multi-scale dynamics of the outflows in SS 433.
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Figure 6.13 Tracer function integrated along the line of sight for run i (top) and run ii
(bottom) simulations. Red points represent the location of the extracted kinematic locus.
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Figure 6.14 Angle of the extracted kinematic locus (blue), jet velocity (orange) and magnetic
field (blue) with respect to the y-axis in the plane of the sky for run i (top) and run ii
(bottom). Black squares represent the polarisation data from Miller-Jones et al. 2008.



Chapter 7
Summary and future work

This chapter (Sec. 7.3) reproduces an extract of the following publication: Numer-
ical simulations of relativistic jets. M. Perucho and J. Lopez-Miralles. Journal
of Plasma Physics, 89(5), October 2023. DOI: 10.1017/S0022377823000892.
Reproduced with permission.

On this second Part of the thesis, I have presented the first bunch of simula-
tions we performed with our new code lóstrego in the context of jet propagation
in binary systems. These two chapters can be summarised as follows:

On Chapter 5 (originally published in López-Miralles et al. 2022), I studied
the interaction of jets in high-mass X-ray binaries (HMXBs) with the strong
winds driven by the hot companion star in the vicinity of the compact object
(CO), a fundamental process to understand the jet dynamics, non-thermal emis-
sion and long-term stability. In particular, I studied the dynamical role of
weak and moderate-to-strong toroidal magnetic fields during the first hundreds
of seconds of jet propagation, focusing on the magnetised flow dynamics and
the mechanisms of energy conversion. Using the lóstrego code, I performed
the first three-dimensional (3D) relativistic magnetohydrodynamics (RMHD)
numerical simulations of relativistic magnetised jets propagating through the
clumpy stellar wind in a HMXB. The overall morphology and dynamics of weakly
magnetised jet models is similar to previous hydrodynamical simulations, where
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the jet head generates a strong shock in the ambient medium and the initial
over-pressure with respect to the stellar wind drives one – or more – recollimation
shocks. In the time scales of our simulations, these jets are ballistic and seem to
be more stable against internal instabilities than jets with the same power in
the absence of magnetic fields. However, moderate-to-strong toroidal magnetic
fields favour the development of current-driven instabilities and the disruption
of the jet within the binary. A detailed analysis of the energy distribution in
the relativistic outflow and the ambient medium reveals that both magnetic and
internal energies can contribute to the effective acceleration of the jet. These
simulations also certify that the jet feedback into the ambient medium is highly
dependent on the jet energy distribution at injection, where hotter, more dilute
and/or more magnetised jets are more efficient, as anticipated by feedback
studies in the case of jets in active galaxies.

On Chapter 6, I presented the results of a project that I developed within
the Spanish Supercomputing Network (Red Espanola de Supercomputación),
where we perfomed the most detailed large-scale 3D numerical simulations of the
SS 433 precessing jets at the scale of the sub-parsec, including for the first time
the dynamical evolution of the jet magnetic fields. The physical processes that
govern the jet dynamics at this scale are essential, not only for understanding
the observed optical, radio and X-ray emission, but also for explaining the
astonishing SS 433-W50 large-scale source morphology. In this work, I explored
how a precessing jet based on the physical parameters of SS 433 with an initial
toroidal magnetic field configuration can develop a poloidal component –aligned
with the local velocity vector in the plane of the sky– after the first precession
cycle, and specifically, the role of discrete plasmon collisions into this process. I
also addressed the effect of these interactions on the overall morphology, dec-
celeration and the long-term jet stability, which are also needed for improving
our understanding of particle acceleration and high-energy emission beyond
the sub-parsec, in the SS 433/W50 lobes. Overall, our results suggest that
the observed characteristics of the source are compatible with the existence of
discrete structures, rather than with jets based on a continuous flow.

In the present chapter, I resume ongoing and future applications of the
lóstrego code in the context of relativistic jet simulations:



7.1 The binary scale 203

7.1 The binary scale

The stellar wind parameters employed on Chapter 5 are a reasonable assumption
for an OB-type star. This means that the setup is appropriate to reproduce the
black hole binary Cygnus X-1 (Cyg X-1), but it is less accurate when approaching,
for example, Cygnus X-3 (Cyg X-3; see also Chapter 1.6). In the latter, the
strong winds driven by the Wolf-Rayet (WR) star –which are denser and faster
than in Cyg X-1– may have a larger impact on the jet dynamics, which can
also be affected by the short orbital separation (2 − 3 × 1011 cm), or even by
the photon field of the star (LW R ∼ 4 − 6 × 1038 erg/s). However, this type of
simulations, which are also more demanding from the numerical point of view,
have not been addressed in the literature even with hydrodynamical codes.

Thus, a first step forward in the simulations presented in Chapter 5 consists
on changing the conditions of the stellar wind to reproduce the environment
of a WR star. In particular, I plan to address the spectral transitions from/to
the so-called hypersoft state – in which the radio and hard X-ray fluxes are
found at their lowest levels (or non detected at all) – during an outburst, which
contrary to other X-ray binaries (XRBs), are observed during the transitions
from the soft to the hard state [Koljonen et al. 2010]. By analysing spectral
and timing properties of the source multi-wavelength observations, Koljonen
et al. 2018 proposed a model where systems with stronger winds should indeed
develop powerful radio episodes at the transition from the soft to the the hard
state. During this transition, the outflow acts against the powerful stellar wind
in the system –which had time to refill the region during the hypersoft state–
and evacuates a shocked cavity, while during the transition from the hard to the
soft state the transient jet [see e.g. Miller-Jones et al. 2004] expand more freely
within the existing cocoon and collide with the steady –possibly slower– jet in the
hard state (Fig. 7.1). To test this model, I will perform a 3D RMHD simulation
of a relativistic jet propagating in a stretched grid similar to the one employed
in Chapter 6 (a uniform grid with high resolution plus an extended stretched
grid), initially filled by the WR stellar wind (i.e. the soft to hard transition
during an outburst). Once the jet head arrives to the extended mesh, we will
modulate the Lorentz factor of the jet at injection to trigger internal shocks,
reproducing the intermittent emission during the hard to soft state transition. A
post-process step should be performed to calculate the expected radio emission
in the two proposed scenarios (see e.g. Appendix A).
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Figure 7.1 Cartoon of the jet-wind interaction for Cyg X-3. Reproduced with permission from
Koljonen et al. 2018 (Fig. 13), ©ESO.

7.2 Beyond the binary scale

Orbital motion and magnetic fields As introduced in Chapter 1, Barkov
and Bosch-Ramon 2022 performed long-term 3D relativistic hydrodynamics
(RHD) simulations – using the pluto code – of jet propagation within a HMXB
system considering the combined effect of the stellar wind and the orbital motion
(with orbital parameters compatible with both an XRB as Cyg X-1 or Cyg
X-3). In that study, they found that the moderate bending produced by the
lateral impact of the wind, together with the orbital effect, leads to relativistic
jet precession and flow disruption in scales ∼ 1 AU (even for jets with power
∼ 1037 erg/s). Therefore, a next step forward in this analysis consists on
including the dynamical evolution of magnetic fields in this kind of simulations
using the lóstrego code. Although we do not expect that the magnetic field is
dynamically relevant at these scales, in Chapter 5 we showed that even weak
magnetic fields can affect the development of instabilities [see also Massaglia et al.
2022, for the case of extragalactic jets], and furthermore, the field configuration
beyond the interaction region can be relevant to understand the jet emission at
these scales. This setup, however, should be treated carefully, since changing
the injection point at the boundary could lead to non-physical solutions of the
fields (i.e. non-zero divergence) in the first cells of the grid. These simulations
will be performed in collaboration with Prof. Valentí Bosch-Ramon (University
of Barcelona).
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Jet inflated bubbles One application of the hydrogen ionisation module
described in Appendix A in the context of microquasars is the study of jet-
interstellar medium (ISM) interactions, where the system Cyg X-1 is possibly
the most representative example. In this system, the powerful jets driven by
the source are thought to inflate a bubble in the surrounding medium [Gallo
et al. 2005, Russell et al. 2007], where the shocked heated ISM is observed
through thermal Bremmstrahlung radiation from radio to optical wavelengths
(see also Chapter 1.6). The study of this interaction (for example, in Gallo et al.
2005) revealed a larger jet power than that inferred from direct observations
of the compact jet in the core. This could suggest, for example, the presence
of a large amount of cold protons in the outflowing plasma [Heinz 2006]. We
will then simulate the interaction of the jet with the ISM – which will be
characterised based on observational data of the binary field – and perform
a bunch of simulations varying the jet total power and composition in order
to constrain these parameters. This can be done, for example, studying the
accuracy by which the simulation reproduces the observed shell morphology of
the source.

7.3 Kink instabilities and non-thermal emission

7.3.1 Improving magnetic field visualisation

The dynamics of Jet C in Chapter 5 is particularly interesting from several
points of view. The jet evolution during the interaction with the stellar wind
is significantly different with respect to a hydrodynamical jet with the same
total power: whereas a powerful hydrodynamical jet evolves without losing
collimation, the magnetised jet is prone to the development of current-driven
instability pinching and kink modes triggered by overpressure and the toroidal
field. Therefore, the jet shows a chain of recollimation shocks within the
binary scale, followed by the development of a strong kink that spreads the
jet momentum throughout a larger area and decelerates its advance (see e.g.
Fig. 7.2, showing the jet core in the simulation). The magnetic field structure is
toroidal from injection to the development of the kink, while it becomes highly
entangled near the head, filling the cavity.

In Fig. 7.3 we present the resulting configuration of the magnetic field in this
simulation by focusing on the field lines. This plot shows relevant information
about the field structure in the jet spine, which was hidden by the mixed plasma
in the cocoon in our representation in Fig. 5.11 of Chapter 5. Since the magnetic
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Figure 7.2 3D rendering visualisation of the jet core (f > 0.9) propagating through the clumpy
stellar wind. Originally published in Perucho and López-Miralles 2023.

field within the cocoon is low compared to that in the jet, we have applied a
linear transparency to the field lines, weighted by the field vector module. In
the mid-low part of the jet, the magnetic field preserves the toroidal structure of
injection, which is reinforced at the recollimation shocks, as expected. The jet
tracer 3D render (Fig. 7.2), which is limited to f > 0.9 to highlight the jet core,
shows a pinched morphology and a set of annulus of jet plasma surrounding the
core, which are deposited in the cavity due to the jet dynamics during the first
stages of propagation. This morphology is very particular and could give rise to
different emission patterns that deserve to be studied in detail, but this is out
of the scope of this thesis. In the mid-upper part of the simulation, both the
new representation of the field and the tracer function allow us to distinguish
a well-resolved precessing morphology, triggered by the development of a kink
instability. The inset plot of Fig. 7.3 zooms in the jet head, showing that the
field is highly reinforced at the elbow of the twisted trace, which is also directly
impacting the shocked environment formed by the stellar wind.

7.3.2 Magnetic dissipation in ideal RMHD simulations

Further analysis will be required to investigate the consequences of this precessing
morphology on the jet dynamics (within and beyond the binary), on the one
hand, and its implications in terms of non-thermal emission, on the other. These
kinks could contribute to the observed signatures of precessing jets that have
been resolved at radio wavelengths for different XRBs with jet-like structures.
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The most relevant example of jet precession is the well-known microquasar SS
433, but there are many other examples [see e.g., Mioduszewski et al. 2001,
Massi, Ros, and Zimmermann 2012, Miller-Jones et al. 2019, Luque-Escamilla,
Martí, and Martínez-Aroza 2020]. The origin of precession in microquasars is
still debated for most of these sources. Although the classical theoretical models
tend to explain precession by invoking relativistic effects of the inner disc [i.e.,
Lense-thirring precession, Liska et al. 2018, Motta et al. 2018] or the coupled
effect of stellar winds and orbital motion [Barkov and Bosch-Ramon 2022], our
simulation shows that current-driven instabilities can also trigger helical patterns
during the jet-wind interaction, although the periods associated with this kind of
precession should be accurately related. For example, current-driven instabilities
have been suggested to explain the large-scale morphology of the jet structures
observed in GRS 1758–258 [Luque-Escamilla, Martí, and Martínez-Aroza 2020].

This simulated jet thus represents an extraordinary candidate to produce
high-energy radiation in microquasars, since energy dissipation may not only
occur at the several reconfinement shocks where particles can be accelerated, but
also in a kink instability that could lead to kink-driven magnetic reconnection
processes further out from the injection base [see e.g., Bodo, Tavecchio, and
Sironi 2021, Bodo et al. 2022]. The characterisation of the periodic behaviour
of these processes (i.e., shocks and kink-driven precession) can be also relevant
to interpret the rapid X-ray variability observed in some XRBs/microquasars.
Therefore, future work will include consideration of those dissipative processes
in the acceleration of non-thermal particles and the triggering of high-energy
radiative output. Although magnetic reconnection is not reproduced in ideal
RMHD codes like ours [see e.g., Mattia et al. 2023, for a recent example of
a resistive RMHD jet simulation], numerical methods as those presented in
Bodo, Tavecchio, and Sironi 2021 will allow us to characterise the formation
of current-sheets and magnetic dissipation regions into our simulation. We
expect that the combination of such analysis with numerical simulations as those
presented in this thesis, will provide new insights into the physical processes
that lead to non-thermal emission in microquasar jets.
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7.4 SS 433 jet simulations

Variability and Ultra Relativistic Flows In Chapter 6, I showed a sim-
ulation that aimed to assess the propagation of an underlying flow within the
helix path created by the precessing jets in SS 433 (i.e. run iii in the chap-
ter nomenclature), as suggested by Migliari et al. 2005 to explain the rapid
variability observed by Chandra. Nevertheless, the parameters of the Ultra
Relativistic Flow (URF; i.e. Vj = 0.75 c and ρ ∼ 2ρ0), which were arbitrarily
chosen for the simulation, were not sufficient for the URF to collide with blobs
ejected in the previous cycle. As I stated in Chapter 6, apart from showing the
field configuration in the homogeneous blobs (which was interesting for the sake
of completeness), we only discussed the results of the simulation to present a
future line of work. We can then take advantage of the information provided
by the failed run to perform a new simulation modifying the properties of the
underlying outflow, for example, by increasing the velocity, density or even the
magnetic field (although we do not expect a dynamically relevant magnetic field
at the scale of the sub-parsec, the physical properties of the URF are unkown).

Jet formation and Ultra-luminous X-ray sources In a nutshell, three
important questions remain unclear about jet formation in SS 433: (1) the
fundamental nature of the jet (formation mechanism, composition, etc.) and its
collimation agent, (2) the origin of jet precession at P ∼ 162 d and (3) the jet
speed at V ∼ 0.26 c, constant along more than 40 years of continuous monitoring
of the source. In Marshall, Heinz, and Schulz 2014, the authors proposed two
main jet formation models in SS 433 (see Fig. 7.4). In the first one (left panel), the
supercritical accretion rate leads to a very thick accretion flow. The jet, however,
is misaligned with respect to the accretion plane, and precesses at θ ∼ 20◦ with
respect to the disc axis, plowing through the thick disc. The jet, which could be
leptonic and highly relativistic very close to the CO, is decelerated –and possibly
mass-loaded– within the disc up to the observed velocity (i.e. V ∼ 0.26 c), and
X-ray emission is only visible on the exit [e.g. Marshall et al. 2013]. In this
model, radiation can also be channeled through the disc funnel by radiation
pressure (as in the numerical simulations presented by Sądowski and Narayan
2015), and interact with the collimated jet at larger distances (see also Chapter
10). In the second model (right panel), the jet is instead aligned with the BH
rotation axis, but if a thin titled disc extends outwards, the interaction of the jet
with the powerful winds driven from the outer disc (by radiation pressure) could
also lead to jet bending and forced precession. Therefore, in order to study these
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Figure 7.4 Scheme of two different models for jet formation and early propagation: jet precession
within a thick disc (left) and forced precession due to the lateral impact of the external disc
(right). Reproduced from Marshall, Heinz, and Schulz 2014.
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Figure 7.5 Logarithmic density in the vertical plane for a thick disc in a Schwarzschild (left)
and Kerr (spin a=0.99; right) metric. Courtesy of Dr. S. Gimeno-Soler (University of Aveiro).

scenarios with numerical simulations, the radiation module of lóstrego –that
allows to couple the plasma with an external photon field– is highly desirable.
The first model also requires a thick disc solution (including radiation) to be
used as initial conditions in the grid (Fig. 7.5), while for the second model I
will follow a setup similar to Plewa et al. 1997. The interaction of jets with the
accretion winds (as inferred by NuSTAR in Middleton et al. 2021) can be also
addressed with future numerical simulations, since the role of these winds in the
the jet propagation and the extended emission is also unclear. We will perform
this study in collaboration with Herman Marshall (MIT Kavli Institute) and
as part of a Chandra observation proposal, by which we aim to prove the ULX
nature of the system (see Chapter 10).
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7.5 Beyond microquasars: AGN jet simulations

On Appendix A, I present different projects in which I have participated during
the thesis in the field of AGN relativistic jet simulations, where lóstrego
represents an optimal tool for a myriad of possible applications:

Ring/arc structures in Hercules A In Perucho et al. 2023, we presented a
3D RHD simulation that reproduces the large-scale morphology of the peculiar
radio galaxy Hercules A. Nevertheless, one morphological feature that was not
captured by the simulations –at least, as resolved extended structures– are the
ring/arc-like features observed in the radio images (see discussion in Appendix
A of the thesis and Timmerman et al. 2022). Since the characteristic time of
the simulation differs from that of the real source, it is difficult to conclude if
these features are not present in our solution, or should these type of structures
develop in a later stage of the jet-lobe evolution. Nevertheless, the role of
magnetic fields in the internal lobe structure must be addressed with a dedicated
study, for which we will repeat the simulations in Perucho et al. 2023 with the
lóstrego code. Magnetic energy flux will then be injected in equipartition
with the internal energy flux, and different field configurations (toroidal vs.
non-toroidal, see Chapter 4) will be also tested in the setup.

Long-term evolution of jets and feedback We plan to assess the role of
relativistic outflows in the evolution of their host galaxies and clusters, which is
a key process in the shaping of these cosmological structures. In this respect, the
combination of radiation dynamics with magnetohydrodynamical simulations
(see Chapter 3) could allow us to tackle both quasar mode and radio mode
feedback scenarios in this type of galaxies. On their own, magnetohydrodynamic
simulations of jets can also contribute to improve our understanding of the
jet-intergalactic medium interactions and explain the origin of the filaments and
complex structures revealed, for example, by MeerKat [e.g., Ramatsoku et al.
2020, see Fig. 7.6].

Instabilities The development of instabilities in relativistic plasmas is a
relevant process to understand jet properties and their remarkable stability,
which allow them to propagate up to very large distances. This would be
an academic approach to plasma physics, following a similar strategy to e.g.,
Perucho et al. 2004, Perucho, Martí, and Hanasz 2004, Perucho, Martí, and
Hanasz 2005, Perucho and Martí 2007.
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Figure 7.6 Left: Radio continuum emission from ESO137-006 detected by MeerKAT at
1030MHz. Right: Gradient image (Sobel convolution kernel) with the three most prominent
collimated synchrotron threads labelled. Reproduced with permission from Ramatsoku et al.
2020 (Fig. 1 and Fig. 2), ©ESO.

Jet physics at sub-parsec and parsec-scale At these scales, space and
global VLBI observations reveal complex dynamics and structures that are
advected from the jet forming regions. Relatively straightforward improvements
of the code would increase the amount of scenarios that the code could probe in
the future. Among these, we can study, for example, the propagation of injected
perturbations through a jet to be compared with observations such as those
obtained for 3C 111 [Kadler et al. 2008, Beuchert et al. 2018, Schulz et al. 2020],
jet collimation and acceleration [e.g. NGC 1052; Baczko et al. 2022, Fromm et al.
2019], or jet stability and generation of structures [e.g. 3C 273; Bruni et al. 2021].
In particular, in a recent paper submitted to Astronomy & Astrophysics (L.
Ricci, M. Perucho, J. Lopez-Miralles et al., 2023), we developed 2D axysimmetric
RMHD simulations to explore jet acceleration from sub-pc to pc scales. As
initial conditions, we used previous observational constraints on jet properties
derived by means of VLBI observations for a prototypical Fanaroff-Riley I radio
galaxy, the source NGC 315 [Ricci et al. 2022], and analyse the contribution
of both thermal (i.e. Bernoulli) and magnetic energies on the jet acceleration
pattern. The results of this analysis, which are promising to understand jet
acceleration in AGN jets, can be also extended to 3D using the lóstrego code.
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Chapter 8
Rapid X-ray variability of the
γ-ray binary LS I +61°303

This chapter was originally published in J. López-Miralles, S.E. Motta, S.
Migliari, F. Jaron. Rapid X-ray variability of the gamma-ray binary LS I +61°303.
Monthly Notices of the Royal Astronomical Society, June 2023. DOI: 10.1093/m-
nras/stad1658. Reproduced with permission.

8.1 Introduction

The high-mass X-ray binary LS I +61°303 consists of a compact object (CO) with
an eccentric orbit (e ≈ 0.7) around a rapidly rotating B0 Ve type star [Casares
et al. 2005], whose orbital period is P1 = 26.496 ± 0.0028 days [Gregory 2002].
The nature of the CO in LS I +61°303 is still unclear. Since optical observations
are not accurate enough to place strong constraints on the mass function of the
object, which is in this case affected by large statistical uncertainties [Casares
et al. 2005], some authors argue that the central engine of the binary is a stellar-
mass black hole [BH; see e.g., Punsly 1999, Massi, Migliari, and Chernyakova
2017], while others suggest that the system contains a neutron star [NS; see e.g.,
Maraschi and Treves 1981, Torres et al. 2012].

LS I +61°303 has been detected in a wide range of wavelengths, from radio
[i.e., non-thermal synchrotron, see e.g., Gregory and Taylor 1978] to X-rays [see
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e.g., Bignami et al. 1981], as well as at high-energies, at GeV [Abdo et al. 2009],
and very high-energies, at TeV [Albert et al. 2006]. It is therefore one of the very
few γ-ray emitting binaries [see e.g., Mirabel 2007, Chernyakova and Malyshev
2020, and references therein], together with other canonical systems as LS 5039,
HESS J0632+057 or 1FGL J1018.6-5856.

In the X-ray energy range, LS I +61°303 is a weak source, with an average
luminosity of Lx ∼ 1033 erg/s [Bignami et al. 1981]. The Rossi X-ray Timing
Explorer (RXTE) satellite [Paredes et al. 1997, Harrison et al. 2000, Greiner and
Rau 2001, Leahy 2001, Smith et al. 2009, Torres et al. 2010, Li et al. 2011], as
well as instruments on other missions, such as Swift-XRT [Esposito et al. 2007]
or INTEGRAL-IBIS/ISGRI [Ubertini et al. 2009, Zhang et al. 2010], allowed to
perform long-term X-ray monitoring of LS I +61°303, while soft X-ray pointed
observations performed by XMM-Newton [Sidoli et al. 2006], Chandra [Paredes
et al. 2007, Kargaltsev et al. 2014], ASCA [Leahy, Harrison, and Yoshida 1997],
ROSAT [Taylor et al. 1996] and Einstein [Bignami et al. 1981] were in general too
short to cover a full single orbit. In 1996, the source was intensively observed by
RXTE for one entire orbital cycle [Harrison et al. 2000]. Other authors [Greiner
and Rau 2001, Neronov and Chernyakova 2007] analyzed the same data set and
found that the energy spectrum could be fitted properly by a simple, relatively
hard, absorbed power law, suggesting an underlying non-thermal X-ray emission
mechanism. Smith et al. 2009 analysed five months of RXTE Proportional
Counter Array (PCA) observations and found that the light-curve showed a
two-peak profile in the 2-10 keV band, where the flux and the photon index were
anti-correlated. Similar results were previously reported by Paredes et al. 1997,
but using RXTE/ASM data. Later on, Torres et al. 2010 and Li et al. 2011
considered respectively 35 and 42 full cycles of the source orbital motion. They
showed that the orbital profile was not stable (meaning that the phase of the
light-curve peak varied over time) and reported a strong anti-correlation between
the X-ray flux and the source photon index. Together with the X-ray flux
modulation, at radio wavelengths LS I +61°303 shows periodic radio outbursts
[Gregory, Peracaula, and Taylor 1999], whose phase was also reported to vary
periodically with the same period as the X-ray peak [Gregory, Peracaula, and
Taylor 1999, Jaron and Massi 2013]. More recently, Massi et al. [2020] also
performed a campaign of simultaneous multi-wavelength observations of the
system along one single orbit, confirming not only the predicted double-peak
light-curve, but also that X-ray dips were coincident with radio and γ-ray peaks.
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8.1.1 High-energy emission models

There are two main competing scenarios to explain the multi-wavelength obser-
vations of LS I +61°303, with a special focus on the origin of its non-thermal
emission (see Fig. 8.1): accretion onto a CO and jet ejection (i.e., a NS or BH
microquasar, as first proposed by Taylor and Gregory 1982), or the interaction
of a pulsar with the wind of the companion star [first proposed by Maraschi and
Treves 1981].

8.1.1.1 Microquasar model

In the microquasar model [see e.g., Bosch-Ramon et al. 2006], high-energy
emission can be produced in jet recollimation shocks that form when the jet
crosses the stellar wind of the companion [Perucho and Bosch-Ramon 2008,
Perucho, Bosch-Ramon, and Khangulyan 2010], or even in a chain of these
type of shocks [López-Miralles et al. 2022, see also Chapter 5 of this thesis],
that could lead to efficient particle acceleration [Rieger, Bosch-Ramon, and
Duffy 2007] and synchrotron non-thermal emission, inverse Compton and even
proton-proton collisions. In this model, the resolved radio structures and the
flat radio spectrum shown, for example, by Massi, Ros, and Zimmermann 2012
and Zimmermann, Fuhrmann, and Massi 2015, can be interpreted as radio
emitting relativistic jets. Several Very Long Baseline Interferometry (VLBI)
images [Hjellming and Johnston 1988, Massi et al. 2004, Dhawan, Mioduszewski,
and Rupen 2006, Massi, Ros, and Zimmermann 2012, Wu et al. 2018] also show
that the jet-like morphology changes from one-sided to double-sided, compatible
with variable Doppler (de)boosting due to changes in the jet orientation with
respect to the line of sight. The main drawback of this model is that it has not
been possible to confirm any direct proof of accretion in LS I +61°303, like a disk
black-body component in the energy spectrum or a cutoff power-law spectrum
in the high-energy band.

8.1.1.2 Pulsar wind model

By contrast, Dubus 2006 and Dhawan, Mioduszewski, and Rupen 2006 inter-
preted the one-sided radio jet of LS I +61°303 as the cometary tail resulting from
the interaction between a pulsar wind and the companion wind, in analogy with
the system PSR B1259−63 [Wang, Johnston, and Manchester 2004] that hosts a
fast-rotating non-accreting NS with strong magnetic fields. The hypothesis that
LS I +61°303 contains a NS with strong magnetic fields was also proposed by
Torres et al. 2012, who reported on a Swift-BAT detection of a short burst that



218 Rapid X-ray variability of the γ-ray binary LS I +61°303

Figure 8.1 Microquasar (left) and pulsar wind (right) models for very energetic gamma-ray
binaries. From Mirabel 2006. Reprinted with permission from AAAS.

resembles those generally labelled as magnetar-like events. More recently, Weng
et al. 2022 found transient radio pulsations of P ∼ 296 ms using observations
from the Five-Hundred-meter Aperture Spherical radio telescope. However,
these pulses seem to be faster than the typical spin period of a magnetar (which
usually ranges in the order of several seconds) and were not present in three out
of four observations of the source.

8.1.2 Source periodicities

Apart from the source orbital period (P1), LS I +61°303 shows other periodicities.
Massi, Ros, and Zimmermann 2012 first estimated with radio astrometry a
precession period of the radio structure of 27-28 days. Timing analysis of long-
term radio flux data from several archives resulted in the detection of a signal
with period ∼ 26.9 d [Massi and Jaron 2013, Massi and Torricelli-Ciamponi
2016, Jaron et al. 2018], which is close to the orbital period but still significantly
different, and which is in agreement with the previously estimated precession
period of the putative jet [Massi, Ros, and Zimmermann 2012]. Analysis of
the VLBI astrometry has revealed that the core indeed traces an ellipse with a
period of P2 = 26.926 ± 0.005 d [Wu et al. 2018]. The same precession period
has also been detected at X-rays [D’Aì et al. 2016] and γ-rays [Jaron et al. 2018,
and references therein].

The simplest explanation is that the observed flux density from a relativistic
jet is the product of an intrinsically variable jet and Doppler boosting towards
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the observer [Massi and Torricelli-Ciamponi 2014]. The radio outburst also
exhibits a long-term periodic modulation of Plong = 1667 ± 8 days [Gregory
2002], possibly due to the beat of the two close periods, P1 and P2. Using 6.7
years of data from the Green Bank Interfermoter (GBI), Massi and Jaron 2013
suggested that the beating between P1 and P2 also leads to a new apparent
periodicity, Pav = 26.70 ± 0.05 days, which is modulated by Pbeat = 1667 ± 393
days and that is not directly detected in the periodograms (but see also Massi
and Jaron 2013 and Ray et al. 1997).

8.1.3 Objectives and organisation

In this chapter, I analyse the whole archival RXTE/PCA data of LS I +61°303.
The main objective of the work is to present a complete study of the X-ray
spectral and fast time variability of the source over the years of exposure,
by means of phase-resolved spectral and timing analysis for enhanced count
statistics.

The chapter is organised as follows: In Sec. 8.2 I describe the RXTE/PCA
observations that I use in this work and the methodology I follow to split the
dataset into three independent sub-intervals. I also describe the phase-resolved
analysis and the techniques employed to produce phase-folded light curves and
phase-averaged energy spectra and power density spectra (PDS) for different
phase bins. In Sec. 8.3 I discuss the main results of the analysis and I compare
the work with previous results in the X-ray wavelength. Finally, in Sec. 8.4 I
summarise the main results and I draw the most relevant conclusions.

8.2 Observations and data analysis

We analysed all the available LS I +61°303 X-ray observations performed with
the PCA instrument [Jahoda et al. 2006] on-board the RXTE satellite. This
data set comprises 527 observations covering a broad time interval that extends
from 01-03-1996 to 29-12-20111, providing a total exposure of over 850 ks. A
light-curve of the source (in units of counts/s) including all the observations
that we considered is shown in Fig. 8.2 (top, see Sec. 8.2.2.1 for details on the
light-curve extraction).

1After a first inspection of the archive, we discarded some observations because of very short
exposures or lack of data. The ObsId of these observations are: 10172-08-01-00, 93100-01-33-00,
95102-01-54-00 and 96102-01-17-00.
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8.2.1 RXTE/PCA periodicity

In order to confirm if the periods introduced in Sec. 8.1 are also intrinsic
periodicities of our X-ray dataset (for the sake of correctness, we should not
accept a priori that radio and X-rays show exactly the same orbital modulation),
we first produced a Lomb-Scargle (LS) periodogram [Lomb 1976, Scargle 1989],
which is suitable for detecting and characterising periodic signals in unevenly
sampled data. Figure 8.2 (middle) shows the periodogram (LS Power vs. period)
for the data set (dark blue crosses) and for the window function (red crosses).
The latter is computed to determine what features are intrinsic to the data, and
what are instead an artefact introduced by the characteristics of the window (i.e.
the data sampling). The minimum frequency sampled by the LS periodogram
is fmin = 1/(tmax − tmin) = 2 × 10−9 Hz (which corresponds to P ≈ 5781 days)
and the maximum frequency is fmax = 3.18 × 10−6 Hz (which corresponds
to P ≈ 3.6 days). The frequency resolution is ∆f = 4 fmin (i.e., we use an
oversampling factor of 4). The LS periodogram shows a narrow peak that we
fitted with a Gaussian function as shown in the inset plot in Fig. 8.2 (middle).
The central period of the Gaussian curve is P = 26.65 ± 0.28 days, where the
error corresponds with the Gaussian full width at half maximum.

The LS periodogram is optimised to identify sinusoidal-shaped periodic
signals. Essentially, the LS method fits a sinusoidal model to the underlying
data at each frequency, with a larger power reflecting a better fit. However,
for some signals, the assumption of stationary sinusoidal models could lead to
inaccurate results, besides the limitation in frequency resolution imposed by the
data time coverage. Thus, to confirm the period found in the LS periodogram of
Fig. 8.2 (middle), we repeated the analysis using two complementary statistical
methods: (1) the Phase Dispersion Minimization (PDM) method2 [Stellingwerf
1978, Fig. 8.2 (bottom)] and (2) amplitude maximisation with a sinusoidal fit,
which is not shown in Fig. 8.2. The first technique finds periodic variations by
minimising the dispersion of the folded dataset and it is commonly used to analyse
time series with gaps, non-sinusoidal variations, poor time coverage or when the
Fourier techniques lead to wrong solutions. For this particular case, we used 10
phase bins with 5 phase-shifted sets of bins (dark blue line) and with no phase
covers (red line), for comparison. In both cases, the results obtained are very
similar. A Gaussian fit over the phase-shifted data yields P = 26.63 ± 0.26 days,
in good agreement with the LS period. In the second complementary method,
we directly searched for the best sinusoidal fit parameters of the phase-folded

2https://pyastronomy.readthedocs.io/en/latest/pyTimingDoc/pyPDMDoc/pdm.html
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light curve modulation in the period range 26.0 − 28.0 days, using 400 fit trials.
Considering the following sinusoid, y = a0 + a1 sin (a2t + a3), the period that
maximises |a1/a0| represents the best possible data modulation. In this case,
the peak of the Gaussian fit yields a central period P= 26.62 ± 0.30 days, in
good agreement with our two previous estimations.

8.2.2 Data analysis

We aim to track any possible variation of the spectral and timing features of
the source over 15 years, and hence we phase-folded the observations with a
given X-ray period to increase the signal-to-noise (S/N) ratio of each phase bin.
Assuming no relevant variations occur at a particular phase, this method allows
us to obtain averaged phase resolved energy spectra and PDS with enhanced
statistics.

We divided our data set into three intervals, intended to maintain a good
S/N ratio while we avoid the smearing of any possible long-term variability. We
considered the following subsets: Interval I, that includes all the March 1996
observations (identified with proposal number 10172), and Intervals II and III,
each including about half of the remaining observations (covering more than
five years in the time range from 13-10-2006 to 29-12-2011). The number of
observations in each interval, the time covered and the total exposure are listed
in Table 8.1.

The phase associated to any given periodicity P is given by:

ϕ = TREF + T − T0

P
− int

[
TREF + T − T0

P

]
, (8.1)

where T0 = 43366.275 MJD is the time of the first radio detection of the source,
TREF = 49353.00069657407 MJD is the RXTE reference epoch and T is the
spacecraft clock reading (including clock corrections).

Data filtering was performed with the standard criteria typically applied to
RXTE/PCA3, while data analysis was carried out using HEASoft 6.28. For
light-curve extraction (Sec. 8.2.2.1) and spectral fitting (Sec. 8.2.2.3), only data
from the Proportional Counter Unit (PCU)-2 was used for the analysis. This is
commonly done as the PCU-2 is the only detector that always kept on along
the entire duration of the RXTE mission.

3https://heasarc.gsfc.nasa.gov/docs/xte/recipes/cook_book.html
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Figure 8.2 Top: Total light curve with vertical red dash-dot lines showing the start and the
end of our three subintervals. Middle: Lomb-Scargle periodogram. The LS periodogram shows
both the transform of RXTE observations (blue crosses) and the window function (red crosses).
The inset plot shows a zoom of the periodic signal, where a Gaussian fit of the peak yields
P= 26.65 ± 0.28 days. Bottom: Phase Dispersion Minimisation analysis using 10 phase bins
with 5 phase-shifted set of bins (red dot line) and with no phase cover (blue dot line). The
peak of the Gaussian fit yields P= 26.63 ± 0.26 days.
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Table 8.1 Main parameters of the three subsets of observations considered in this work. The
number of observations of the 1996 campaign is much lower than Interval II and Interval III,
but the total exposure of the subset is comparable within a factor.

Subset Number of observations Start date End date Exposure
Interval I 12 01-03-96 30-03-96 106 ks
Interval II 255 13-10-06 11-06-09 397 ks
Interval III 254 14-06-09 29-12-11 360 ks

8.2.2.1 Light curves

For each of the three sub-intervals in Tab. 8.1, we produced a phase-folded light
curve using Standard 2 type data, which is characterised by low time resolution
(16 s) and moderate energy resolution (< 18% at 6 keV, with 129 energy channels
covering the nominal energy range 2-120 keV). We selected canonical Good Time
Intervals (GTIs) by choosing the times when the source elevation was >10◦ and
the pointing offset was <0.02◦. We estimated the background using pcabackest
v3.12a and the most recent background file available on the heasarc website for
faint sources 4. Source and background light curves were then extracted using
the ftool [Blackburn 1995] software package utility saextrct by selecting
channels in the absolute range 4-128 (see the discussion in Sec. 8.2.2.2 about
low energy channels). We estimated the background-subtracted light curve for
each observation using the ftool routine lcmath. Barycentric corrections
were applied using the routine barycorr and the ephemeris file JPLEPH.430,
which contains the most up-to-date solutions as of the writing of this chapter.
To fold the light curve in phase, we calculated the phase for each point in the
curve using the period we measured in Sec. 8.2.1. For the sake of consistency,
and given the uncertainties of our statistical methods, hereinafter we consider
P= 26.6 days. We have checked that no significant differences in the phase
modulation appears when considering instead the orbital period, P1. This
procedure was then repeated for all the observations in the subset to produce one
single unbinned phase-folded light curve for the entire duration of the interval,
as shown in the three panels of Fig. 8.3. Then, we divided the data into 10 phase
bins of width 0.1 (i.e., 2.66 days/bin), and we estimated the mean count rate
in each of them. Outlier points (i.e., detections where the count rate exceeded
more than five times the mean of the light curve) were removed before rebinning
the light curve in phase, since these might affect the source phase modulation
(see, for example, Fig. 2 in Li et al. 2011). These outlying points correspond to
short flares that were previously identified by other authors [see e.g., Smith et al.

4pca_bkgd_cmfaintl7_eMv20151128.mdl



224 Rapid X-ray variability of the γ-ray binary LS I +61°303

2009, Li et al. 2011]. Figure 8.3 shows the location of these flares, besides other
random outliers (red points), for each of the three sub-intervals that we analysed
in this work. Apart from the big flares of Interval II grouped in the 0.0-0.3 and
0.7-1.0 phase bins, the light curves also show a few, likely instrumental, smaller
deviations that do not appear to be preferentially observed at any particular
phase.

8.2.2.2 Power density spectra

We used RXTE Good Xenon data mode, which are science event format files
characterised by very high time (∼ 0.95 µs) and energy resolution (256-channel
pass band with energy resolution < 18% at 6 keV). The Good Xenon configura-
tions use two Event Analyzers (EA) simultaneously to provide detailed spectral
and temporal information about every event that survives background rejection.
Each EA creates matched pairs of files that we merged with the Perl script
make_se, prioritising data with a readout time of 16 s over 2 s, depending on
availability. We phase-folded all the observations in the data set (using the X-ray
intrinsic period P = 26.6 days), obtaining ten different phase bins as described
in the previous section. For each of these bins, we produced a PDS using the
custom ghats package5. PDS were extracted only for energy channels in the
range 8-2556(< 3.7 keV). We avoided channels 1-7 because we found that its
inclusion in the timing analysis produced artefacts in the PDS which we could
not mitigate (i.e., PDS were distorted with undesirable drops near the Nyquist
frequency). The effective area of the PCA is small at these energies, therefore
the exclusion of events in these bands does not change significantly the amount
of photons collected, especially after phase-folding. On the other hand, we also
removed sharp drop outs from the data (that usually appear at the beginning
or at the end of an observation), whose nature is instrumental and not related
with the source. If present, the existence of instrumental drops can introduce
artificial steep features in the low-frequency noise. This task was performed by a
specific selection of GTIs based on three fundamental steps: (1) first, we selected
RXTE standard GTIs using maketime based on housekeeping information,
by choosing the times when the source elevation was >10◦ and the pointing
offset was <0.02◦. (2) Secondly, we used a bi-weight algorithm7 to detect and
handle outliers, for which we considered a threshold of ±3.5σbi, where σbi is

5See http://www.brera.inaf.it/utenti/belloni/GHATS_ Package/Home.html.
6https://heasarc.gsfc.nasa.gov/docs/xte/e-c_table.html
7The bi-weight algorithm calculates the centre and dispersion of a distribution using bisquare

weighting.
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Figure 8.3 Unbinned phase-folded lightcurve for Interval I (top), Interval II (middle) and
Interval III (bottom). The mean count rate of each interval is represented with a red solid
line. Detections above the red dashed-dot line (which is placed at five times the average count
rate) are not considered for light curve rebinning. These points could be either real events
associated to the source flaring activity (e.g., the big flares of Interval II) or non-physical
instrumental features that do not show any hint of phase dependency.
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the bi-weight standard deviation. When an outlier is detected, we remove an
interval of ±16 s around the outlier point. Intervals with a time length lower
than the previous threshold of 16 s were automatically discarded. (3) Finally,
we used the ftools utility ftmgtime to merge by intersection the GTI files
obtained in the two previous steps.

All event files and GTIs were barycenter corrected with the ftool utility
fxbary, but no deadtime corrections nor background subtractions were per-
formed before creating the PDS due to the very low count rate. Using Fast
Fourier Transform techniques [van der Klis 1989], we rebinned the data in time
to obtain a Nyquist frequency of 4096 Hz and we produced PDS for continuous
256-s-long data segments (leading to a frequency resolution of 1/256 s ≈ 0.004
Hz). For each phase bin, we averaged all the PDS normalised according to Leahy
et al. 1983 and subtracted the Poisson noise spectrum following Zhang et al.
1995. Finally, we estimated the PDS root mean squared deviation (rms) in a low
frequency (0.006−0.1 Hz) and a high frequency (0.1−512 Hz) band as a function
of phase, in order to investigate the variability of the emission. Background
count rate was estimated from the background light curve (see the details on
Sec. 8.2.2.1); for those phase bins which contained only one observation, the
mean background was calculated as the mean count rate of the background
light curve. For bins including more than one observation, we first calculated
the mean of each individual observation and then, after checking that no large
differences existed in the average background rates from individual observations,
we computed the average and standard deviation of the bin.

The objective of this analysis is to search for timing features in the data (i.e.,
broad-band red noise components, quasi-periodic oscillations (QPOs), etc), for
which we aim to maximise the S/N ratio. Therefore, for this section, we only
consider –and thus we only show in the thesis– the PDS calculated with the
whole set of observations. The rms, however, is splitted in the three subintervals
of Table 8.1 for the sake of completeness.

8.2.2.3 Spectral fitting

We calculated source and background spectra for each individual observation
using the ftools utility saextrct using Standard 2 data, applying the same
GTIs described in Sec. 8.2.2.2. Dead time corrections were applied using the
standard RXTE procedures8 v11.7.1 and we averaged the source and background
spectra in each of the ten phase bins using the fortran wrapper addspec

8https://heasarc.gsfc.nasa.gov/docs/xte/recipes/cook_book.html
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v1.4.0 to obtain one source and one background averaged spectrum per bin.
Then, we fitted the background-subtracted spectra between 4 and 30 keV in
xspec v12.11.1 [Arnaud 1996] using three model components: the interstellar
photoelectric absorption (tbabs), one power-law (power) to fit the source
signal at low energies and a second power-law (power) to fit the galactic
ridge emission, which is present in all energy spectra dominating the emission
above ∼20 keV [Revnivtsev, Vikhlinin, and Sazonov 2007]. The absorption
coefficient NH = 7.8 × 1021 cm−2 and the photon index of the second power-law
Γ = 0.0 were frozen before fitting the model to the spectra. As in the previous
section, we only show the averaged energy spectra obtained using the whole
set of observations, although the photon index is also calculated in the three
sub-intervals defined in Tab. 8.1.

8.2.3 Results

The main results of our data analysis are shown in Fig. 8.4 for Interval I (blue
circles), Interval II (green squares), Interval III (red up-triangles), and the
total dataset (grey upside-down triangles), which is also shown for the sake of
comparison.

Figure 8.4 (a) shows the light curve in units of counts/s as a function of
phase (with respect to the measured period), where error bars include both the
Poisson error and a 2% systematic uncertainty to account for the low number
statistics. We note that Interval I shows a gap at phase 0.5 − 0.6 because there
is no data in the archive for this particular bin. All light curves show a clear
modulation which is consistent with the orbital periodicity, with the count rate
reaching its minimum in the bin 0.1 − 0.2 for Interval I (1.124 ± 0.045 counts/s)
and Interval III (1.149 ± 0.023 counts/s), and in the bin 0.4 − 0.5 for Interval
II (1.182 ± 0.025 counts/s). Interval I shows a maximum in the bin 0.4 − 0.5
(2.741 ± 0.068 counts/s), which is shifted in phase to bin 0.7 − 0.8 for Interval II
(2.021 ± 0.031 counts/s) and Interval III (2.437 ± 0.032 counts/s). For each of
these intervals, we fitted a constant and a single or double sinusoidal function,
where the best fit parameters are given in Tab. 8.2. The two-wave sinusoidal
function aims to test statistically the accretion models that predict a two-peak
light-curve, which in this case is more apparent for Interval I and Interval II. In
all three cases, statistics improve significantly by fitting the light-curve with the
sum of two sinusoids, but the goodness of fit is only statistically acceptable for
the double sinusoidal function in Interval III.
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Table 8.2 Best fit parameters of the sinusoid functions used in Fig. 8.4 (a), where H is the
vertical shift, |a| is the wave amplitude, ω is the angular frequency and ϕ is the phase. Sub-
indices 1,2 refer to the single and double sinusoids used in the analysis, respectively. Last
column shows the χ2

ν for the constant fit.

Fit parameters

Sinusoids H a1 w1 ϕ1 a2 w2 ϕ2 χ2
ν

(dof)
χ2

ν (dof)
-const.

Interval I
(1)

1.74 −0.57 6.52 1.37 - - - 21.55(16) 50.97(19)

Interval I
(2)

1.74 −0.60 6.29 1.56 −0.33 12.43 −0.88 10.10(13) −

Interval II
(1)

1.52 0.17 6.86 2.21 - - - 26.85(16) 29.95(19)

Interval II
(2)

1.53 0.26 12.62 −7.52 0.16 6.39 −3.57 3.05(13) −

Interval III
(1)

1.68 0.63 6.13 3.12 - - - 9.80(16) 125.96(19)

Interval III
(2)

1.68 0.64 6.25 3.00 0.16 12.44 −8.58 0.87(13) −

Figure 8.4 (b) shows the rms measured for every phase bin as described in
Sec. 8.2.2.2. Although we calculated the rms in two frequency ranges (0.006−0.1
Hz and 0.1 − 521 Hz), we only report the low-frequency segment since the high-
frequency rms is massively dominated by the instrumental noise of the detectors.
There are hints for rms phase dependency in the three intervals, where the rms
maximum always appears in the bin 0.0 − 0.1. We note, however, that the
overall rms of Interval III is considerably lower than in the other two intervals.
Indeed, in Fig. 8.4 (b) Interval III rms is displayed multiplied by a factor 5 to
facilitate the inspection of the curve as compared with the other two intervals.
We could not identify a clear reason why the variability in this interval is overall
significantly lower than in the others, although we speculate that this behaviour
could be attributed to the degradation of the instruments over time. Overall,
the bumps in the rms seems to occur near the minimum of the X-ray flux (or
light curve count rate), although the large uncertainties prevent us to firmly
establish the presence of any statistically significant correlation with phase. A
constant fit gives in this case χ2

ν = 1.62(19) for Interval I, χ2
ν = 2.35(19) for

Interval II and χ2
ν = 2.49(19) for Interval III. This means that, at least for

Interval I (where error bars are larger), the low-frequency rms is statistically
compatible with a constant, but Interval II and Interval III show weak variability.
In order to investigate the goodness of the correlation between the X-ray flux
and the rms, we have estimated the Spearman’s rank correlation coefficient
[Zwillinger and Kokoska 2000], using data from all intervals together. The test
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yields ρ = −0.4, which indicates a weak negative correlation, but it can be
increased up to ρ = −0.6 considering only data from Interval I (which is however
affected by larger uncertainties).

The X-ray flux (in units of erg/cm2/s), which has been extracted in the
energy range 4.0−10.0 keV assuming an error of 10% to be conservative with the
response of the instrument, is shown in Fig. 8.4 (c). As expected, the modulation
of the flux is consistent with the count rate modulation seen in Fig. 8.4 (a) for
all intervals. The flux shows a minimum in the bin 0.1 − 0.2 (0.59 ± 0.06 × 10−11

erg/cm2/s) and 0.8 − 0.9 (0.58 ± 0.06 × 10−11 erg/cm2/s) for Interval I, in the
bin 0.4 − 0.5 for Interval II (0.66 ± 0.07 × 10−11 erg/cm2/s), and in the bin
0.1 − 0.2 for Interval III (0.68 ± 0.07 × 10−11 erg/cm2/s). The maximum flux
occurs at 0.4 − 0.5 for Interval I (1.46 ± 0.015 × 10−11 erg/cm2/s), at 0.7 − 0.8
for Interval II (1.11 ± 0.11 × 10−11 erg/cm2/s), and at 0.8 − 0.9 for Interval III
(1.34 ± 0.13 × 10−11 erg/cm2/s). As in Fig. 8.4 (a), there is a second peak at
bin 0.9 − 1.0 for Interval I (0.96 ± 0.10 × 10−11 erg/cm2/s) and at bin 0.1 − 0.2
for Interval II (0.93 ± 0.09 × 10−11 erg/cm2/s), which provides more significance
to the two-peak light-curve modulation.

Figure 8.4 (d) shows the evolution of the source photon index as a function
of phase. The photon index is anti-correlated with respect to both the count
rate and the X-ray flux, being maximum near the first and last bins for our
three intervals. This anti-correlation becomes evident when the photon index is
plotted as a function of the flux, as shown in Fig. 8.5. In order to investigate
the goodness of this correlation, we have also estimated the Spearman’s rank
correlation coefficient, using data from all intervals together. The test yields
ρ = −0.87, which indicates a strong anti-correlation. The linear fits to the data
have slopes −1±0.3 (χ2/dof=6.21/7) for Interval I, −0.81±0.3 (χ2/dof=3.85/8)
for Interval II and −0.59 ± 0.2 (χ2/dof=7.85/8) for Interval III, such that the
slope experiences a smooth flattening from the former to the latter interval.

In Fig. 8.6, we show a collection of PDS for the ten phase bins calculated
with the entire data set. Save for low-frequency red noise below 0.1 Hz, there are
no statistically significant features in any of the PDS we extracted (i.e., other
types of broad-band noise or QPOs). There is only a weak narrow feature that
looks more prominent in the bin ϕ = 0.7 − 0.8, at f ∼ 0.08 Hz. However, a
Lorentzian fit of the feature gives no statistical significance (∼ 2σ).

A collection of energy spectra, also for the entire set of observations, is given
in Fig. 8.7. In the plots, we have represented the two power-law components
(black dashed line) and the combined statistical model (red solid line). In
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general, energy spectra pertaining to different phase bins do not show significant
variations.

8.3 Discussion
The γ-ray binary LS I +61°303 has been extensively studied at different wave-
lengths since its discovery more than sixty years ago. However, the nature of
the CO and the reasons for its peculiar behavior, unique among other galactic
binaries, are still debated.

In this work, we have analysed all the available RXTE/PCA X-ray data of
LS I +61°303, i.e. over 500 individual observations taken between 1996 and 2011,
in order to investigate the spectral and fast time variability of the binary. Since
LS I +61°303 is a faint source that shows a clear phase modulation, we performed
a phase-resolved analysis folding on its intrinsic period to calculate averaged
energy spectra and PDS with enhanced S/N. For the sake of full consistency, we
measured the periodicity in the RXTE/PCA data in order to avoid biases by
adopting previous estimates of the period obtained in other energy bands, or
by other instruments in X-rays. Since significant time variations in the X-ray
modulation have been reported in previous studies [see e.g., Torres et al. 2010, Li
et al. 2011], our analysis was performed considering three different intervals (see
Tab. 8.1). The number of divisions, and thus the time length of each interval,
aims to blur any possible trend in the data, but keeping an acceptable S/N for
the analysis, as explained in Sec. 8.2 of this chapter.

The results of the three timing methods described in Sec. 8.2.1 are shown
in Tab. 8.3, together with a list of periodicities found in the literature, at
different wavelengths and within the time interval 26-27 days. For each value,
we report the energy band, instrument and statistical method used to determine
the period. Even though the results of Torres et al. 2010 using RXTE/PCA
data (i.e., P= 26.68 ± 0.58 days) and Ray et al. 1997 based on GBI radio
observations (i.e., P= 26.69 ± 0.02 days) are the closest to our central period, all
the results reported in Tab. 8.3 are compatible with our measurements within
1σ, so we cannot exclude that our period is respectively higher or lower than
the well-defined orbital [Gregory 2002] and precession periods [Wu et al. 2018].
Nevertheless, we note that despite the high frequency resolution of our dataset,
the LS periodogram does not show a double peak distribution as found in radio
[see e.g., Massi and Jaron 2013] or in hard X-rays from Swift/BAT survey data
[D’Aì et al. 2016].
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Figure 8.6 Leahy normalized Poisson noise-subtracted PDS averaged on ten phase bins using
the entire X-ray dataset. The signal from the source is significant only below 0.1 Hz, above
which all PDS are dominated by the instrumental noise.
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Figure 8.7 Energy spectra averaged on ten phase bins using the entire X-ray dataset. The
statistical model (solid red line) results from the combination of three model components: the
interstellar photoelectric absorption and two power-laws (dashed black lines).
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One interesting outcome of our analysis, shown in Fig. 8.4, is that the light
curve peak is phase shifted (∆Φ ∼ 0.3) from Interval I to Interval II/Interval III.
As expected, the same behaviour is seen both in the light-curve and in the flux.
This is consistent with the fact that the X-ray light-curve modulation changes
with time, as previously reported by other authors [Torres et al. 2010, Li et al.
2011]. Using radio data, Gregory 2002 also reported a super-orbital period in
the radio band, Plong = 1667 ± 8 days [see also Jaron 2021, for a discussion of
this long-term modulation across the electromagnetic spectrum]. Li et al. 2011
could not detect such modulation in the system flux history, but Li et al. 2012
found evidence for the existence of this period using the longest RXTE/PCA
continuous monitoring of LS I +61°303. Thus, since we do not apply any specific
correction, it is plausible that the underlying long-term periodicity –if really
present in the X-ray data– phase-shifts the peak of the light curve from Interval I
to Interval II, inasmuch as there is a time gap of 10 years between both intervals.
Although the study of the super-orbital period is beyond the scope of the thesis,
the LS periodogram does not show any signal at that period, likely because our
dataset is not long enough to properly sample such a long-term periodicity using
Fourier techniques. Moreover, we have checked that no significant super-orbital
phase modulation appears when folding the light-curve with this long period
using the same methodology described in Sec. 8.2.2.1

Regarding phase modulation, theory and numerical modelling predicts two
main peaks in the accretion rate of LS I +61°303 [Bosch-Ramon et al. 2006,
Romero et al. 2007], each of which should be followed (assuming the microquasar
model) by an ejection of particles in the form of a jet that will emit non-thermal
synchrotron radiation. According to the statistical models shown in Tab. 8.2,
all intervals are better approximated by a sum of two sinusoids. This is especially
relevant for Interval II (where the amplitude of the main peak at phase θ = 0.7
is lower than in the other two intervals), while in Interval I the secondary peak
at θ = 0.95 is narrower. In this case, the relevance of the secondary peak is
supported by a flux local maximum (Fig. 8.4, c) together with a deep of the
photon index (Fig. 8.4, d). Moreover, the phase shift between the primary
and secondary peak is similar for Interval I and for Interval II, ∼ 0.5. In the
X-ray energy range, the light-curve displayed in Fig. 2 of Smith et al. 2009
using RXTE/PCA data (taken every other day between 2007 August 28 and
2008 February 2, so it is enclosed in our Interval II) shows a similar phase
modulation and a similar ratio between the amplitude of the two accretion
peaks. Nevertheless, the authors concluded that there was no statistically strong
detection of modulation of the flux with the orbital phase. Later, Torres et al.
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2010 showed that the two-peak structure evolves into a more clearly visible,
single-peaked light curve analysing individual six month periods that partly
covered our Intervals II and III. This is also consistent with the fact that the
secondary peak is only marginally detected in the light-curve of Interval III.
Massi et al. 2020 also found the two-peak light curve analysing Swift-XRT,
XMM-Newton and NuSTAR data taken on July 2017, showing that radio and
γ− ray peaks are coincident with X-ray dips as expected for emitting ejections
depleting the X-ray emitting flow. Therefore, RXTE/PCA observations confirm
the two-peak light-curve predicted by previous accretion models for LS I +61°303.
However, our results suggest that either this behaviour is a transient feature of
the source, or the amplitude of the secondary peak varies with time.

We also confirm the findings of Li et al. 2011, who reported that an anti-
correlation between the flux and the spectral index is an orbit-associated effect,
and that this correlation holds in time in a rather stable way. The slopes we
found for our three intervals are steeper than the ones reported in Li et al.
2011. A plausible explanation for such distinction, besides the differences in the
dataset, resides in the different spectral models that we used in this work; we
fitted the energy spectra between 4 and 30 keV with a combination of two power
laws, while Li et al. 2011 only consider the 3-10 keV energy range.

Following the approach we described in Sec. 8.2.2.2, we performed the
timing analysis of the entire LS I +61°303 RXTE/PCA data in a phase-resolved
manner, producing average PDS for a set of ten bins, in order to investigate the
presence of timing features in the PDS and, particularly, its possible connection
with the source periodicity. We did not split the dataset in the three intervals
described above in an attempt to improve the (limited) S/N in the PDS. The
recent discovery of transient radio pulsations by Weng et al. 2022 implied the
possibility of the detection of pulsations or quasi-periodic modulations in the
X-ray lightcurves. Nevertheless, despite the high-resolution provided by the
RXTE/PCA Good Xenon data, the PDS shown in Fig. 8.6 do not exhibit any
statistically significant coherent pulsation, QPO nor other type of broad-band
component, aside from a very weak red noise component at low frequencies. The
absence of timing features in the PDS is consistent with previous studies [see
e.g., Rea et al. 2010, a 95 ks Chandra observation, using the ACIS-S camera in
continuous clocking mode].

According to the literature, there are three potentially interesting character-
istic frequencies to search for timing signals: (I) Weng et al. 2022 reported the
existence of transient radio pulsation from the direction of LS I +61°303 with
frequency f = 3.715 Hz (i.e., P= 269.15508 ± 0.00016 ms), with a significance
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> 20σ. This is the first statistically significant evidence of pulsations from
the source at any frequency. (II) During a RXTE monitoring of LS I +61°303
and by a spectral analysis of a period of strong variability, Ray and Jacob M.
Hartman 2008 suggested the existence of a strong red-noise component and an
apparent QPO at f = 2 Hz [see also, Massi and Zimmermann 2010]. Indeed,
Smith et al. 2009 and Li et al. 2011 presented a detailed timing analysis of the
LS I +61°303 main flares, showing that one of them seemed to reveal a tentative
QPO at f ∼ 2 Hz. Nevertheless, the authors concluded that the feature was not
statistically significant. (III) Pspin ∼ 11 s (f ∼ 0.09 Hz), which is the frequency
of the neutron star predicted by the Corbet diagram [Zamanov et al. 2013] and
that seems to be valid for wind-fed sources.

Given the detection of a pulsation reported in Weng et al. 2022, we in-
vestigated the PDS feature which is visible in phase ϕ = 0.7, at frequency
0.08 − 0.09 Hz (Fig. 8.6). The fitting of the PDS does not return any significant
narrow component (< 2σ), and therefore we conclude that this feature is possibly
the result of statistical fluctuations.

The rms shows a moderate modulation with the phase, especially for Interval
I and Interval II. In Interval III, the rms also shows a tentative phase modulation,
but the profile is severely flattened with respect to the first two intervals. As
we show in Fig. 8.4, the rms maxima coincides with the dips of X-ray flux
(and count rate), which is maximum in the first phase bin for all intervals, and
interestingly, in those bins that gather the largest flares of the source (see Fig.
8.3). However, the possibility that the rms is modulated by the presence of
flares seems unlikely, since as described in Sec. 8.2.2.2 outliers are removed
by a specific GTI selection. Our results show that the rms tend to decrease
when the flux increases and vice-versa, which is typical of accreting systems
such as low-mass X-ray binaries (LMXBs), where higher fluxes corresponds to
lower variability levels due to the increased contribution of non-variable photons
from the optically thick, geometrically thin accretion disc. However, increased
fluxes also correspond to softer spectra in such systems. But in the case of
LS I +61°303, save perhaps for Interval I, higher fluxes correspond to harder
spectra (i.e., lower photon index). This behaviour does not necessarily exclude
the possibility of an accretion disk around LS I +61°303, but suggests that – if
present – the disc around the CO in LS I +61°303 must have peculiar properties
that make it different from the discs usually observed in LMXBs (e.g., it is
particularly small compared to the size of the system, and possibly warped).
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8.4 Summary and conclusions
We have analysed all the archival RXTE/PCA X-ray data of LS I +61°303, taken
between 1996 and 2011, in order to investigate the rapid X-ray time variability of
the source. Using the intrinsic period found by timing techniques, we performed
the phase-resolved analysis of the data, obtaining a set of phase-bin-averaged
energy spectra and PDS. In the following, we summarise our main conclusions:

• We have searched for the RXTE/PCA intrinsic period using three inde-
pendent timing techniques: (1) the LS periodogram, (2) the PDM method
and (3) amplitude maximisation with sinusoid fitting in the time domain.
All three methods yielded a period P≈ 26.6 ± 0.3 days, compatible within
∼ 1σ with either the orbital period and the precession period. Thus, this
dataset does not allow us to distinguish between them. This result is
consistent with previous estimations using RXTE/PCA data.

• The phase-averaged PDS do not show any statistically significant peri-
odic or aperiodic signal, aside from a weak red noise component at low
frequencies. The amplitude of such noise component shows a moderate
phase dependence, although no strong correlation along all phases could
be found. Our results also show that the rms tends to decrease when
the flux increases, something which is typical of accreting binary systems.
Moreover, in agreement with previous studies, the flux is anti-correlated
with the photon index, meaning that higher values of rms are also related
with softer spectra. This may indicate the presence of a small accretion
disc in the system.

• The data show a clear phase modulation. A significant phase shift between
the X-ray flux peak of Interval I and Intervals II/III is evident. Such a
shift could be possibly explained as an effect of a super-orbital periodicity,
which might also underlay the data, albeit not shown in the periodograms.

• At least in one of the data intervals that we considered for the analysis we
find a well-resolved two-peak phase-folded light-curve. The absence of a
second peak in Interval III suggests that this feature is either transient or
variable, which at times might cause smearing in the light-curve.

• Our timing analysis does not shed light on the nature of the system, nor
on the type of CO that powers the binary. Therefore, further observations
of LS I +61°303 in the X-ray energy range are required to investigate the
source behaviour in deeper detail.



Chapter 9
Timing analysis of Scorpius X-1
with NICER data

9.1 Introduction

Neutron Star Low-mass X-ray binaries (NS LMXBs) are stellar binary systems
in which the compact object (CO; i.e., the accretor) is a NS orbiting a low-mass
companion (i.e., the donor). Based on their spectral and timing properties,
they are classified in two main categories: Z-type sources and atoll-type sources
[Hasinger and van der Klis 1989], where the nomenclature refers to the charac-
teristic shape that NS LMXBs trace in the X-ray colour-colour diagram (CD). In
particular, Z-type sources are the most luminous, which are believed to accrete
near or at the Eddington rate. In the CD, they trace a characteristic Z-like shape
where we can distinguish three separate branches: the horizontal branch (HB),
the normal branch (NB) and the flaring branch (FB), named from top to bottom
according to the position in the diagram. A hard apex (HA) separates the HB
and the NB, and a soft apex (SA) separates the NB and the FB. These branches
represent specific accretion states of the system, where these sources show rapid
transitions from different phases in very short time [Muñoz-Darias et al. 2014].
Moreover, all known Z-type NS LMXBs are persistent radio emitting sources,
where radio luminosity also varies as a function of the state in the CD [Penninx
et al. 1988, Hjellming et al. 1990a]. This variability is thought to be physically
related with changes in the accretion flow, exhibiting a disc-jet coupling be-
haviour similar to LMXBs hosting a stellar-mass black hole [BH; Migliari and



240 Timing analysis of Scorpius X-1 with NICER data

Fender 2006]. The power density spectrum (PDS) of Z-type NSs also changes
from one accretion state to another [i.e., Méndez and van der Klis 1999], showing
different type of quasi-periodic oscillations (QPOs) that can be classified in two
main categories: kHz QPOs, detected isolated or in pairs above 500 Hz [i.e., van
der Klis 1989], and low-frequency QPOs, usually appearing below ∼ 50 Hz. The
latter are further divided in three different types, depending on the branch of
the CD where they are detected: horizontal branch oscillations (HBOs), normal
branch oscillations (NBOs) and flaring branch oscillations [FBOs; van der Klis
1989]. These are typically referred, respectively, as the NS equivalent of type C,
type B and type A QPOs found in BH systems [e.g., Ingram and Motta 2019].

The X-ray binary (XRB) Scorpius X-1 (hereinafter, Sco X-1) is one of the
most studied XRBs since its discovery in 1962 [Giacconi et al. 1962], and the
brightest extrasolar X-ray source in the sky, located at a distance of 2.8±0.3 kpc
[Bradshaw, Fomalont, and Geldzahler 1999] in the constellation of Scorpius.
It is classified as a LMXB with an orbital period of 18.9 h [Gottlieb, Wright,
and Liller 1975], containing a later than K4 spectral type companion star
(0.28M⊙<M<0.70M⊙) and a weakly magnetised NS with mass <1.73 M⊙ [Mata
Sanchez et al. 2015]. Regarding the spectral properties of the binary, it is one of
the few known examples of Z-type sources (together with GX 349+2, GX 340+0,
GX 17+2, GX 5-1, Cyg X-2 and the peculiar system Cir X-1), showing extended
radio luminous ejecta [i.e., radio lobes; Fomalont, Geldzahler, and Bradshaw
2001a].

During the last decades, extensive X-ray observations of Sco X-1 with different
instruments –mainly the European X-ray Observatory Satellite (EXOSAT) and
the Rossi X-ray Timing Explorer (RXTE)– have explored the timing properties
of the source and the transition of different types of low frequency QPOs along
the three spectral states [see e.g., Titarchuk, Seifina, and Shrader 2014, and
references therein]. Using EXOSAT observations, Middleditch and Priedhorsky
1986 first discovered a ∼ 6 Hz QPO while the source was quiescent. Priedhorsky
et al. 1986 later proved that the QPO was anti-correlated with intensity, while
during an active state the QPO frequency varied from 10 to 20 Hz, exhibiting
a positive correlation. In particular, the transition between an active (FB)
and a quiescent state was characterised by variations in the QPO frequency
between 6 and 16 Hz on very short time scales, with no intensity correlation
[van der Klis et al. 1987]. Based on previous findings, Dieters and van der Klis
2000 also investigated all power spectral properties of low-frequency QPOs and
noise components as a function of the position in the CD. They also found
an abrupt increase of the QPO frequency from 6 to 10 Hz, the so-called rapid
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excursions near the SA in the hardness–intensity diagram (HID), along with
grand transitions from 8 Hz to 21 Hz when the object goes from the lower FB to
the upper FB. Similarly, but using RXTE data, van der Klis et al. 1996 reported
the discovery of ∼ 45 Hz QPOs, which were most prominent in the NB, and
(sub)millisecond oscillations (the so-called kHz QPOs) that correlate with the
frequency of the well-known 6-20 Hz QPOs in the NB/FB. Casella, Belloni,
and Stella 2006 also reported the first resolved rapid transition from a FBO
to a NBO and showed a a monotonic (smooth) increase of the QPO centroid
frequency from 4.5-7 Hz (at the NB) to 6–25 Hz (at the FB).

Sco X-1 has been largely studied at different wavelengths. In the radio band,
Fomalont, Geldzahler, and Bradshaw 2001a showed that the radio structure
of Sco X-1 is composed by a radio core and two symmetric radio lobes. In
Fomalont, Geldzahler, and Bradshaw 2001b, the authors reported for the first
time the existence of ultra-relativistic outflows (URFs) in the system, inferred by
correlating X-ray flares in the core with subsequent radio flares in the approaching
and receding lobes. These new type of fast flows, whose origin and physical
properties are still unclear, have been also observed in two more XRBs, namely
Cir X-1 (Fender, Belloni, and Gallo 2004, Tudose et al. 2008, but see also Miller-
Jones et al. 2012) and SS 433 [Migliari et al. 2005], where URFs were proposed
as an explanation of the rapid variability observed by Chandra on the extended
X-ray emission [but see also Miller-Jones et al. 2008]. More recently, Motta and
Fender 2019 reanalysed RXTE data of Sco X-1 and suggested that these type
of outflows were related with the appearance of a particular class of QPO in
the PDS, while radio emitting outflows seemed to be associated with flat-top
broad-band noise components. In particular, the authors found evidence that
URFs ejections occur when both the NBO and HBO were present in the X-ray
power spectrum. This indicated that the ejection of URFs might be connected
with specific changes in the accretion flow, but due to the low number of these
events, new X-ray observations are strongly needed to confirm this result.

From 21 to 25 February 2019, an extensive multi-wavelength campaign was
organised to monitor Sco X-1 with different instruments, providing the largest
simultaneous coverage at all possible wavelengths with radio (VLBI and VLA),
optical/IR (SALT, VLT, NOT and TNG), X-ray (NICER, Chandra, XMM-
Newton) and γ-ray (INTEGRAL) observations (see Fig. 9.1). In the X-ray
energy range, the large collecting area of the NICER observatory [Gendreau,
Arzoumanian, and Okajima 2012], together with its ability to properly handle
the high count rates of the source, provided the highest quality data of the X-ray
instruments involved in the campaign.
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Figure 9.1 Coverage by NICER together with other telescopes/instruments at different wave-
lengths involved in the massive campaign to monitor Sco X-1 in 2019. Credit: NASA.

In this chapter of the thesis, I present an analysis of the timing properties
of Sco X-1 using NICER observations performed in the February 2019 multi-
wavelength campaign. I will mainly focus on the different type of LF QPOs that
appear in the dataset, specially how the characteristics of these QPOs (specially
the central frequency) change along the position in the HID. This constitutes
the first comprehensive analysis of Sco X-1 based on NICER X-ray observations.

The chapter is organised as follows: In Sec. 9.2 we describe the NICER
observations and the methodology we follow to produce a light-curve, the HID
and the (dynamical) PDS. In Sec. 9.3, we present the main results of the timing
analysis. Finally, in Sec. 9.4, we discuss our results, we present our preliminary
conclusions and we establish the basis for extending our analysis in future work.

9.2 Observations and data analysis

9.2.1 MAXI

We first produced a light-curve and a HID using MAXI data taken from 01-02-
2019 to 31-03-2019 , using the MAXI/GSC on-demand web interface1 [Matsuoka
et al. 2009]. We analyse data extracted within a circular region of 1.6◦ radius

1http://maxi.riken.jp/mxondem/
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Figure 9.2 GSC 2-10 keV (left) and 10-20 keV (right) MAXI images of Sco X-1.
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Figure 9.3 Light-curve (left) and HID (right) of Sco X-1 using MAXI data taken from 01-02-
2019 to 31-03-2019 with a time resolution of 0.04 days. The light-curve is coloured by the
HR=B/A and the HID by the exposure time. Data taken from 22-02-210 and 24-02-2019 is
represented with star markers. The location of the three branches (HB, NB, FB) and their
transitions (HA, SA) are overlaid on the plot.

around the source position (244.979455, -15.640283), where background region
was extracted in a concentric ring with outer radius of 3◦ (see Fig. 9.2). The
bin size is 1 hour (i.e., 0.04 days). In order to calculate a hardness ratio (HR),
light-curves were extracted in two energy bands: 2-10 keV (A) and 10-20 keV
(B).

Figure 9.3 shows the light-curve coloured by HR (A+B, in units of counts;
top) and the HID coloured by time (B/A vs. A+B; bottom). Data taken
simultaneously to NICER during the multi-wavelength campaign (from 22
February 2019 to 24 February 2019) is represented with star markers. The three
branches of the Z-track are indicated on the plot, showing that data taken with
MAXI simultaneously to NICER is mainly located in the NB, near the SA.
Two main incursions into the FB (one up to HR∼ 0.09) are observed in the
light-curve and in the HID.
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Figure 9.4 Light-curve (in units of counts/s) for the entire dataset, including the three individual
NICER observations. Color scale represents the hardness ratio, defined as HR=B/A+C/A.

9.2.2 NICER

The NICER dataset is composed by three different observations identified with
proposal number 110803010 (Obs 1), 1108030111 (Obs 2) and 1108030112 (Obs
3). For each observation, we used the unfiltered merged Measurement/Power
Unit (MPU) Science data (available in the path /xti/event_cl/) and performed
the standard cleaning using the task nicerclean (Heasoft v6.28). As in Chapter
8, data analysis (including light-curve and PDS extraction) was performed using
the General High-energy Aperiodic Timing Software (ghats)2.

9.2.2.1 Light-curve and Hardness-Intensity diagram

We produced a light-curve (Fig. 9.4) and a HID (Fig. 9.5) employing 13s-
long time bins from the three NICER observations. We extracted the count
rate in the energy bands A= [500 − 2000] eV, B= [2000 − 10000] eV and
C= [10000 − 15000] eV, and we defined the HR as HR=B/A + C/A. In Fig. 9.4,
the light-curve is displayed coloured by the HR, and we removed time gaps from
the data, as well as instrumental drops at the beginning of each segment. As in
the case of Fig. 9.3, the HID — for the entire dataset (top) and for each individual
observation (bottom) — was produced by plotting the HR vs. the intensity (i.e.,
the accumulated count rate in the three energy bands, i.e., A+B+C), where
colormap sets the total exposure time for the three observations.

2See http://www.brera.inaf.it/utenti/belloni/GHATS_ Package/Home.html.
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Figure 9.5 Hardness-Intensity diagram for the entire dataset (top) and for each individual
observation (bottom): Obs 1 (left), Obs 2 (middle) and Obs 3 (right). Color scale represents
the exposure time.

9.2.2.2 Power Density Spectra

We rebinned the NICER high-resolution Science mode data in time (× 104) to
obtain a Nyquist frequency of 1250 Hz. Using Fast Fourier Transform (FFT)
techniques [van der Klis 1989], we produced PDS for continuous 13s-long intervals
and we averaged them to obtain a PDS for the whole dataset (including the three
observations). Figure 9.6 shows this PDS in the traditional ν, Pν representation,
where we applied the Leahy normalisation [Leahy et al. 1983] and we subtracted
the contribution of the Poisson noise. We fitted the PDS with the xspec package
using a one-to-one energy-frequency conversion and a unity response matrix
to allow us to fit a power versus frequency spectrum as if it was a flux versus
energy spectrum. Along this work, we consider a multi-Lorentzian model plus a
power law component to take into account the contribution of the Poisson noise
[see e.g., Belloni, Psaltis, and van der Klis 2002].
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Figure 9.6 Power density spectra (left) and dynamical power density spectra (right) for the
entire NICER dataset, including Obs 1, Obs 2 and Obs 3. The light-curve of the source has
been rescaled and over-plotted with gold contours for the sake of comparison.

To show how the PDS changes with time, in the right panel of Fig. 9.6 we also
show a dynamical PDS (i.e., Pν in the time vs. frequency plane), which reveals
the occasional presence of strong variability around 6 Hz (dark blue), but also
weaker variability in the 6-20 Hz frequency range (light blue), which seems to be
connected with the strongest signal of the source. In order to search for fainter
and/or short-lived timing features, for each of the three NICER observations
we divided the dataset in continuous shorter segments, based on the location
of the light-curve gaps. For each of these segments, we produced a collection
of PDS which result from averaging 30 consecutive 13s-long bins (i.e., 390 s),
covering the total time length of the three observations. Before averaging, PDS
sets containing less than 15 bins were automatically discarded. For this part of
the analysis, we also removed photons in the energy range 0-750 eV in order to
increase the variability of the averaged PDS.

9.3 Results

The light-curve shown in Fig. 9.3 (left) reveals that the source experiences
frequent flaring activity along the two months of MAXI continuous monitoring,
where the HID (right) shows the characteristic pattern of a NS Z-source, with a
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FB, a NB and a HB (from top to bottom). In both panels, star markers represent
data collected simultaneously to NICER, from 58536.4 to 58538.7 MJD. This
small subset of points (∼ 1 hr time bins) shows two distinct important incursions
into the FB, the first one at 58536.7 MJD and the second one at 58538.6 MJD.
However, the information provided by the light-curve in this time range is very
limited, since no MAXI observations are available from 58536.7 to 58538.4 MJD.

The NICER light-curve of Fig. 9.4 shows these two big flares with much
more resolution. Even in a flaring state, the source is very variable, showing
back and forth rapid transitions along the FB (Fig. 9.5). It is also interesting
to note that, despite that the main flares show approximately the same count
rate (∼ 28000 counts/s), the HR is higher during the first incursion. In the HID,
this manifests as a fork shape in the top of the FB, with a harder –and longer–
branch corresponding to the first burst, and a softer branch corresponding to
the second. In the case of NICER data, the NB is generally not well resolved,
and the HA can only be slightly deduced at the time of Obs 2 (bottom panel,
central plot).

The PDS shown in the left panel of Fig. 9.6 is dominated by a ∼ 6 Hz strong
QPO, showing a low-frequency red noise component below 1 Hz and flat-top
noise above this frequency (aside from the QPO). We fitted the PDS with a five-
Lorentzian model plus a power-law component to account for the contribution
of the Poisson noise. Using this model, the central frequency of the QPO
yields 6.35 ± 0.06 Hz (χ2

ν=281/266). This QPO is responsible for the strongest
variability shown by the dynamical PDS (Fig. 9.6, right panel; dark blue), where
we have rescaled and overlaid on the background the light-curve of Fig. 9.4
(gold contours). This brings to light that the strongest variability appears when
the source is quiet (near the light-curve minima at 2.0 × 104 counts/s), while
rapid (and fainter) variability up to 20 Hz precedes/follows the flaring state
(⪆ 2.2 × 104 counts/s).

In order to characterise these transitions along the HID, in the rest of the
section I will report the results of the analysis described in Sec. 9.2, where we
have computed averaged PDS every ∼ 400 s for the three NICER observations.
Each of these PDS are fitted with a multi-Lorentzian+power-law statistical
model in xspec, revealing a rich variety of timing features. To identify a QPO,
we follow the convection of considering narrow features (Q>2) with sufficient
statistical significance (> 3σ), although a few exceptions of this rule are also
accepted by establishing a new definition. On the one hand, when the Q-factor
is Q≤ 2, QPOs are referred as blurred features. On the other hand, when the
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statistical significance is ≤ 3σ, QPOs are referred as faint (2.5σ − 3σ) or hint
(< 2.5σ) features.

9.3.1 Obs 1 (110803010)

Figure 9.7 shows the averaged PDS extracted every ∼ 400 s for Obs 1 (top panel),
together with a dynamical PDS and a total averaged PDS for the whole length
of the observation (bottom panel). All PDS were fitted in xspec, following the
procedure described in Sec. 9.2, and we identified timing features according to the
Q-factor and its statistical significance, as mentioned above. This information is
gathered in Tab. 9.1, where each PDS is characterised with a unique ID that
identifies the PDS number, the light-curve segment and the position of the PDS
in the segment, in this order. The table also shows the start time of the bin in
MJD, the specific timing events detected in the PDS, the central frequency of the
LF QPOs and the location of the bins in the HID. Since in these observations the
FB is by far the longest branch, in order to follow the evolution of the source in
this state we divided the FB in three different frames: low FB, mid FB and high
FB. Although the subset of bins that defines each PDS is generally not sparse
in the HID, sometimes this division is ambiguous, for which we also consider
two intermediate states: mid-low FB and mid-high FB. The characteristics of
the QPOs found in this analysis (central frequency, Q-factor and significance)
are displayed on Tab. 9.2.

In this first observation, the source spends most of the time in the FB,
showing several transitions from the low FB to the high FB. As it is evident
from the dynamical PDS of Fig. 9.7, no relevant aperiodic variability is expected
during this state, and PDS are dominated by a broad-band noise component.
Only one PDS (220601) shows a significant –according to our previous definition–
FBO centred at 12.35 Hz, while the source was in the low FB. The strongest
signal is concentrated on segment #08 (58536.961 MJD), when the source moves
from the FB towards the SA. This transition is characterised by the presence of
a rather blurred FBO and a NBO, which is however not well resolved in any of
the PDS we have inspected. In 320803, there is a hint of an HBO at ∼ 48 Hz
(Q>14), which has however very low statistical significance (∼ 1.75σ). Apart
from the expected LF QPOs near the SA, in three PDS located along the FB
(i.e., 010001, 070202, 280703) we found a very narrow feature at ∼ 40 Hz. This
feature is statistically significant for 010001 and 070202 (> 3σ), and faint in
280703 (∼ 2.5σ).
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Power Density Spectra

Dynamical+Total Power Density Spectrum

Figure 9.7 Top: PDS averaged every 390 s (i.e., 30 bins of 13 s.). Time goes from left to right
and from top to bottom. Bottom: Dynamical+Total PDS of Obs 110803010. Black vertical
lines show the location of time gaps.
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9.3.2 Obs 2 (110803011)

Figure 9.8 shows the averaged PDS extracted every ∼ 400 s for Obs 2 (top
panel), together with the dynamical PDS and the total averaged PDS for the
whole length of the observation (bottom panel). Timing events for the whole
bunch of PDS are gathered in Tab. 9.3, and the characteristics of the detected
QPOs are displayed in Tab 9.4. We note that no high FB states appear in the
HID column of Tab. 9.3, since we established an adhoc definition based on the
total HID, where the FB is larger.

This NICER observation is by far the richest regarding its timing properties,
where approximately half of the PDS show some kind of QPO-like feature. In
this case, we can consider two main incursions into the FB, one in segment #01
(58537.09 MJD) and the other in segment #10 (58537.669). There is also a
fast transition into the low-FB in segment #07 (58537.476 MJD), where the
dynamical PDS shows rapid back and forth variability in the frequency range
6-20 Hz. The three PDS of segment #00 (from 58537.026 to 58537.035 MJD)
are dominated by a strong NBO (> 13σ), that shifts slightly in frequency from
6.34 Hz (000000) to 7.68 Hz (020002) as the source moves from the NB towards
the SA.

The first incursion into the FB is marked by the presence of an FBO in the
first PDS of segment #01 (13.5 Hz), which results from the shift of the NBO
towards higher frequencies. In the FB, PDS usually display a broad-band noise
component with no aperiodic features. On segment #04 (58537.283 MJD), the
source comes back to the NB, where NBOs reappear. As the HR increases and
the source moves towards the HA, the NBO smears in the noise. On segment
#05, the source remains in the HB, where we could resolve an isolated HBO at
33.66+0.71

−0.76 Hz (Q∼9 and 3.7σ), which is the only example of this type of QPO
that we could detect in the whole NICER dataset.

When the source moves again towards the SA, the NBO reappears together
with hints of HBO-like features at higher frequencies (in PDS 180600 and 190601).
In segments #07-09, the source shows a rapid incursion into the low FB that
triggers an FBO in the frequency range 14-17 Hz, that turns back into a strong
NBO when the source returns to NB. From segment #10 onwards, the source
moves into the FB and the FBO is detected again in the PDS, even when the
source is in the mid-low FB state (see PDS 361200). In this observation, there
is only one hint of a narrow QPO-like feature in the FB (441402) centred at
∼ 29 Hz, which nevertheless has low statistical significance (∼ 1.7σ).
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Power Density Spectra

Dynamical+Total Power Density Spectrum

Figure 9.8 Top: PDS averaged every 390 s (i.e., 30 bins of 13 s.) in Obs 110803011. Time goes
from left to right and from top to bottom. Bottom: Dynamical+Total PDS. Black vertical
lines show the location of time gaps.
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9.3.3 Obs 3 (110803012)

Figure 9.9 shows the averaged PDS extracted every ∼ 400 s for Obs 3 (top
panel), together with a dynamical PDS and a total averaged PDS for the whole
length of the observation (bottom panel). Timing events for the whole bunch of
PDS are gathered in Tab. 9.5, and the characteristics of the detected QPOs are
displayed in Tab. 9.6, as in the the other two intervals.

As in Obs 1, the source spends most of the time in a flaring state, showing
two main incursions into the NB: the first one at 58538 MJD (segment #01)
and the second one at the end of the observation, at 58538.8 MJD (segment
#12). In the former, 3 PDS show strong NBOs at ∼ 6.2 Hz (i.e., 030100, 040101,
050102), where the first two of them also show hints of HBO-like features above
20 Hz (< 2.5σ). In PDS 060200, a blurred FBO (Q=1.1) at ∼ 10 Hz marks
the transition from the NB to the FB, as also shown in segment #02 of the
dynamical PDS. During the transitions within the FB, PDS are dominated by
broad-band noise, and we only detected 3 FBO features, where one is blurred
(110302), one is faint (160600) and one is statistically significant (230801). We
also point out an almost significant detection in PDS 311100 (∼ 2.92σ), which
is compatible with a blurred FBO. The last three PDS (i.e., 341200, 351201,
361202) represent the second transition to the NB. These are characterised by
blurred FBOs (>14 Hz) and one single resolved NBO (∼ 6.51 Hz) in PDS 351201.
Narrow QPOs are present in three PDS (i.e., 000000, 103001, 351201), all of
them above 60 Hz.
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Power Density Spectra

Dynamical+Total Power Density Spectrum

Figure 9.9 Top: PDS averaged every 390 s (i.e., 30 bins of 13 s.) in Obs 110803012. Time goes
from left to right and from top to bottom. Bottom: Dynamical+Total PDS. Black vertical
lines show the location of time gaps.
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9.4 Discussion and ongoing work

In this chapter, we performed the first analysis of the NS LMXB Sco X-1 based on
NICER X-ray observations. This monitoring is part of a large multi-wavelength
campaign performed during almost four days in February 2019, where thanks
to the large collecting area of the instrument and the possibility to process the
high count rates of the source, NICER provided the highest quality data among
all the X-ray instruments. Using the ghats software package, we extracted a
light-curve and a HID to characterise the spectral states of the source during
these observations. Then, we employed timing techniques to obtain a collection
of PDS to detect the rapid aperiodic variability of the source (i.e., the QPOs),
and to follow the evolution of the features in time and along the different spectral
states that Sco X-1 traces in the HID.

Considering the 3 NICER observations that we analysed in the work (i.e.
110803010, 110803011, 110803012), we fitted a total number of 115 PDS, which
were averaged every ∼ 400 s (in 30 contiguous 13-s-long bins). The results of
the fitting were reported on Sec. 9.3, where we observed a rich variety of LF
QPOs: 19 PDS contain NBOs (plus 4 faint detections), 18 PDS show FBOs
(plus 3 faint detections) and 2 PDS show HBO-like signals (plus 4 faint features).
This means that approximately half of the PDS we inspected show some kind
of quasi-periodic structure, while the rest are dominated by broad-band noise
components. We also observe two distinct types of QPOs that are more difficult
to classify according to the above categories, which are rare features that appear
in the flaring state (with no obvious preferential location in the FB). These are
the 4 QPOs detected in the frequency range 20 − 30 Hz in Obs 1 and Obs 2
(where 2 of them are statistically significant) and the 3 QPOs found in the range
65 − 85 Hz in Obs 3 (where also 2 of them are statistically significant).

The overall behaviour of the source is consistent with previous studies. Given
the similarities of our approach with the analysis performed by Motta and Fender
2019 using archival RXTE data, for the sake of comparison I will mainly focus
on the results of their analysis, also because that work is the more recent timing
survey of Sco X-1 based on RXTE.

PDS in the NB are dominated by strong NBOs at ∼ 6 Hz (see Obs 2 and
Obs 3), while all of them show a broad-band noise component along the FB.
The transition from the NB to the FB along the SA is marked by the shift of
the NBO towards higher frequencies, while as shown in Obs 2 the NBO also
disappears as the source moves towards the HA (140402). In the NB, NBOs
appear isolated with only a few exceptions, where HBO-like QPOs manifest at
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higher frequencies, above 20 Hz (PDS 180600 and 190601 in Obs 2; PDS 030100
and 040101 in Obs 3). These timing events are especially relevant in this context,
since as suggested by Motta and Fender 2019, their existence –when observed
together with NBOs– could be tentatively related with the ejection of URFs.
Among these 4 detections, only 1 is statistically significant (i.e. PDS 180600).
The fact that the existence of simultaneous NBO+HBO are rare features in
our PDS bunch is not surprising, especially if ones assumes that, due to the
soft response of the instrument, HBOs are harder to detect with the NICER
observatory with respect to RXTE. On the other hand, since we have detected
at least 1 significant HBO (simultaneously to an NBO) at ∼ 34 Hz, we accept
that any aperiodic feature in this frequency range could be relevant, albeit not
formally statistically significant. We also discovered one isolated HBO, which
was not reported by Motta and Fender 2019, although were previously detected
in the RXTE data (Motta et al., in preparation).

In Motta and Fender 2019, all HBOs show approximately the same central
frequency (∼ 45 Hz), while in our case they are more sparse at lower frequencies,
ranging from 20 to 35 Hz. Due to this fact, we question whether these features
(specially the ones at the lowest frequencies, i.e. ∼ 20 Hz) could represent a
sub-harmonic of the HBO, which would be in this case smeared in the noise of
the PDS. However, since these QPOs are transient and usually short-lived, it is
also possible that the characteristic frequency of the QPO varies over time in a
wider frequency range.

The nature of the narrow QPOs detected in the FB is unclear, since these
features show similar properties to HBOs, but appear in a completely different
spectral state compared to standard HBOs. Indeed, a similar type of QPOs
have been observed in the soft state of BH systems, the so-called type-C QPOs
in the soft state [see e.g. Motta et al. 2012, Franchini, Motta, and Lodato 2017,
who suggested that these QPO are triggered in the inner edge of the accretion
flow]. In these papers, the central frequency is typically below 20 Hz, although
at least two systems show type-C soft QPOs at higher frequencies (∼ 30 Hz,
see Tab. 1 in Franchini, Motta, and Lodato 2017). Assuming that our QPOs
are the NS equivalent of these features, it is not surprising that in NSs they
could be displayed at higher frequencies, as NS sources are less massive than BH
binaries. It could also be possible that the two populations of QPOs that we
observed are indeed harmonically related, but due to the low number of events
this suggestion is only tentative.

Another feature that deserves more attention is the FBO observed in PDS
230801 of Obs 3, which also manifest –but very blurred– on PDS 311000. We
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Figure 9.10 Dynamical PDS corresponding to PDS 310802 and PDS 320803 of Obs 1.

classified this QPO as an FBO because it is located in the mid-high FB, but its
central frequency at ∼ 6 Hz is by contrast more compatible with an NBO. In
these 2 time bins, the dynamical PDS does not show any compatible signal at this
frequency, revealing that these QPOs are transient events, possibly experiencing
very fast variability. The possibility that the source makes a rapid incursion in
the NB in a time scale much shorter than the typical length of the bin must be
explored in the future.

In Obs 1, the transition from the FB to the NB at 58536.091 MJD is
characterised by the rapid shift in frequency of an FBO, from ∼ 15 Hz to
∼ 8 Hz, which also produces a blurred shape of the FBOs in the PDS. There
is nothing unusual in this type of transitions, which have been observed in the
literature since the past century [see e.g. Priedhorsky et al. 1986]. However, a
deeper inspection of the dynamical PDS of these 2 bins reveals a more complex
behaviour, since as shown in Fig. 9.10, the 2 QPOs in the PDS seem to be present
at the same time. This could suggest, at least for some spectral transitions, that
the NBO and the FBO may be related in a different way, as the two QPOs can
be sometimes observed together rather than evolving one into the other.
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This chapter of the thesis presents a preliminary analysis of the NICER
monitoring of the source Sco X-1. Given the complexity of the timing analysis
and the rich phenomenology of Sco X-1, in this work I have focused on the
properties of LF QPOs. Nevertheless, this study can be extended in different
ways. A revised version of the analysis incorporating these improvements will
be presented elsewhere in the future:

• Although I have not fitted any QPO above 100 Hz, some of the PDS
presented in this chapter show hints of faint features in this frequency
range, sometimes above ∼ 500 Hz. The existence of kHz QPOs in Sco X-1
is not surprising, since these have been previously detected in RXTE data
[see e.g., van der Klis et al. 1997, Motta and Fender 2019]. However, given
the proximity of the Nyquist frequency to the region of interest (which in
this case is ∼ 1000 Hz), the analysis performed in this work is not optimal
for searching QPOs at such high frequencies. This will require a dedicated
procedure, where a new set of PDS will be produced by (1) increasing the
Nyquist frequency of the PDS (i.e., reducing the rebinning in the time
domain prior to FFTs) and (2) applying a linear rebinning in frequency
instead of a logarithmic one.

• I will also improve the definition of the spectral states in the HID. In
this chapter, these states have been defined qualitatively, but a better
description should be adopted in the future. This can be done, for example,
by placing the HID in a numerical grid, allowing to assign an integer number
to each location in the branch.

• In parallel, I will collaborate with Joe Bright (University of Oxford) and
Sara E. Motta (INAF) to analyse the radio data taken during the multi-
wavelength campaign of February 2019, specially the VLBI observations.
This analysis will be essential to deepen into the connection between
accretion states and the formation of URFs, following the work by Motta
and Fender 2019. Time intervals where the PDS displays a simultaneous
NBO+HBO –although usually not significant– are specially relevant to
this objective.



Chapter 10
Summary and future work

On this last Part of the thesis, I have presented two projects that I performed in
the field of X-ray data analysis, following the first contribution I have resumed
on Appendix B. These two chapters can be summarised as follows:

On Chapter 8 (originally published in López-Miralles et al. 2023), I have
analysed the system LS I +61°303, which is a γ-ray binary that has been widely
monitored since its discovery more than sixty years ago. Nevertheless, despite all
the multi-wavelength observations that have been performed, the nature of the
compact object, as well as the properties of the system, are still largely debated.
Aimed at investigating the rapid X-ray variability of LS I +61°303, I have
analysed all the archival Rossi X-ray Timing Explorer/Proportional Counter
Array (RXTE/PCA) data of the source, which was taken between 1996 and 2011.
A preliminary timing analysis based on different statistical methods, i.e., (i)
Lomb-Scargle periodogram, (ii) Phase Dispersion Minimisation, and (iii) folding
and amplitude maximisation, yields a periodicity of P∼ 26.6 ± 0.3 days, which is
statistically compatible with other similar periodicities reported in the literature
by other authors. This result does not allow us to distinguish the two radio peri-
odicities traditionally related with the orbital period (P∼ 26.499 ± 0.0028 days)
or the jet precession (P∼ 26.926 ± 0.005 days), assuming the microquasar model
for the latter one. Using the resolved period, I performed a data phase-resolved
analysis to produce a set of phase-bin-averaged energy spectra and Power Density
Spectra (PDS) with enhanced statistics and signal-to-noise ratio with respect to
the original data. The results of the analysis show that the PDS are dominated
by weak read noise below 0.1 Hz, and show no signal above this frequency. The
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amplitude of the noise varies mildly with the phase, and shows a maximum
that coincides with a dip of the X-ray flux and a softer photon index. However,
no statistically periodic or aperiodic timing feature could be found in the RX-
TE/PCA data of LS I +61°303.

On Chapter 9, I present the first analysis of the neutron star (NS) low-mass
X-ray binary (LMXB) Scorpius X-1 (Sco X-1) based on NICER X-ray observa-
tions, a detector aboard the International Space Station. These observations
were performed from 21 to 25 February 2019 as part of a big campaign to monitor
Sco X-1 with different instruments, providing the largest simultaneous coverage
of the source at all possible wavelengths with radio, optical/IR, X-ray and γ-ray
observations. In the X-ray energy range, the large collecting area of the NICER
observatory, together with its ability to properly handle the high count rates of
the source, provided the highest quality data of the X-ray instruments involved
in the campaign. Using three NICER observations of Sco X-1, I performed an
extensive timing analysis to characterise the quasi-periodic oscillations (QPOs)
that underlaid in the light-curve, specially the evolution of these features with
respect to the spectral states of the source, that I characterised in a Hardness-
Intensity Diagram. The results of the analysis are compared with previous
findings in the X-ray energy band.

In the following, I briefly summarise different lines of work based on ongoing
collaborations to extend the work presented on this Part of the thesis.

10.1 Multi-wavelength campaign of Sco X-1

The timing analysis shown in Chapter 9 revealed the presence of different type of
QPOs in the Sco X-1 NICER dataset, compatible in the vast majority with QPOs
found in previous RXTE surveys. In Motta and Fender 2019, some of these
features have been related with the existence of underlying ultra relativistic flows
(URFs), inferred by correlating X-ray flares in the core with radio flares in the
extended lobes. In particular, a tentative correlation between the accretion flow
and the ejection of URFs was suggested, since these seem to be launched when
both a normal branch oscillation (NBO) and an horizontal branch oscillation
(HBO) are present in the PDS.

Although due to the response of the instruments HBOs are harder to detect
with NICER, our data analysis showed small hints for their existence, both
isolated or in combination with strong NBOs. To assess the possible relation
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of these features with the source radio flares, I will collaborate with Joe Bright
(University of Oxford) and Sara E. Motta (INAF-Osservatorio Astronomico di
Brera) to analyse the radio data taken during the multi-wavelength campaign,
specially the VLBI observations. This analysis will be essential to understand
the connection between accretion states and the formation of URFs, following
the work by Motta and Fender 2019. In parallel, I will also explore Chandra
and XMM-Newton data, although in this case observations might be corrupted
by undesirable instrumental issues (e.g., pile-up effects).

Moreover, as already mentioned in Chapter 9, I will complete the timing
analysis of NICER data by addressing the existence of kHz QPOs in the PDS,
since these have been previously resolved by RXTE [see e.g., van der Klis et al.
1997, Motta and Fender 2019]. Indeed, some of the PDS I have inspected show
faint features above 500 Hz which could be compatible with a kHz QPO, but
a dedicated study should be performed to prove their existence in the NICER
data. With this aim, I will first increase the Nyquist frequency in all the PDS I
showed in Chapter 9, and then, to highlight high-frequency features, I will apply
a linear frequency rebinning instead of a logarithmic one (as we did so far in the
PDS shown in Part III of the thesis).

10.2 Chandra proposals

I am co-investigator of two Chandra proposals: one that have been accepted
for Cycle 24 [Marshall 2022] and one that have been submitted for Cycle 25 (in
collaboration with R. di Steffano).

SS 433 as an ULX The first of them, titled A test to establish that SS 433 is
an Ultraluminous X-ray source, aims to demonstrate that the microquasar SS 433
is the first galactic Ultra-luminous X-ray source (ULX), following the hypothesis
by King et al. 2001 who suggested that ULXs in nearby galaxies are linked to
microquasars with the supposition that their X-ray emission is restricted to a
small cone angle aligned to the line of sight. SS 433 shows extended arc-sec
scale X-ray jets, and there have been proposed several models to explain this
emission; for example, one model assumes reheating due to internal shocks as
faster blobs overtakes slower material ejected at almost the same precession
phase. An alternative hypothesis is that SS 433’s extended X-ray emission is
actually reflected core emission as observed at arc-second scales in Seyfert-2
galaxies. In that case, this extended emission may provide a solid measurement
of axially beamed radiation from the core and demonstrate the link to ULXs.
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Using new Chandra observations, we will perform a variability test that could
discriminate between these two models. But, for testing the reflection scenario, a
deliberately planned program of monitoring both the core flux and the extended
flux over a characteristic variability time scale of weeks to months is required.
This model has a very specific prediction that intensity and structural variations
should correlate with the variability of the beamed core flux. Furthermore,
the extent of the illumination along the jet’s apparent spiral pattern should
be directly related to the radiation beam pattern. By observing variations of
the core X-ray emission over a span of a few months, we can test whether the
extended emission responds with the appropriate light travel time delay and
that the illuminated region evolves around the jet spiral pattern. Furthermore,
the delays will generally have opposite signs on the two sides of the core. Thus,
observing such delay differences would be a definite signature of the ULX model.

In particular, we will measure secular changes in the intensity and spatial
structure of the SS 433 extended outflows, which is separable from the core only
using Chandra angular resolution. To track variations, we will image SS 433
every week for 12 weeks to cover half of a precession cycle of 162 days (the total
requested exposure is 120 ks). Moreover, while the reflected light in the Chandra
HRC band will be dominated by the 1-3 keV range, high energy photons actually
dominate the luminous power (after correcting for absorption along the line of
sight). Thus, we will also monitor SS 433 with Swift XRT observations at a 3
day cadence supplemented with monthly Swift BAT averages to measure the
spectral power out to 30 keV. We will also support these observations by several
25-30 ks Chandra HETGS exposures at regular intervals in order to validate the
core spectral model.

Dips and blips in Chandra archive The second proposal, titled Dips and
blips: facilitating the archival discovery of planetary transits, binary self-lensing,
and other short-duration X-ray phenomena, is an archival project that aims to
explore all bright X-ray sources listed in the Chandra Source Catalog in order
to search for and study X-ray events of short duration. These short duration
events provide unique and valuable information about astrophysical systems and
the processes occurring within them, as planetary transits, other short transits
caused by small objects (e.g., brown dwarfs, white-dwarfs, small stars, etc), dips
caused by clouds of gas and dust, or irregularities in the accretion disc. Blips,
or short-duration flux enhancements, are also important, including accretion
variations and/or explosions (e.g., type I X-ray bursts in NSs). A remarkable
example of this type of events is the discovery of a potential extragalactic
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Figure 10.1 Background subtracted X-ray light-curves defined by data points for Chandra
ObsID 13814. Reproduced with permission from Di Stefano et al. 2021 (Fig 1).

planetary transient in the X-ray binary M51-ULS-1 (located in the galaxy M51),
where the eclipser is most likely a Saturn size planet [Fig. 10.1; Di Stefano et al.
2021].

The research plan of the archival proposal is divided in two parts: (1) we
will conduct searches for short events within each X-ray light curve by applying
both classical algorithms and machine learning techniques, and (2) we will make
preliminary classifications of all significant short-term deviations from baseline.
To do so, we will use all available Chandra data, cross-match with catalogs
across wavebands, and test simple models of dips and blips. The primary output
of this project will be a complete catalog of events. This catalog will be an
useful resource for the X-ray community to identify and study eclipses, short
accretion-related dips, and other dips associated with planetary transits, as
well as short X-ray flares of all types, including X-ray bursts due to nuclear
burning on NSs. This archival project is expected to uncover roughly 3000-5000
interesting candidates for future research. We will create and publish a catalog
of Chandra-Discovered Short-Duration X-Ray Events, which will be included in
the VizieR database. We will also document our software and place it in readily
accessible repositories, such as Github. These resources will allow researchers to
conduct groundbreaking investigations on a wealth of phenomena that produce
short duration X-ray events, selecting individual events or categories of events
for detailed studies that can reveal the nature of exciting and diverse processes.

10.3 GRS 1747-312: a third body system?

In collaboration with Prof. Rosanne di Stefano and her group of the Astronomy
Department at Harvard University, we are analysing the system GRS 1747-312,
a bright NS LMXB located in the globular cluster Terzan 6 (at a distance of
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Figure 10.2 RXTE light-curves (time vs. count rate) with a time resolution of 4 s for
observations 40419-01-02-01, 60038-01-02-02, 60038-01-02-07 and 60038-01-03-01. A standard
∼ 2 ks eclipse is shown in all these light-curves.

∼ 9.5 kpc from the Earth). This system shows quasi-periodic outbursts every
∼ 4.5 months, where periodic eclipses are also expected to occur [in’t Zand et al.
2003], although these have been elusive in the quiescent state. Using Chandra
observations of the source performed in June 2019 and April, June, and August
of 2021, we are analysing an eclipse-like event that occurred while the source
was quiescent, which is of longer duration (twice the standard eclipse duration
of ∼ 2 ks) and whose timing does not fit the ephemeris of the companion star.
Given all of these characteristics, this could suggest that GRS 1747-312 is a
triple system where eclipses could be associated with the motion of (at least) two
separate bodies. To support the Chandra observations, aimed at confirming the
multi-body model in the X-ray historical data, I have analysed all the archival
RXTE data of GRS 1747-312 (∼200 observations) and extracted light curves
with high resolution (i.e., event mode data, see Fig. 10.2), for which I used a
modified version of the pipeline developed for Chapter 8. After a first inspection
of the results, all detected eclipses in the RXTE data are, however, compatible
with the standard timing and ephemeris of the source.
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In this appendix, I present the contribution I made in a series of publications
that I have co-authored, both in the field of relativistic jet simulations (Ap-
pendix A) and X-ray timing analysis (Appendix B). This extends, respectively,
the results presented in Part II and Part III of the thesis.

- In Appendix A, I present a collection of papers where I have been involved
developing and/or post-processing numerical simulations of relativistic outflows
in the context of Active Galactic Nuclei, using the code ratpenat. Although
this type of scenario is beyond the scope of the thesis, in Chapter 7 I pointed
out an ongoing line of work where we plan to extend our code lóstrego for
extra-galactic applications, following the research lines of our group. In this
manner, the work presented below, as well as other simulations that I will
not resume in this appendix, are the starting point towards constructing more
realistic setups, including for example the dynamical evolution of magnetic fields,
or the the interaction of plasma with radiation. The contributions revisited in
this chapter are the following:

1. Jet propagation through inhomogeneous media and shock ion-
isation (originally published in Perucho et al. 2021), where I present
numerical simulations of relativistic outflows propagating through the
inner host galaxy, including for the first time atomic and ionised hydrogen
and the cooling effects of ionisation. Moreover, as a particular application
of this new version of the code ratepnat, I summarise the results of
a three-dimensional relativistic hydrodynamics simulation we performed
to support the discovery by RadioAstron of a mini-cocoon-like structure
around the restarted jet in the radio galaxy 3C 84 [originally published in
Savolainen et al. 2023].

2. The large scale morphology of Hercules A (originally published in
Perucho et al. 2023), where we performed and post-processed global three-
dimensional relativistic hydrodynamics simulations aimed at reproducing
the peculiar large-scale morphology of the radio galaxy Hercules A.

- In Appendix B (originally published in Marino et al. 2020), we applied
for the first time the Internal Shocks model to characterise the multi-wavelength
spectrum of the neutron star low-mass X-ray binary 4U 0614+091, allowing to
change the jet geometry from a conical to non-conical flow. This is the first
attempt to apply this kind of study in the context of a X-ray binary hosting a
neutron star.





Appendix A
AGN jet simulations

A.1 Jet propagation through inhomogeneous me-
dia and shock ionisation

This chapter was originally published in Jet propagation through inhomoge-
nous media and shock ionisation. M. Perucho, J. López-Miralles, V. Rey-
naldi and A. Labiano. Astronomische Nachrichten, November 2021. DOI:
10.1002/asna.20210051. Reproduced with permission.

This chapter also reproduces an extract of the following publications: [1] Numeri-
cal simulations of relativistic jets. M. Perucho and J. López-Miralles. Journal
of Plasma Physics, 89(5), October 2023. DOI: 10.1017/S0022377823000892.
[2] RadioAstron discovery of a mini-cocoon around the restarted parsec-scale
jet in 3C 84. T. Savolainen et al. (including J. López-Miralles). As-
tronomy&Astrophysics, Volume 676, id.A114, 28 pp. August 2023. DOI:
10.1051/0004-6361/202142594. Reproduced with permission.

A.1.1 Introduction

Jets are triggered around supermassive black holes (BHs) in Active Galactic
Nuclei (AGN) via the extraction of rotational energy from the BH-accretion
disc system that sits at the core of those galaxies [Blandford and Znajek 1977,
The Event Horizon Telescope Collaboration 2019]. Jets become relativistic and
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super(magneto)sonic beyond the acceleration region, thus triggering shocks in
the galactic interstellar medium (ISM) during the first stages of propagation
through the host galaxy.

The role of shocks is certainly relevant for the subsequent evolution of the
host galaxy. On the one hand, shocks heat and ionise the ISM, providing it
with momentum and triggering outflows of ISM gas [e.g., Morganti et al. 2016,
Morganti and Oosterloo 2018, Schulz et al. 2021, and references therein]. These
outflows could eventually extract large amounts of ISM gas from the galaxy,
with the consequent quenching of star formation [see, e.g., Perucho, Quilis, and
Martí 2011, Perucho et al. 2014b]. On the other hand, there is debate about
the possibility that the compression induced by shocks could cause a burst of
star formation, although heated up ISM would increase the turbulence in its
molecular gas, which would prevent the collapse of the star forming cloud [see
the discussion in, e.g. Wagner, Bicknell, and Umemura 2012].

During the last years, a number of numerical simulations have tackled the
evolution of jets through the two-phase, inhomogeneous media expected within
the inner kiloparsecs of host galaxies [Wagner and Bicknell 2011, Wagner,
Bicknell, and Umemura 2012, Mukherjee et al. 2016, Bicknell et al. 2018, Zovaro
et al. 2019]. These works have shown that jet evolution can be strongly modified
by the presence of local, dense inhomogeneities and that these are shocked and
destroyed by jets in time-scales that could allow star formation. Although the
physical conditions of shocked clouds are complex and more detailed, specific
studies should be performed.

In this work, we have presented our first simulations to study the role of
jets within their host galaxies. The novelty of these numerical experiments is
the addition of atomic hydrogen as a species to our simulations, along with the
effects of cooling and recombination of hydrogen in terms of radiative losses.

A.1.2 First simulations with ionisation

With the aim to run numerical simulations that account for ionisation of hydrogen,
we have modified the code ratpenat [Perucho et al. 2010, Perucho, Martí, and
Quilis 2019] to include atomic hydrogen and ionisation terms from Vaidya et al.
2015. We have chosen to implement the non-equilibrium conditions, because
of the low densities in both AGN jets and the ISM. Therefore, ionisation plays
a role as a source of 1) energetic losses, which means a source term to include
the collisional ionisation cooling and the radiative recombination in the energy
conservation equation, and 2) the particle number densities, i.e., it appears as
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a source term in the conservation equation of the different species. We have
kept the Synge equation of state (EoS) for the jet flow, composed of pairs with
high internal energies. The selection of the EoS for each cell is based on the
presence or not of atomic hydrogen. In contrast to the work by Vaidya et al.
2015, we have not included neither atomic helium nor molecular hydrogen in
this first step of our project. The energy density of the gas is thus determined
by the translational energy of hydrogen alone [see Vaidya et al. 2015] and the
thermodynamical relations become trivial.

Despite the lack of analytic solutions for relativistic shock propagation in
combination with hydrogen ionisation (Vaidya et al. 2015 limit their work to
classical flows), we have run a number of tests that have been successfully passed
by the code, and compare well with those presented in Vaidya et al. 2015. The
tests performed will be shown elsewhere in the future.

The simulations were run in 512 cores at Tirant, the local supercomputer
at the Universitat de València. The grid size is 512 × 512 × 512 cells, with
a resolution of 6 cells/Rj, and Rj = 6 pc at injection. This means that the
simulation follows the jet evolution along 512 pc, from the point where the jet
radius is the selected one (i.e., ∼ 60 pc from the active nucleus).

The initial three-dimensional (3D) density distribution was set by means of
the PyFC fractal code [Wagner and Bicknell 2011]. This algorithm implements
an iterative process such that density inhomogeneities follow a log-normal single-
point statistics in space (with parameters µ = 1.0, σ2 = 5.0). The fractal
structure of the scalar field is achieved multiplying the Fourier-transformed
distribution by a Kolmogorov power-law with spectral index β = −5/3. The
scale of the largest cloud in the box is approximately 16 pc, which corresponds
to a minimum sampling wave-number, kmin = 17. The medium is set in pressure
equilibrium to a given value (PISM = 3.4 × 10−10 − 3.4 × 10−11 erg cm−3),
depending on the mean ambient density, by adapting temperatures. Once
temperatures are fixed, we use Saha equilibrium equations to set an initial value
for hydrogen density. The medium is obviously out from the equilibrium required
by Saha, and is thus dynamic, in the sense that the hydrogen density changes
with time due to cooling. The numerical box is assumed to be optically thin, so
all the energy lost via cooling is radiated away.

We have run three numerical simulations: J46a, J46b and J44a. Simulations
J46 share the same jet properties and gas distribution, but the ISM mean density
is scaled up by an order of magnitude in simulation J46b with respect to J46a.
Simulation J44a shares the ambient medium properties with J46a, but the jet
injected in J44a is two orders of magnitude lower in power with respect to J46a.
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The jets are all purely leptonic at injection. A tracer function f has been set
to f = 1 at the densest and coldest regions and f = 0 for the rest of the grid,
with the aim to track the original material in ISM clouds. Left panel of Fig. A.1
shows 3D contours of atomic hydrogen density in the grid prior to jet injection.
As in the rest of the thesis, we have used LLNL VisIt [Childs, H. et al. 2012] to
produce the figures.

A.1.3 Preliminary results and first conclusions

Right panel of Fig. A.1 shows, for the last snapshot of simulation J46b, the
projected 3D distribution of pressure contours (red and dark blue) indicating
the position of the bow-shock and hot-spot; a leptonic fraction contour (orange)
indicating the jet surface; a tracer contour (pink) indicating the location of
material originally sitting in the densest and coldest regions that has been
shock-ionised; and contours showing the atomic hydrogen density in two different
sets: the blueish contours indicate hydrogen outside the bow shock, whereas
the green/yellow contours indicate hydrogen inside the red surface. Altogether,
the image shows how the inhomogeneous density of the ISM forces an irregular
structure in the bow-shock. The distortion and expansion that the passage of
the shock and, mainly, close passage by the jet, force in the cloud material, as
shown by the pink spots at the centre of the image, are remarkable. Images
not shown here provide evidence of strong mixing and chaotic motions inside
the shocked region, causing an efficient mixing between the original cloud gas
and the dilute, hotter ISM. The original gas inside the clouds is thus scattered
through larger volumes, as revealed by the image.

The jet in simulation J46a crossed the grid in ∼ 5100 years, which implies
an advance velocity of ≃ 0.3 c. In the case of J46b, the simulation time is
∼ 6700 years (advance speed ≃ 0.25 c), whereas in the case of J44a (not shown),
it is ∼ 9000 years (advance speed ≃ 0.18 c). These advance velocities are just
slightly above those observed by Owsianik and Conway 1998, Polatidis and
Conway 2003 for Compact Symmetric Objects, probably due to the dilute media
used in these initial simulations.

All the green/yellow spots lie close to the bow-shock discontinuity, showing
that all the atomic hydrogen gets completely ionised as the shock crosses the
cloud. This result has been confirmed by histograms (not shown here) of the
number of cells with atomic hydrogen embedded inside a given pressure. These
histograms show that the cells containing atomic hydrogen rapidly tend to zero
with increasing pressure, close to the isobaric surface shown in red in the image,
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as temperatures reach 104 − 105 K. The same behaviour found in J46a is seen in
both J46b and J44a: atomic hydrogen seems to be ionised as the shock crosses
the clouds.

The temperatures measured inside the shocked regions are extremely high
(∼ 1010 − 1011 K), which makes it impossible for the ionised gas to cool and
recombine within the simulation time-scales. The heating is due to both the
shock and mixing with shocked jet material, and the high temperatures in
the relatively dilute space between cold clouds (as forced by the large span
of ISM density values and the imposed pressure equilibrium in the ambient
medium). These initially already high temperatures get increased by the shock,
and facilitate reaching the observed values within the shocked region via mixing.

We have computed histograms of transversal and longitudinal velocities (with
respect to the jet direction) in cells inside the shocked region. The count was
weighted with density in order to focus on the cells with larger densities (and
original cloud material). The results –not shown in the thesis– show that, in
J46b, where the jet propagates through a denser medium, the most common
velocities are ≤ 5000 km/s (also in the case of J44a), with the largest bins
indicating velocities up to ∼ 102−3 km/s, whereas a significant number of cells
reach up to 104 km/s in J46a. The longitudinal velocity distributions also show
the trend towards narrower wings (smaller velocities) in J46b and J44a. The
axial velocity distributions show fairly symmetric profiles around zero, which
implies that the shocked ISM is involved in both forward motions and backflow
towards the galactic nucleus, probably when mixed with the shocked jet gas.
Altogether, this reveals chaotic motions, which translates in an ideal scenario
for turbulence.

These results show that, in the lower velocity limit, our simulations are
capable of reproducing the observed kinematics in Compact Steep Spectrum
(CSS) sources such as those reported in Labiano, A. et al. 2005 and Reynaldi
and Feinstein 2016 through ionised gas observations. Furthermore, the structure
and distribution of the ionised clouds (pink contours in Fig. A.1) is consistent
with the ionised fast clouds observed in CSS [see also e.g., Shih, Stockton, and
Kewley 2013, Holt et al. 2011, O’Dea et al. 2002]. A refinement on both the
ISM initial conditions and jet properties are mandatory in order to reach the
velocity ranges with which the ionised gas is observed in CSS sources.
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Figure A.1 Left: Initial setup, including a slice of density (bottom) and atomic hydrogen
clouds. Right: Last frame of simulation J46b, within a 512 pc side box. Pressure contours are
red at the bow-shock (P = 10−4 c2), and dark blue at the hot-spot (P = 6 × 10−3 c2); leptonic
fraction contour is orange (xe = 0.5); tracer contour is pink (f = 0.5), and those showing the
atomic hydrogen density inside and outside the bow shock, are green/yellow (nH = 0.1 and
nH = 1 cm−3) and purple (10 cm−3), respectively.

A.1.4 Improving the first simulations

As a step forward in this project, we have now improved the set up, using
realistic ambient/cloud densities and temperatures. In these simulations, a
purely leptonic (e−/e+) jet is injected into an inhomogeneous medium composed
of a mixture of clouds that host atomic hydrogen, at temperatures ∼ 100 K
and maximum number density n ∼ 109 m−3, and an ionised medium with
T ∼ 106 K and n ∼ 105 m−3. The numerical box reproduces the inner 500 pc
in the host galaxy, with the jet injected as a boundary condition at a certain
distance from the forming region with relativistic velocity 0.98 c, density ρj =
1.67×10−26 kg/m3, and a very high specific internal energy ε ∼ 103 c2 to simulate
the high pressure expected in this region (the simulation does not include a
magnetic field so this approach could only account for a magnetic pressure
generated by a disordered field configuration). In the simulations, the ambient
medium also has a transversal velocity of 100 km/s to emulate the rotation
around the galactic nucleus.

Altogether, the parameter range in the simulations spans throughout more
than eight orders of magnitude in density and pressure, which makes the simula-
tion extremely challenging. Moreover, time-step limiters need to be included to
allow for the short hydrogen recombination rates in cold regions or ionisation
in shocked cells. The simulation uses two EoS: relativistic [Synge 1957] and
non-relativistic [see Vaidya et al. 2015] ideal gas. The criterion to choose between
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them is based on the cell composition, namely, on the fact that neutral hydrogen
is present or not.

The top panels of Fig. A.2 show cuts of rest-mass density (left, in code units
ρa = 107 mp/m3, with an upper limit to the colour scale set at 108 mp/m3, where
mp is the proton mass), pressure (centre, in code units ρa c2 = 1.5 × 10−3 Pa,
with a lower limit set at 1.5 × 10−8 Pa), and velocity field (right, in code units
c, limited at 10−5 c) at the last snapshot obtained for the simulation, which is
still being run, at t = 460 yr after injection. These plots reveal a complex shock
structure around the jet as forced by the strong inhomogeneity in density found
in the ambient medium. The shocked region is also highly inhomogeneous in
density, revealing the richness in the interaction between the jet and the ISM
shocked gas. The high sound speed contributes to homogenise pressure within
the shocked region with the exception of some knots of denser (ambient) gas,
and the jet’s hot-spot. Finally, the velocity field shows a wide range of values,
from 10−4 to 0.1 c. Obviously, the smaller velocities correspond to the denser
regions (see the comparison with the density panel). Although there are regions
with values that can fall to several tens of km/s (blue colour within the shocked
area, ∼ 10−4 c), the dominating blue-white transition implies typical velocities
of the order of hundreds to a thousand km/s. These values are in agreement
with the typical ones measured from line emission in jetted active galaxies [see
e.g., Morganti and Oosterloo 2018, Schulz et al. 2021].

The bottom left panel in Fig. A.2 shows a limited box centred in the region
occupied by the jet structure with a rendering of a tracer that indicates the
regions where originally dense, cloud, atomic gas can be found. From the image,
it is evident that this gas is fixed in clouds outside the shocked volume, but
it is completely disrupted and mixed by the shock, and appears concentrated
towards the shock region. Finally, the bottom right panel displays, for the same
box, a collection of isosurfaces of pressure (red) to highlight the shock wave
(7×10−7 ρa c2 ≃ 10−10 Pa), leptonic number (ρe−/e+/ρ at 10−3, as compared to
≃ 5.4 × 10−4 for e−/p gas) to show the jet and still lepton dominated, unmixed,
regions, atomic hydrogen density outside the shock (orange, for 108 mp/m3) to
show the cloud distribution, and inside the shock (bluish, for 105 mp/m3) to show
hints of atomic hydrogen within the shocked cavity. The low density (bluish)
hydrogen density contours follow clearly the shock surface and thus reveal a
very fast and complete ionisation of the atomic gas. Therefore, we observe
that the shocked gas is completely ionised, so despite our simulation recovers
the observed velocities, as stated above, it shows that the shocks produced
by powerful jets ionise atomic (and therefore molecular) gas very rapidly and
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this forbids line detection, unlike observations clearly reveal. The origin of this
discrepancy probably lies in the fact that observed lines correspond to radio
sources more evolved than our simulation at the current position (several kpc
vs 200 pc) and that post-shock temperatures (typically 106 − 107 K) are too
high to allow for recombination of shock-ionised hydrogen within the simulated
time. Nevertheless, we observe white spotted areas in the cuts (top left panel)
which imply densities between 107 and 108 mp/m3 and this could translate in
cooling times of ∼ 103−4 − 104−5 yr for gas between solar and 0 metallicity at
the aforementioned temperatures [Dopita and Sutherland 2003]. Although the
simulations are limited to pairs, and atomic+ionised hydrogen in the composition
of the gas, they show that the conditions for line emission with the observed
velocities could be recovered once the jet has evolved for, at least, twice the
simulated time so far. Therefore our simulations represent a promising first
step in the understanding of ISM dynamics driven by jet injection in the host
galaxies.

A.1.5 A particular scenario: the restarted jet in 3C 84

In Savolainen et al. 2023, we present RadioAstron space-based very long baseline
interferometry (VLBI) observations of the nearby radio galaxy 3C 84 (NGC
1275) at the centre of the Perseus cluster. The observations were carried out on
September 21-22, 2013 and involved a global array of 24 ground radio telescopes
observing at 5 GHz and 22 GHz, together with the Space Radio Telescope.
Furthermore, the Very Long Baseline Array (VLBA) and the phased Very Large
Array (VLA) observed the source quasi-simultaneously at 15 GHz and 43 GHz.
The space-VLBI images reveal a previously unseen sub-structure inside the
compact 1 pc long jet that was ejected about ten years earlier (see Fig. A.3). In
the 5 GHz image, we detected, for the first time, low-intensity emission from
a cocoon-like structure around the restarted jet. Our results suggest that the
increased power of the young jet is inflating a bubble of hot plasma as it carves
its way through the ambient medium of the central region of the galaxy. About
half of the energy delivered by the jet is dumped into the mini-cocoon and the
quasi-spherical shape of the bubble suggests that this energy may be transferred
to a significantly larger volume of the ISM than what would be accomplished
by the well-collimated jet on its own. The pressure of the hot mini-cocoon also
provides a natural explanation for the almost cylindrical jet profile seen in the
22 GHz RadioAstron image.
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Figure A.2 Top panels: Cuts of rest-mass density (left, in code units ρa = 107 mp/m3, where
mp is the proton mass), pressure (centre, in code units ρa c2 = 1.5 × 10−3 Pa), and velocity
field (right, in code units c) at t = 460 yr after injection. Bottom left: Tracer rendering
showing the locations with originally dense, cloud, atomic gas. Bottom right: isosurfaces of
pressure (red, ≃ 10−10 Pa), leptonic number (ρe−/e+ /ρ = 10−3), atomic hydrogen density
outside the shock (orange, 108 mp/m3), and inside the shock (bluish, 105 mp/m3).

A.1.5.1 Numerical simulations

In order to support the RadioAstron observations presented in the paper, we
run a numerical simulation employing the new version of the code ratpenat
that I briefly introduced in this chapter [see also Perucho et al. 2021], including
a module of hydrogen ionisation and recombination physics [based on Vaidya
et al. 2015]. This simulation was run during ∼ 36 hours in 1024 cores, at
Tirant, the local supercomputer at the University of València. The jet is injected
in the grid with a radius of 0.07 pc, velocity vj = 0.98 c, and temperature
2.4 × 1010 K (jet specific enthalpy is hj = 12 c2), which results in a kinetic
power Lj = 3 × 1044 erg s−1. The grid is set up with an inhomogeneous ambient
medium with mean density of 15 mp cm−3, with a density distribution ranging
from 3000 mp cm−3 to 0.01 mp cm−3, and temperatures ranging from 1000 K
to 4 × 108 K. To define the initial density distribution, we used the publicly
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Figure A.3 Ground-based and space-based VLBI images of 3C 84 at 5 GHz (top) and at 22
GHz (bottom).

available PyFC code [Wagner and Bicknell 2011], a package which is useful to
represent a dense, inhomogenous component embedded in a smooth background.
The distribution of clouds is set up by an iterative process following the work
on terrestrial clouds in Lewis and Austin 2002. The 3D scalar field follows a
log-normal single-point statistics in cartesian space and the fractal distribution is
established by Fourier transforming and multiplying the cube by a Kolmogorov
power-law with spectral index β = −5/3. The mean (µ) of the parent distribution
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is 1.0 and the variance σ2 = 5.0 [Wagner and Bicknell 2011]. The dimensions
of the numerical box are 5123 cells, with a resolution of 5.8 mpc/cell (resulting
in a resolution of 12 cells/Rj), so the box covers the inner 3 pc of evolution of
the relativistic, electron-positron jet propagation. Based on the computational
box dimensions, we set a minimum sampling wave-number kmin = 17, such
that the scale of the largest fractal structure in the cube (i.e., the cloud size) is
approximately 0.1 pc.

Figure A.4 shows the results of the simulation, for which we have used the
approximate parameters derived for the jet in 3C 84 in this paper. The images
show the initial jet expansion and a transition to nearly cylindrical geometry
caused by the jet’s cocoon pressure. Because these represent the initial stages of
evolution, the jet head is close enough to the injection point that the jet has
not covered enough distance to recollimate in a conical shock. Following the jet
evolution would allow us to see how, as the jet head evolves to larger distances,
a recollimation shock would be formed due to the collimating effect — already
observed in the simulations — of the cocoon [this has been observed in previous
simulations of jet evolution, see e.g., Perucho and Martí 2007]. This is precisely
the structure observed in the jet of 3C 84, which shows no bright features from
initial expansion until the hotspot.

Interestingly, the plots also show, not only the aforementioned qualitative
morphological resemblance, but also that the hottest regions in the jet are the
shear layer, where dissipation takes place, and the hotspot itself. The dissipation
of the kinetic energy due to the friction between different velocity layers, or the
development of instabilities that play this same role can create a layer of hot gas
where particles are accelerated [e.g., Rieger 2019, and references therein]. In the
case of 3C 84, energy dissipation at the jet boundaries could well be produced by
shear, as it is the case in the simulation (the generation and effects of shear-layers
have been recently reported for the case of the radio galaxy 3C 111 [Beuchert
et al. 2018, Schulz et al. 2020]). The bow shock (external contours) shows a
granular structure produced by the interaction of the jet with the colder, denser
clouds.

The main difference between the simulation and the observed jet is the bend
observed in 3C 84 close to the hot-spot. The jet shows no signs of instability
development before this bend, which would correspond to an already nonlinear
amplitude. Another option would be jet precession, which, considering that jet
propagation is basically ballistic, could also be excluded as the cause of the bend
because there is no continuous change in direction either. Finally, the presence
of a local, relatively large-scale inhomogeneity in the density distribution could
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Figure A.4 Snapshots of a simulation of a relativistic, electron-positron jet propagating through
a dilute ambient medium, as expected to be the case for the re-started jet in 3C 84. The
left panel shows a 3D render of the leptonic mass fraction (which identifies the jet), three
temperature contours (2.5 × 108 K in faint yellow, 2.1 × 1010 K in faint blue and 1.8 × 1012 K
in dark blue), and atomic hydrogen density (brown clumps). The right panel shows a 3D
render of the leptonic mass fraction and a pressure contour (faint yellow), to show the position
of the jet bow shock.

trigger a differential cocoon pressure on both sides of the jet, forcing it to change
direction. The fact that the lobe seems to develop in the direction of the bend
favours this interpretation. The reason is that the lobe plasma will preferentially
move towards the lower pressure regions. Interestingly, Kino et al. 2021 reach
the same conclusion based on 43 GHz VLBI monitoring during 2016−2020 which
shows ∼ 1 yr long frustration of the hot spot motion in 2017 and a subsequent
breakout.

A.1.5.2 Jet feedback

It is well established that fully developed, large-scale jets of massive radio galaxies
can heat the intergalactic or intracluster medium suppressing the cooling flows
and controlling the growth of the massive galaxies [McNamara and Nulsen
2007, McNamara and Nulsen 2012]. There is good evidence that this radio
mode or maintenance mode feedback mechanism is at work also in the Perseus
Cluster and generations of outbursts from 3C 84 have inflated multiple X-ray
cavities in this cluster [Boehringer et al. 1993, Fabian et al. 2000, Fabian et al.
2003]. A more recent idea is that the jet, especially a young, confined jet, could
be an important feedback mechanism also inside the host galaxy, heating gas
and driving molecular outflows [e.g., Morganti, Tadhunter, and Oosterloo 2005,
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Morganti et al. 2013, Wagner, Bicknell, and Umemura 2012]. One of the central
problems of the latter type of feedback has been how well-collimated jets can
affect the entire volume of the bulge, i.e., how the jet couples to the ISM and
how it can deposit energy and momentum relatively isotropically. There are
several mechanisms that can play a role here, which will be discussed below.

First of all, jets are light and overpressured; they can inflate a highly over-
pressured cocoon that expands quasi-isotropically. We can now, for the first
time, see evidence for this in sub-pc scales. The mini-cocoon expands at a
transverse velocity of ∼ 0.1 c and its aspect ratio is about 1.4, hence the cocoon
can process a significantly larger volume of the ISM than the collimated jet
alone. However, the transverse expansion speed of the cocoon will decrease as
the cocoon pressure decreases over time and this will increase the aspect ratio –
for the southern mini-lobe, created by the previous activity period, the aspect
ratio is about 2. The results shown in the paper indicate that the jet can dump
about half of its energy in the mini-cocoon.

In a series of numerical simulations, first 2D axisymmetric [Perucho, Quilis,
and Martí 2011, Perucho et al. 2014b], and later 3D simulations [Perucho, Martí,
and Quilis 2019, Perucho et al. 2021], the authors have shown that collimated,
relativistic jets can deposit a large fraction (up to 80 − 90%) of their energy
into heating and displacing the ambient medium both in the galactic halos and
intergalactic medium. In Perucho et al. 2017 the authors gave an explanation to
this efficiency, on the basis of the aforementioned jet collimation and relativistic
nature of AGN jets. In this work, they studied the ratio of the cavity (cocoon)
pressure to the maximum cavity pressure defined as

pc,max = Lj ∆t

Vc
, (A.1)

where Vc is the cavity volume and it is implicitly assumed that all the injected
energy is transferred to the cocoon to drive the shock [Begelman and Cioffi 1989].
Perucho et al. 2017 found that in the relativistic simulations pc/pc,max ≃ 0.4
throughout the whole propagation phase. Taking this ratio and assuming θ = 18◦,
Pj ≃ pcVc/(0.4∆t) ≳ 2 × 1043(1 + k)4/7 erg s−1 (see details in Savolainen et al.
2023). This lower limit for Pj matches the lower limit calculated in Sec. 4.1.2
of Savolainen et al. 2023 and it is a factor of two smaller than the lower limit
calculated in Sec. 4.2.1 of Savolainen et al. 2023. This is consistent with a large
proportion of the energy transfer from the jet taking place through a strong
shock with the ambient medium, which, according to the cited works, could be
assigned to its collimation and relativistic nature.



290 AGN jet simulations

Numerical simulations of jet propagation using a multi-phase description of
the ambient medium have also shown that the jets couple strongly to a clumpy
ISM e.g., Wagner and Bicknell 2011, Wagner, Bicknell, and Umemura 2012,
Mukherjee et al. 2018, and the work described in the previous section. When a
jet in these simulations struggles through a dense cluster of gas clouds of various
sizes, it is deflected and the flow is channelled to many different directions in the
porous ISM. According to the simulations by Wagner, Bicknell, and Umemura
2012 these channel flows provide an efficient means of energy transfer from the
jet to the ISM with up to 40% of the jet energy being deposited to the cold and
warm gas. The earlier works by Nagai et al. 2017, Kino et al. 2018, and Kino
et al. 2021 indicate that the restarted jet in 3C 84 is likely moving through a
clumpy, multi-phase medium and this mechanism can be also, at least partly,
responsible for creating the cocoon bubble. The interaction between the jet and
a dense gas clump is also the most likely explanation for the molecular outflow
found by Nagai et al. 2019.

Finally, yet another effect that can increase the volume of the ISM that a
jet can have an impact on, is the wobbling or precession of the jet. If the jet
direction changes significantly with time, it naturally interacts with a larger
volume of ambient gas. The 3C 84 has clearly ejected sub-pc scale jets in different
directions over the past 30 years as can be seen by comparing VLBI observations
made in the 1990s to the jet direction visible in the 22 GHz RadioAstron image.
In the 43 GHz VLBA images of Dhawan, Kellermann, and Romney 1998 made
in 1995−1996, the sub-pc jet points to southwest, to the direction of the current
feature C2; in 2013, the jet was pointing to south-southeast.

It is quite possible that all three mechanisms — an overpressured cocoon,
interaction with a clumpy ISM, and changes in the jet direction — work at the
same time in 3C 84 helping to transfer energy and momentum from the jet to
the ISM.
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A.2 The large scale morphology of Hercules A

This chapter was originally published in On the large scale morphology of Her-
cules A: destabilized hot jets?. M. Perucho, J. Lopez-Miralles, N. Gizani,
Jose Maria Marti, B. Boccardi. Monthly Notices of the Royal Astronomical
Society, Volume 523, Issue 3, August 2023, Pages 3583–3594. DOI: 10.1093/m-
nras/stad1640. Reproduced with permission.

A.2.1 Introduction

Extragalactic jets are formed at the surroundings of supermassive BHs in AGN
by means of magneto-hydrodynamical processes that extract rotational energy
from the BH [Blandford and Znajek 1977]. The jets are thought to be accelerated
along the collimating region by the toroidal magnetic field [see e.g. Vlahakis
and Königl 2004, Komissarov et al. 2007], and by the conversion of internal
into kinetic energy (through the Bernoulli process) at jet expansions [see e.g.
Perucho and Martí 2007]. Expansion and acceleration cause a drop in the
intensity of the jet’s magnetic field and thermal pressure, which leads to outflows
being kinetically dominated unless dissipative processes [instabilities, shocks,
interactions... see e.g., Perucho 2019, for a review] take over. The large scale
morphology of jets is therefore a consequence of the evolution of the flowing
plasma along its propagation.

Fanaroff and Riley 1974 showed the existence of a morphological dichotomy
of radio galaxies, with Fanaroff-Riley type I (FRI) being brighter at their centres
and becoming dimmer and more symmetric in brightness towards the outer
regions, and Fanaroff-Riley type II (FRII) being, in contrast, brighter at their
extremes, namely, at the sites of interaction with the interstellar or the warm-hot
intergalactic medium (ISM/WHIM). The dichotomy was associated to jet power,
with FRII radio galaxies corresponding to the more powerful jets [e.g., Ghisellini
and Celotti 2001]. Nevertheless, this classification, albeit very useful as an initial
grouping, has been shown to simplify in excess the complexity of radio source
morphologies. Recent observational works have shown that the relation between
power and morphology is unclear, mainly at intermediate and low jet powers,
with some low power jets showing FRII morphology, or equal power jets showing
different morphologies [see, e.g. Vardoulaki et al. 2021, Mingo et al. 2019, Mingo
et al. 2022].
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Figure A.5 Radio image of Hercules A constructed from the VLA C band at 7 GHz. Reproduced
with permission from Timmerman et al. 2022.

The radio galaxy Hercules A is a good example of this complexity: on the
one hand, its relatively powerful jets would be expected to develop typical FRII
morphologies, but, on the other hand, they exhibit no hotspots at their limbs,
and the jets seem to transit from a collimated regime into a disruptive process.
The images of this source obtained with different arrays [Sadun and Morrison
2002, Gizani and Leahy 2003, Timmerman et al. 2022] show the development of
a kink prior to jet disruption. Beyond these disruptive points, at ∼ 100 kpc [as
derived from VLA and LOFAR observations, e.g., Kassim et al. 1993, Gizani and
Leahy 2003, Timmerman et al. 2022, –it is noteworthy that this coincides with
the cluster density core radius], the jets inflate large, quasi-spherical lobes that
resemble those found in FRII radio sources and are surrounded by bow shocks
[Nulsen et al. 2005], albeit missing the bright interaction sites, or hotspots (see
also Fig. A.5). These lobes show, furthermore, notorious arc-shaped filaments.
Finally, the western jet/lobe show bow-shock structures that could be triggered
with the propagation front of enhanced injection. In summary, the detailed
imaging of this source reveals the large level of complexity required to interpret
it.

The jet formation and acceleration paradigm establishes that the jet energy
flux is dominated by the magnetic and/or internal energy contributions at injec-
tion and it becomes kinetically dominated after becoming superfast magnetosonic
[see e.g., Komissarov 2012]. Entrainment contributes to mass-loading and the
correspondent relative increase of kinetic+rest mass energy flux in the flow
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[Anglés-Castillo et al. 2021]. Moreover, jet propagation through a decreasing
density ambient medium facilitates head acceleration [e.g., Perucho, Martí, and
Quilis 2019] and also the gain of flow inertia, which contributes to further jet
stability, by increasing the relativistic density relative to the ambient medium
[the cocoon expands faster and its density falls faster, too, see e.g., Perucho
2012]. The role of jet inertia in the growth rates of Kelvin-Helmholtz instability
(KHI) modes in relativistic flows was discussed in detail in Perucho, Martí, and
Hanasz 2005, both for symmetric (pinching) and antisymmetric (helical) modes.

Numerical simulations of extragalactic jets have been traditionally aimed to
either reproduce the morphologies of powerful FRII jets [e.g., Martí et al. 1997,
Komissarov and Falle 1998, Aloy et al. 1999, Scheck et al. 2002, Mignone et al.
2010, Massaglia et al. 2016, English, Hardcastle, and Krause 2016, Mukherjee
et al. 2020, Seo, Kang, and Ryu 2021, Perucho, Quilis, and Martí 2011, Perucho
et al. 2014a, Perucho, Martí, and Quilis 2019, Perucho, Martí, and Quilis 2022],
or low-power, FRI jets [e.g. Perucho and Martí 2007, Rossi et al. 2008, Perucho
et al. 2014a, Massaglia et al. 2016, Massaglia et al. 2019, Massaglia et al. 2022].
Few works have tried to address the complex morphology of Hercules A-like
sources. Nakamura et al. 2008 simulated the jets in this source as magnetic
towers, obtaining one of the closest approaches to this source found in the
literature. However, the simulations show jets that are much wider than the
observed ones, relative to the lobe size obtained. Furthermore, inherent to the
magnetic tower model is the assumption of a Poynting-flux dominated flow,
while there are serious doubts about magnetic energy dominating the jet energy
flux at these scales [see e.g. Begelman, Blandford, and Rees 1984, Vlahakis
and Königl 2004, Croston et al. 2005, Komissarov et al. 2007]. Hence, the
question remains about how to produce the morphologies seen in the Hercules A
jets with non-magnetically dominated flows. Saxton, Bicknell, and Sutherland
2002 studied the generation of rings in the western lobe of this source via non-
relativistic, hydrodynamical simulations. The authors suggested that these rings
could be triggered by shocks propagating through the lobes of the disrupted jet
and the presence of strong recollimation shocks as the origin of jet disruption
and transition to turbulence. However, as we will discuss in this appendix, a
non-relativistic, axisymmetric approach is probably insufficient to reproduce and
interpret correctly the morphology of the lobes in Hercules A.

As previously noted, jet disruption by helical instability modes or kinks seems
to happen at around the distance at which the cluster density profile starts to
fall, after which the quasi-spherical lobes develop. This sphericity is a signature
of pressure-driven expansion, which could be favoured by the jets being initially
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hot [Perucho et al. 2017]. It is very important to remark that when we refer to
a hot jet, it is not only that its sound speed is large, and its Mach number is
thus small, but to the fact that its specific internal energy is relativistic.

In this appendix, we try to explain the generation of large scale diffuse lobe
morphologies similar to those observed in Hercules A from a purely relativistic
hydrodynamics (RHD) approach, using our code Ratpenat [Perucho et al. 2010].
Therefore, an attempt to reproduce internal lobe features (rings/arcs) in detail
is out of the scope of this work. Interestingly, though, our simulations also reveal
a possible physical mechanism responsible for the formation of the observed arcs
in Hercules A. From our results, we suggest that these features could be the
consequence of the development of (helical) instability-triggered shocks. Future
work will revisit this scenario with relativistic magnetohydrodynamics (RMHD)
simulations using the code lóstrego [López-Miralles et al. 2022, López-Miralles,
Martí, and Perucho 2023]. As a warning note, we point out that it is not the
aim of this chapter to reproduce the exact morphology of the source, which
would require not only a detailed knowledge of the jet injection conditions,
including the jet power, rest-mass density and velocity, specific internal energy,
and the structure of the magnetic field, but also of the environment prior to jet
injection. It would be therefore reckless to approach the problem with this aim.
Alternatively, we adopt a qualitative approach, which allows us to discard some
scenarios and to put the focus on particular jet/ambient medium configurations
to explain both jet disruption and lobe inflation.

We have run numerical simulations of jets with a set of parameters that are
based on two different hypothesis about the origin of the observed morphology.
In particular, the two possibilities considered are: 1) a kinetically dominated
jet, with a periodic variation in injection power, and 2) an internal-energy
dominated jet, prone to the development of instabilities and disruption. In the
first case, the lobes would be inflated by the shocked jet plasma injected prior
to the drop in jet power, whereas in the second this task would be done by the
continuously injected, high-pressure plasma going through the disruption point.
We show that a jet with a large internal energy (with a possibly contribution
of magnetic energy) can produce a qualitatively similar morphology to that in
Hercules A, avoiding the assumption of Poynting-flux dominated, force-free jets
at kpc scales, not favoured by current models of jet acceleration [Komissarov
2012] and evolution [Perucho 2019]. Owing to the large computational cost of 3D
numerical simulations, we are forced to run only a few runs, focusing on fitted
density/pressure profile of the cluster from observational results [Gizani and
Leahy 2004] and basic estimates on the jet properties [Gizani and Leahy 2003].
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A broad sweep in parameter space is prohibitive in 3D simulations like the ones
we present here, which require between 5 × 105 and 106 hours of calculation in
supercomputing resources.

The structure of the chapter is the following: Section A.2.2 is devoted to the
description of the simulation setup; in Section A.2.3 we describe our results, and
in sections A.2.4 and A.2.5 we discuss those results and present our conclusions,
respectively.

A.2.2 Numerical simulations

We have used the code ratpenat running in the supercomputing resources at
the University of València. This code solves the RHD equations in conservation
form, using high-resolution-shock-capturing methods [see Perucho et al. 2010].
The code is a hybrid parallel code – message passing interface/MPI + OpenMP
– that is optimised for the use of supercomputers with a shared/distributed
memory structure. The simulations have been run in 256 to 1024 cores at Tirant
(Servei d’Informàtica de la Universitat de València). We have used LLNL VisIt
[Childs, H. et al. 2012] to generate the figures for this work.

We also introduced a source term in the energy equation to account for
thermal cooling in a simplified way [Perucho, Bosch-Ramon, and Barkov 2017,
Perucho, Martí, and Quilis 2022]. The cooling term Λ (cgs units; considering
hydrogen ions only) is taken as in the approximation given in Myasnikov, Zhekov,
and Belov 1998:

Λ = ne nH ×


7 × 10−27T, 104 ≤ T ≤ 105

7 × 10−19T −0.6, 105 ≤ T ≤ 4 × 107

3 × 10−27T 0.5, T ≥ 4 × 107


where T is the gas temperature and ne and nH are the electron and hydrogen
ion number densities. Whereas ne = ρe/me with ρe the electron mass density
and me the electron mass, for purely ionised hydrogen, nH = ρp/mp with ρp the
proton mass density and mp the proton mass. Electron and proton mass densities
are computed with the Synge EoS, implemented as described in Appendix A of
Perucho and Martí 2007, which allows us to describe our system as a mixture of
relativistic (electron, proton and positron) ideal gases. We therefore implicitly
assume thermodynamical equilibrium at each cell.
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A.2.2.1 The ambient medium

The numerical box used in the simulations defines a cube with sides of 256 or
512 kpc, with the jet injected from the centre of one of its faces as a boundary
condition. The jet injection point is taken to be at ∼ 10 kpc from the active
nucleus, as fixed by the distribution of the ambient medium (see below). The
jet radius at injection is taken as Rj = 1 kpc. The ambient medium is given
by a density profile that corresponds to that estimated for Hercules A [see e.g.,
Gizani and Leahy 2004]. We model it as a hot medium dominated by ionised
hydrogen (electron-proton gas) with the following profile

next = nc

(
1 +

(
r

rc

)2
)−3βatm,c/2

, (A.2)

where r is the radial spherical coordinate. Here, we have used nc = 0.01 cm−3,
rc = 120 kpc, and βatm,c = 2.22. The temperature Text is set constant to
4.9 × 107 K. The pressure is then derived from

pext = kBText

µX
next, (A.3)

where µ is the mass per particle in atomic mass units (µ = 0.5 here), X is
the abundance of hydrogen per mass unit, which is set to 1, and kB is the
Boltzmann’s constant. The chosen profiles for the density and temperature
define a dilute and hot ambient medium. Whereas this can be the result of the
passage of the jets (which sweep and heat the original ambient medium as they
propagate), the lack of hotspots and strong bow shocks around the radio source
at the simulated scales, along with the long lifetimes estimated for the source
would suggest that the ambient medium has got enough time to recover its
original distribution (tjet > tG, the dynamical time of the gravitational pull from
the host galaxy). Nevertheless, it is impossible to know the initial distribution
of the WHIM prior to the injection of the radio galaxy.

A.2.2.2 Kinetically dominated jets

The jet power, in the absence of a dynamically relevant magnetic field, is given
by Lj = ρ(hW −1)Wc2vAj , with ρ the rest mass density, h the specific enthalpy,
v the jet flow speed and W the corresponding Lorentz factor, Aj the jet area
at injection, and the subtraction in the bracket removes the contribution of
the rest-mass energy of the particles. The specific enthalpy is related with the
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specific internal energy ε through h = 1 + Γε/c2, where Γ is the adiabatic index
provided by the EoS.

As pointed out in Perucho et al. 2017, the amount of internal energy trans-
ported by the jet affects the lobe pressure, and it is precisely when ε ≫ c2 that
the jet energy flux is dominated by internal energy. On the contrary, when
ε ∼ c2 or smaller, the jet is dominated by kinetic energy.

The injection power of the kinetically dominated jet is Lj = 2 × 1046 erg/s,
within the estimated range of jet power for the source [Saxton, Bicknell, and
Sutherland 2002]. The jet was injected into the ambient medium grid (a numerical
box with 5123 cells, covering a physical region of (256 kpc)3) as kinetically
dominated, with velocity v = 0.92 c and rest mass density 10−4 times that of
the ambient medium at injection, i.e., ρj = 1.67 × 10−30 g/cm3. The leptonic
contribution to the total density is taken to be of the 80%. By doing this
we account for possible entrainment of protons along the initial kiloparsecs
of evolution, as expected from, at least, jet/star interactions [see e.g., Anglés-
Castillo et al. 2021]. The jet specific internal energy is ε = 1.15 c2, which makes
the jet also thermodynamically relativistic, but still dominated by kinetic energy.
The adiabatic exponent of the flow at injection is Γ = 1.39. The classical Mach
number of the jet at injection is thus 1.88, whereas the relativistic Mach number
is 4.8.

In this first set-up, we fixed constant injection up to t ≃ 19 Myr, which is the
time at which the bow shock has crossed the density core, zBS ≃ 125 kpc. After
that point, three different simulations were run as a continuation of the initial
one: 1) uninterrupted, constant injection, 2) a gradual switch off of injection
after tc, and 3) periodical modulation of the injection velocity between 0.83 c

(dropping jet power to Lj = 4 × 1045 erg/s) and 0.92 c, with a periodicity of
10 Myr. This period was chosen following the hypothesis that the observed
arcs in Hercules A are triggered by patterns, which could propagate at smaller
velocities than the jet flow and turn into shocks when moving through the
slower lobe plasma [see e.g., Perucho, Martí, and Hanasz 2005, for a discussion
on instability generated shocks]. In addition, we chose velocity values for the
modulated injection that resulted in jet powers between the limits estimated by
Saxton, Bicknell, and Sutherland 2002 (2 × 1045 − 2 × 1046 erg/s). We want to
stress that the introduction of such modulation was mainly aimed to increase
the internal energy of the flow and not to produce the observed arcs.

In all these simulations we introduced a helical perturbation pattern in
velocity [see Eq. 13 in Perucho, Martí, and Quilis 2019] with different periodicities
ranging from ∼ 4 × 104 to ∼ 2 × 106 yr. The total amplitude given to these
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helical motions is 2.5 × 10−4 of the injection velocity. These helical patterns
allow us to break symmetries and trigger KHI helical modes if the flow is prone
to their development [see e.g., Perucho et al. 2006].

A.2.2.3 Internal energy dominated jet

In the case of the internal energy dominated outflow, jet injection velocity is vj =
0.92 c –with the helical injection pattern mentioned above–, the gas rest-mass
density ratio with the ambient medium is 10−7, i.e., ρj = 1.67 × 10−33 g/cm3,
with the same composition as the kinetically dominated jet (80% of the mass as
electrons and positrons, and 20% as protons); the jet specific internal energy is
ε = 404 c2, and the adiabatic exponent is Γ = 1.33. The total jet power is, in
this case, Lj = 4 × 1045 erg/s, within the estimated range of jet power for the
source [Saxton, Bicknell, and Sutherland 2002]. This simulation was run in a
numerical box with 10243 cells, with physical dimensions of (512 kpc)3.

A.2.3 Results

A.2.3.1 Kinetically dominated jets

Figure A.6 shows cuts of density, pressure and velocity module squared, for
the aforementioned simulations 1, 2 and 3, at the last snapshots. Constant
injection –case 1, top panels– produces a very different lobe morphology to that
observed in Hercules A, and very similar to the typical structures obtained in
long-term numerical simulations of powerful, kinetically dominated jets [e.g.,
Martí et al. 1997, Komissarov and Falle 1998, Aloy et al. 1999, Scheck et al. 2002,
Mignone et al. 2010, Massaglia et al. 2016, English, Hardcastle, and Krause
2016, Mukherjee et al. 2020, Seo, Kang, and Ryu 2021, Perucho, Quilis, and
Martí 2011, Perucho et al. 2014a, Perucho, Martí, and Quilis 2019, Perucho,
Martí, and Quilis 2022]. Although the jet shows periodical expansions and
recollimations, visible in the pressure map, the jet disruption is clearly caused by
helical distortions of the jet, as seen in the density, left panel. The gradual switch
off –case 2, central panels– produces a detached lobe, but this lobe does not
develop a spherical shape (∼ 100 kpc and ∼ 50 kpc in the axial and transversal
directions, respectively), unlike the observed lobes in Hercules A. Furthermore,
the jet is not observed to enter the lobes as it happens in the VLA images of
the source.

The third simulation –bottom panels in Fig. A.6– involves a periodical
modulation of injection power without completely switching it off. At the last
snapshot, the jet power is close to its minimum, with vj ≃ 0.83 c. This set
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Figure A.6 Rest-mass density (left panels), pressure (central panels) and velocity module
squared (right panels) cuts for the three kinetically dominated jets at the last snapshots
(t ≃ 41, 43, and 30 Myr, respectively). The top row shows case 1, constant injection, the
central row shows case 2, with a gradual switch off, and the bottom panel shows case 3, with
modulated injection. Units are: ρa for density, ρa c2 for pressure, and c for velocity.

t ≈ 41 Myr t ≈ 43 Myr t ≈ 30 Myr

Figure A.7 Pressure (weighted with tracer) renderings of the numerical box for the three
kinetically dominated jets, cases 1 to 3 from left to right. We apply limits to the range of
values in the box, which permits to visualise the regions of interest –jets and lobes. The axes
indicate cell numbers.
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up develops turbulent, inhomogeneous lobes. The resulting structure shows a
pinching structure in the jet and strong irregularities caused by the interaction
between the different enhanced injection epochs. However, no strong internal
shocks are observed, which could be explained by the smoothness of the change
in jet power. Timmerman et al. 2022 have concluded that the periodicity in the
jet activity could probably be more than an order of magnitude shorter than
the one we have used. Such a short period could result in a more continuous
jet-lobe structure, and generate the bow shock structures observed in the western
jet, if the changes are significant enough along the activity cycle. Perhaps, a
more abrupt change would facilitate shock formation and the generation of arcs,
but the morphology obtained from this simulation seems to be far away from
the observed radio source. New simulations should be run to test this scenario
properly for the case of hot jets, as we show in the next sections. This is however,
out of the scope of the work, which is focused on the generation of the peculiar
large scale, jet-lobe morphology of Hercules A.

Figure A.7 shows renderings of pressure weighted with tracer for the three
cases, for the same snapshots shown in Fig. A.6. These images highlight the
high energy density regions, i.e., those associated to the jet or shocked jet gas,
expected to have higher synchrotron emissivity. Altogether, these simulations
show that kinetically dominated jets tend to form elongated lobes, even if jet
injection is modulated or interrupted [as shown in previous work, Perucho et al.
2014b], or fail to reproduce the observed jet-lobe connection (i.e., case 2).

A.2.3.2 Internal energy dominated jet

Figure A.8 shows cuts of rest-mass density, pressure and velocity module squared
at different times along the simulation. Although along the initial stages of the
evolution (two upper rows) the structure generated by the jet resembles that
seen for case 3 in Fig. A.6, once the jet head reaches distances over 100 kpc,
the terminal shock detaches from the bow-shock and starts feeding a lobe with
low-density, high-energy density, shocked gas. This hot gas drives the expansion
of the radio source by means of its high pressure. The high sound speed in
this region isotropizes pressure and the bow shock becomes quasi-spherical
(this can be better seen in Fig. A.9). Thus, the lobes also tend to achieve this
shape, in contrast with the elongated lobes obtained in the kinetically dominated
simulations.

Figure A.9 displays renderings of pressure and axial velocity distributions at
the end of this simulation, i.e., after ∼ 152 Myr. At this time, the front shock is
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Figure A.8 Rest-mass density (left panels), pressure (central panels) and velocity module
squared (right panels) cuts for the internal energy dominated jet at times 21 (first row), 36
(second), 67 (third), and 152 Myr (fourth). Units are: ρa for density, ρa c2 for pressure, and c
for velocity.

at 280 kpc.1 The purple scale shows the rendering of pressure distribution in
code units (ρa c2, with ρa the ISM density at injection, i.e., 1.67 × 10−26 g/cm3).
The image captures the mild shock around the jet, with an almost spherical

1The advance velocity of the shock ranges from ∼ 0.015 c at the beginning of the simulation
to ∼ 5 × 10−3 c at the end.
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Figure A.9 Pressure (purple scale) and velocity (blue scale, only positive values) rendering
of the numerical box, highlighting the ambient medium and bow-shock, and the jet flow,
respectively, at t ≃ 152 Myr. The spatial scale covers ≃ 300 kpc along the vertical axis and
512 kpc along the horizontal axes. The inset shows a zoom of the positive axial velocity in the
lobe. Units are: ρa c2 for pressure, and c for velocity.

shape, sweeping the smooth ambient medium distribution. The simulation had
to be stopped at this point to avoid the bow-shock crossing the grid boundary.

The blue scale in Fig. A.9 shows the axial velocity distribution –limited to
positive values–, which reveals the inner jet structure, the lobes, and the hot
bubble of shocked jet material accumulated by the host galaxy gravitational
potential.2 The jet shows a kinked morphology due to the development of KHI
modes, excited by the helical motions set up as injection boundary conditions.
The growth of these modes is faster in hot flows [e.g., Perucho, Martí, and
Hanasz 2005], and they trigger oscillations in the physical variables of the jet
[e.g., Hardee 2000]. Indeed, the image shows the oscillations in axial jet velocity,
which end up with the disruption of the flow at ∼ 70 kpc from injection, i.e.,
∼ 80 kpc from the galactic nucleus.

2The dynamical time scale estimated for the gravitational field, td ∼ 1/
√

G ρDM (with
G the gravitational constant and ρDM the central density of the dark matter halo deduced
from the hydrostatic equilibrium condition), is ≃ 180 Myr. Although the simulation time is
slightly shorter (≃ 150 Myr), the blackflow velocities found in the lobes accelerate the fall
of the shocked jet gas towards the galactic core and the formation of the observed spherical
distribution [see also Perucho et al. 2014a].
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The simulated jet does not show expansions and recollimations before the
kinks become non-linear, in agreement with the observations of the jets in
Hercules A previous to disruption [O’Dea et al. 2013], and in contrast to other
simulations of low-power, hot relativistic jets [Perucho and Martí 2007] or non-
relativistic, low Mach number jets [Saxton, Bicknell, and Sutherland 2002]. It is
worth to mention that the Mach discs reported to be responsible for jet disruption
in those works are common in axisymmetric simulations because of the imposed
symmetry. This kind of structures are hardly found in 3D simulations. The
reason is the high cocoon pressure, which keeps the jet collimated and prevents
its fast expansion. As shown by Perucho et al. 2017, the lobe pressure correlates
with the flux of available (i.e., internal plus kinetic) energy transported by the
jet. In the case of the present simulation, the internal energy of the jet at
injection, together with the large scale density/pressure core helps to keep the
jet collimated.

The disruption point of the jet stands in the region 100−150 kpc since the jet
head reaches ∼ 100 kpc (at t ≈ 36 My), and oscillates back and forth throughout
the rest of the simulation (t ≈ 152 My) (note that disruption is farther from
injection in the third row of Fig. A.8 than in the fourth, ≃ 80 Myr later). This
fact indicates that disruption is caused by the development of helical instabilities
and that the precise point at which it takes place may change slightly due to
changes in local conditions. However, as far as conditions remain unchanged at
injection, it is difficult to foresee a dramatic change in the jet stability conditions.
Therefore, we can conclude that the final snapshot of the simulation is not a
transitory phase. Injection conditions should be changed in order to see changes
in the whole jet/lobe structure, which would, furthermore, require times of the
order of the simulated one, ∼ 100 Myr.

Figure A.10 shows a rendering of pressure (weighted by tracer, in units of
ρa c2) to be compared with Fig. A.7 for kinetically dominated jets. The image is
a mirrored composition of the simulated jet, which has been rotated to a viewing
angle of 45◦ counterclockwise (around a vertical axis) to show two perspectives of
the 3D structure. There is an evident difference with the kinetically dominated
jets in terms of lobe shape, which is more spherical in this simulation. The
image reveals the kink of the jet before disruption inside the lobes, and their
turbulent internal appearance. The kinks and disruption region show high values
of internal energy as a consequence of the dissipation of kinetic energy.

Figure A.11 shows projected pseudo-synchrotron emissivity images for the
jet at its last snapshot at 50◦ (eastern lobe; left) and 130◦ (western lobe; right)
viewing angles, in arbitrary units, following the results from radio and X-ray
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Figure A.10 Pressure weighted by tracer rendering of the numerical box. The simulated jet
has been mirrored to emulate a double sided jet and show a different perspective of the source.

observations [e.g., Gizani and Leahy 2003]. The expression used to compute the
emissivity at a given frequency is the same as that used by Hardee 2003 [see
also Clarke, Norman, and Burns 1989]:

ϵν ∝ n1−2α p2α (B sin θB)1+α D2+α, (A.4)

where n is the lepton number density, p is pressure, B is the assumed magnetic
field strength in the comoving frame, taken to be proportional to √

p, θB is the
angle between the field lines and the viewing angle (also in the comoving frame)
assumed to be a constant, D is the Doppler factor, and α is the spectral index
(defined as Sν ∝ ν−α). The spectral index has been defined as a linear function
of the jet gas tracer f , α = 0.6 + 0.9 (1 − f), to obtain values from 0.6 (in the
jets) to 1.5 [in the lobes; Gizani and Leahy 2003, Gizani, Cohen, and Kassim
2005, Timmerman et al. 2022]. The Doppler factor has been computed using only
the axial velocity component. The image shows that the simulated lobes extend
up to ≃ 175 kpc in projection, whereas the jets in Hercules A reach ≃ 260 kpc,
which explains that the lobes in Hercules A are more inflated. The advance
velocity of the radio structure along the jet axis falls rapidly after disruption
and as the jet expands. Thus, it is reasonable to expect a slow evolution of the
lobes towards a spherical shape within the remaining ≃ 80 − 90 kpc that the
simulation would need to reach the actual size of Hercules A.3

Despite the simplifications, the images show interesting features, namely,
bright jets that develop helical patterns and disrupt into the lobes, and arcs
(e.g., at ≃ 120 kpc in the western jet) that are produced by the disruption of

3Reaching these scales would imply an amount of computing time far beyond the one used
for this work.
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the jet when the helical instability achieves large amplitude and forces parts of
the jet to generate shocks into its environment. This effect was also observed
in numerical simulations that tackled the development of KHI in relativistic
flows [Perucho, Martí, and Hanasz 2005]. The possibility that the arcs could
be helical features observed in projection was actually suggested by Gizani and
Leahy 2003. Keeping in mind that our simulation did not reach the extension
of Hercules A, perhaps the simulation shows the beginning of the formation of
those arcs as instability-generated shocks. Therefore, it would be necessary to
continue the simulation to make a better comparison. Interestingly, the hints of
arc-like structures are mainly observed in the right panel (western jet). All other
things being equal (these images are produced from a single simulated jet), this
difference is caused by the viewing angle: Doppler boosting makes the eastern
jet brighter and reduces the contrast that allows the arc-shaped structure to be
enhanced in the western jet.

Finally, we can also compare the lobe pressure at the end of the simulation
with the estimated one in Gizani and Leahy 2004 for the lobes in Hercules A,
as a test for the validity of our approach. In the simulations, we find Pl ≃
10−10 dyn/cm2, as compared to Pl ≃ 2 − 3 × 10−11 dyn/cm2 from observations.
Taking into account the aforementioned difference in size and that the cocoon
pressure evolves with distance as d−0.9 [a fit obtained in Perucho, Martí, and
Quilis 2019], the difference in lobe pressures could be reduced from a factor 3-5
to a factor 2-3. This discrepancy is possibly due to the large injection power [see
Perucho et al. 2017] used in the simulation with respect to the expected current
jet power in Hercules A (see also the discussion below).

A.2.4 Discussion

A.2.4.1 Global morphology

The sphericity of the lobes (accentuated by the perspective) is a sign of a
pressure-driven isotropic expansion of the lobes. It has been suggested that
the lobes are fed by a possibly intermittent jet [e.g., Timmerman et al. 2022]
with a periodicity of the order of factor 105 yr [within a long activity burst
of ≃ 60 Myr, Nulsen et al. 2005]. The jet shows continuous emission from the
source to the disruption point, implying that the activity periods must be long
enough to allow the plasma to reach ∼ 100 kpc. According to the authors, for an
estimated velocity of 0.8 c, this implies a minimum activity time of 4 × 105 yr. If
this is correct, our simulations (which do not consider such a short periodicity)
would then represent the continuous injection of the mean properties of the
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Figure A.11 Pseudo-synchrotron emissivity images, in arbitrary units, for the jet at its last
snapshot, projected at 50◦ (left) and 130◦ (right) viewing angles.

jet, i.e., the long activity burst. Nevertheless, this is irrelevant for the main
point revealed in this work: the global morphology can be recovered by jets
dominated by internal energy flux, and not by those kinetically dominated. It
is possible, though, that such a fast periodicity triggers internal shocks in the
jets that dissipate kinetic energy along the jet channel, heating the flow as it
evolves, relaxing the requirement of a very large internal energy from injection
that we have considered in our simulation.

The idea behind the setup of the simulations was actually to provide a
plausible explanation to the overall morphology of the radio galaxy Hercules
A, which does not fit into the classical FRI/FRII classification. The initial
hypothesis was inspired by the sphericity of the lobes plus the fact that the lobe
expansion takes place beyond the density/pressure fall of the ambient medium
profiles. Also the results obtained in a series of numerical and theoretical works
on jet evolution [Perucho, Quilis, and Martí 2011, Perucho et al. 2014b, Perucho
et al. 2017] showed that the morphology of the lobes depends on whether the
jet energy flux is dominated by the kinetic energy (mass of the particles) or by
the internal energy. In the first case the inertia of the flow tend to give rise to
elongated structures. In the second case, the expansion of the lobes, driven by
their high pressure, is isotropic. Furthermore, it was concluded that this second
option is limited to relativistically hot jets, in which the internal energy budget
is large enough to dominate, or at the least, compete, with the kinetic energy
flux. Therefore, this effect cannot be studied with non-relativistic simulations
[Saxton, Bicknell, and Sutherland 2002].
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The setup was thought to keep jet collimation by means of environment
pressure, at the same time as developing unstable (helical) KHI modes that
trigger disruption; all these requirements are fulfilled by a (slowly expanding)
relativistically hot jet. Those properties produce a high pressure lobe, as expected
from previous theoretical work [Perucho et al. 2017], and keep the jet confined.
In addition, the lack of significant jet expansion [see e.g., Hardee 1982, showing
that jet expansion decelerates the growth of instability amplitudes] together with
the high internal energy of the flow [Perucho, Martí, and Hanasz 2005] cause
a relatively faster development of the KHI modes. As a result, the simulated
jet evolution shows a global jet and lobe morphology that are similar to the
observed eastern jet/lobe system, in terms of development of unstable kink
patterns, jet disruption within the lobes, the lack of hotspots, and a more
realistic jet-to-lobe width ratio [∼ 2.7 × 10−2 in the source, Gizani and Leahy
2003, versus ∼ 4.5 × 10−2 in the simulation, see Fig. A.11] between the jet
and the lobe at the current simulated size. All in all, the basic morphological
and dynamical properties of the jets and lobes of Hercules A (kink unstable
jets, quasi-spherical lobes, lack of hotspots, right jet-to-lobe width ratio) are
reproduced by a relativistic jet with high internal energy.

Massaglia et al. 2016 have shown that low power jets (Lj ≤ 1043 erg/s) can
result in a similar morphology, mainly due to the dissipation of kinetic energy
at disruption. Yates-Jones, Shabala, and Krause 2021 have also obtained similar
structures for jets injected with an opening angle into the grid. However, the
jet-lobe structure is not expected for more powerful jets with small opening
angles, like the one we simulate.

Taking into account that kinetically dominated jets generate elongated lobes
[see Perucho et al. 2014b, for a comparison between large scale morphology of
cold and hot flows], our work shows evidence favouring that the jets in Hercules
A are not kinetically dominated at large scales, but by internal energy. As
noted in the introduction of this chapter, we have not included magnetic fields
in our simulations. However, the isotropic expansion of the lobes requires the
contribution of the magnetic field to be mainly in the form of pressure, i.e.,
requires the magnetic field to be disordered. Gizani and Leahy 2003 showed
that the magnetic field is aligned with the lobe surfaces [see also Guidetti et al.
2011]. However, the lobes seem to be less polarised towards the central regions,
which could be an indication of a disordered field, consistently with the turbulent
character of the flow within the lobes. The contribution of such a magnetic field
to the simulations would have not changed the obtained morphology. However,
the role of a dynamically relevant toroidal field in the jet remains a plausible
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option to explain the development of the kink instability that finally disrupts
the jet,4 which should be explored by means of RMHD simulations, and will be
left for future work. This, again, would not change our conclusion, since the
field would become disordered beyond the disruption point, which is supported
by the turbulent dynamics of the region and the relative depolarisation observed
at the lobe central regions [Gizani and Leahy 2003].

A last point about the jets in Hercules A concerns the origin of structures
seen inside the western lobe and whether they are associated with the disruption
of the jet. Comparing with pseudo-synchrotron images from their numerical
simulations, Saxton, Bicknell, and Sutherland 2002 interpret these structures
as rings associated to nearly annular shocks propagating through the backflow
surrounding the jet. However, on the one hand, the ring-like structures seen
in the pseudo-synchrotron images are probably an artifact produced by the
imposed axisymmetry, as also observed in Scheck et al. 2002 for completely
different simulations and setups. On the other hand, the detailed imaging of the
source [e.g., Gizani and Leahy 2003, Timmerman et al. 2022] reveals that the
jet propagates inside the first expansion region [structure E in Gizani and Leahy
2003]. Moreover, if interpreted as a jet expansion, it would imply a sudden
change in jet-to-lobe pressure ratio that is difficult to explain taking into account
the expected pressure homogeneity in radio lobes favoured by large values of the
sound speed. This argues against jet expansion as the mechanism to produce
the elongated arc-shaped structure E. We suggest that it could be associated
with a bow-shock triggered by changes in the injection power, in agreement
with Gizani and Leahy 2003 and Timmerman et al. 2022, or with instability
patterns frozen in the disrupted structure, as suggested by our simulations
(see Fig. A.11), or with a combination of both. Similar structures observed
downstream [structures D, C, B and A in the western jet; Gizani and Leahy
2003] could also be interpreted in this way. Furthermore, the jet itself does not
show evidence of expansion/recollimation before the appearance of the innermost
ring [O’Dea et al. 2013, Timmerman et al. 2022], as expected if disruption would
be caused by this process.

Altogether, we understand that the jets keep collimation until the disruption
point [features W4 and E7 in the western and eastern jet, respectively, Gizani
and Leahy 2003] and therefore it cannot be caused by the arcs/rings and thus
we can discard jet pinching as its trigger. Specific simulations using modulated

4The presence of a toroidal field could, on the one hand, relax the high values of the internal
energy flux in the jet and, on the other, trigger the development of current-driven instability
modes.
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injection and/or different instability modes should be run to try to reproduce
those remarkable features; what our work shows is that the base set up to do
this would necessarily imply a non-kinetically dominated flow.

A.2.4.2 A hot jet

Our interpretation of the nature of the jets in Hercules A poses the question
about the reason why the jets do not become completely kinetically dominated
while keeping collimation at kiloparsec scales, as in the case of FRII jets, or show
fast expansion due to mass-load and deceleration, as in the case of FRI jets, but
remain hot, become disrupted, and generate bright lobes without hotspots.

The internal shocks produced by a relatively short-period variability in jet
injection conditions [Gizani and Leahy 2003, Timmerman et al. 2022] and the
growth of the instability itself are effective agents in heating the jet plasma. The
large size of the galactic core contributes to keeping a large lobe pressure that
favours jet collimation, too, preventing the adiabatic cooling of the flow.

The radius of the core of the density profile in this source is estimated to be
rc = 120 kpc, much larger than those of the galactic and group cores 1.2 kpc and
52 kpc, respectively, that we have used in previous simulations of long-term jet
evolution [Perucho et al. 2014b, Perucho, Martí, and Quilis 2019, Perucho, Martí,
and Quilis 2022]. Furthermore, the ambient pressure fall beyond ∼ 100 kpc
can also facilitate the fast lobe expansion in Hercules A at these scales. Our
simulations seem to confirm this, thus pointing towards an active role of the
ambient medium, together with the intrinsic jet properties, in shaping the global
morphology of the radio source.

It has also been shown that even a relatively mild toroidal field can favour
jet collimation [e.g., López-Miralles et al. 2022]. By avoiding jet expansion, and
therefore, the conversion of the stored internal energy into kinetic energy, the
field contributes to keep a relatively high internal energy density. A test to
probe the relative relevance of each of the plausible main actors leading to the
observed global morphology in Hercules A (jet internal energy, magnetic field
and ambient pressure profile) is left as future work.

A.2.4.3 A HEG to LEG transition?

Finally, it is interesting to relate the large-scale properties of the jet to the
properties of the accretion disc in Hercules A. In particular, the high values
of internal energy that seem to explain their global morphology according to
our results, thus linking the jet properties at formation with their final fate.
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Boccardi et al. 2021 investigated the relation between the accretion mode and
the properties of the jet collimation region, by considering a sample of nearby
sources classified as high- or low-excitation galaxies (HEGs or LEGs). The
nuclei in the former class are thought to harbour standard accretion discs fuelled
by cold gas, whereas those in the latter are instead powered by radiatively
inefficient, hot accretion flows [Heckman and Best 2014, and references therein].
The authors suggested that jets in LEGs are mainly composed of a narrow
relativistic hot spine anchored in the surroundings of the black hole ergosphere,
while HEGs generate wider jets, likely due to the formation of an extended
disc wind shielding the inner spine. Such winds may significantly contribute to
the jet stability and result in the development of a kinetically dominated jet
with an FRII morphology, as observed in the vast majority of HEGs. On the
contrary, jets in LEGs would lack such mass-loaded, high-inertia, stabilising
shear layer, which prevents them from becoming kinetically-dominated and
often results in the formation of an FRI morphology. Hercules A presents a
low-luminosity nucleus, and is optically classified as LEG [Buttiglione et al.
2010]. In the scenario discussed above, we could thus speculate that this source
forms a hot relativistic jet which, however, remains well collimated due to its
peculiar ambient density/pressure profile, as explained before.

While we have provided here a qualitative interpretation of the radio source
properties in relation to the nucleus and the environment, it is necessary to
note that a more complete description can be obtained by taking into account
the complexity of the source evolution, in particular the evolution of nuclear
properties. Our simulation of an internal energy dominated jet shows that the
bow shock has propagated ≃ 280 kpc in ≃ 150 Myr. This long evolution time
suggests that the jet could have initially propagated to a large distance while
being more powerful and probably kinetically dominated [see e.g. Perucho, Martí,
and Quilis 2019, Perucho, Martí, and Quilis 2022], and has later transitioned to
a low-power regime due to a slow switching-off of the nucleus.

Such a past, quasar-like activity is consistent with the analysis of the cavities
and shock front observed in X-rays [Nulsen et al. 2005]. Actually, these authors
provide an age estimate for the activity burst of 60 Myr in which the size
reached by the lobes is ≃ 350 kpc. This is a 25% larger than the size reached
by our simulation in a 40% of the simulated time, revealing a clear dynamical
contradiction. The authors obtain an estimated jet power of 1046 erg/s, i.e., a
factor 2.5 larger than the one we have used in our simulation, which is consistent
with the faster expansion given by their model. Therefore, either the model used
by Nulsen et al. 2005 to estimate the source age fails to recover the detailed
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propagation dynamics, or indeed a quasar-like activity allowing for fast initial
expansion is needed to reconcile both results. This mismatch can be explained
by a slow transition in the accretion mode from efficient (HEG regime giving
rise to the large scale structure) to inefficient (current LEG phase), probably
caused by the depletion of the gas fueling galactic activity. The existence of this
transition is in fact supported by the mismatch between the nuclear properties
and the large scale structure of the source, as indicated by optical and radio
data [Buttiglione et al. 2010, Wu et al. 2020].

A.2.5 Conclusions

We present a numerical simulation that succeeds in reproducing the global
morphology of Hercules A-like jets, following an a priori hypothesis. The basic
ideas behind the simulation are that 1) the spherical morphology of the lobes is
pressure-driven, so the jet must be dominated by thermal (and perhaps magnetic)
pressure, 2) the high lobe pressure keeps the jet collimated up to ∼ 100 kpc,
where it expands in the rapidly falling pressure/density WHIM, 3) the pressure
in the lobe keeps high values due to the high internal energy flux through the jet
and the opposition of the large ambient core, 4) the faster growth of KHI modes
in hot flows favours jet disruption and the generation of the observed turbulent
lobes, and 5) the observed arcs inside the lobes could be produced by non-linear
amplitude helical instability modes, which are the responsible for jet disruption
at ∼ 100 − 150 kpc.

We also speculate with the possibility that Hercules A has transited from a
HEG to a LEG, which could explain the large size of the radio galaxy, achieved
by a powerful, probably kinetically dominated jet expected from HEGs, and
the currently observed structure, which would imply a hot outflow like the one
presented here. This interpretation would be in agreement with the implications
of recent observational work on the properties of HEGs and LEGs, in terms
of their size and the properties of the accretion flow from which they emerge
[Boccardi et al. 2021].

Our hypothesis has proven valid to reproduce the large scale structure of
the radio galaxy Hercules A. Future work could be aimed to study the role of
the magnetic field in this process, the possible transition phase and to confirm
whether the generation of arcs can be fully explained by instability-induced
shocks or whether periodicity in jet injection power is required.





Appendix B
X-ray timing

This chapter summarises the following publication: Testing jet geometries and
disc-jet coupling in the neutron star LMXB 4U 0614+091 with the internal
shocks model. A. Marino, J. Malzac, M. Del Santo, S. Migliari, R. Belmont, T.
Di salvo, D. M. Russell, J. López-Miralles, M. Perucho, A. D’Ai, R. Iaria, L.
Burderi. Monthly Notices of the Royal Astronomical Society. Volume 498, Issue
3, November 2020. DOI: 10.1093/mnras/staa2570. Reproduced with permission.

B.1 Testing jet geometries and disc-jet coupling
in LMXB 4U 0614+091

In this appendix, I summarise a contribution in a paper that aims to apply
the so-called internal shocks model for the first time to a neutron start (NS)
low-mass X-ray binary (LMXB), namely 4U 0614+091. This model, which
assumes that the fluctuations in the velocity of the ejecta along the jet are
driven by fluctuations in the accretion flow, has been successfully applied in the
context of black hole (BH) LMXBs to reproduce the flat radio-to-mid infrared
(IR) spectra, but never in the context of NSs. The code that has been used in
the paper allows to change the geometry of the jet (i.e., conical vs. non-conical
geometry) and to choose a specific power spectral density (PDS) to shed light
on the possibility that jets in NSs and BHs could have different geometries or
coupling properties with the accretion disc.
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B.1.1 Introduction

In contrast to relativistic jets in active galaxies, in binary systems outflows
are not usually observed as extended structures, but inferred from a radio-to-
mid-IR flat (or slightly inverted) spectrum (see Chapter 1.2.3). This spectrum
is characterised by a jet break, where emission goes from optically thick (at
the jet base) to optically thin, and at lower frequencies by a continuum, which
results from the superposition of self-absorbed synchrotron radiation emitted
from different regions in the jet flow. However, as jets propagate away from
the binary centre, the magnetic field decays and particles lose energy, so one
would expect to observe an effective inverted radio spectrum, and not a flat one.
Traditionally, this has been explained relying on the existence of a mechanism of
energy replenishment of the relativistic plasma that compensates the adiabatic
loses due to jet expansion [Blandford and Königl 1979].

Although the specific mechanisms that provide this source of energy are still
debated, (1) magnetic reconnection [Sobacchi and Lyubarsky 2020], (2) accelera-
tion in shear flows [Rieger and Duffy 2019] or (3) internal shocks [Malzac 2013]
seem plausible scenarios. This last model (the so-called Internal Shocks model,
or ISHEM), which consider that the conversion of kinetic energy into thermal
energy occur by collisions of jet portions ejected with different bulk velocities,
have been successfully applied to reproduce the spectral energy distribution
(SED) of BH X-ray binaries (XRBs), as long as the fluctuations in the Lorentz
factor match the fluctuations in the accretion flow [Malzac 2014]. Nevertheless,
this model has not been applied before in the context of NS XRBs.

The objective of the paper is thus to reproduce the entire SED of a NS
LMXB using the ISHEM. For this, we chose the source 4U 0614+091 (a brief
description of the system has been provided in Chapter 1.6.2 of this thesis), for
which a multi-wavelength observational campaign –from radio (VLA) to X-rays
(RXTE, XRT/Swift)– has been performed between October 30 and November 4
2006. In the paper, we reproduced the spectral modelling of the dataset first
performed by Migliari et al. 2010, except the optical-UV data (SMARTS-UVOT)
that was re-analysed for this work.

To apply the internal shocks model, we employed an updated version of the
so-called ISHEM code [i.e., Drappeau et al. 2015]. This code aims to describe
the jet component of the SED based on how energy is dissipated along the jet.
In a nutshell, dissipation depends manly on two parameters: (1) the velocity
of jet expansion, which depends on the jet geometry, and (2) the variability of
the fluctuations, which are related with the accretion flow variability (assuming
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a disc-jet coupling scenario). In this new version of the code, the jet geometry
(conical vs. non-conical) is controlled with a geometrical parameter ξ (r ∝ zξ,
where ξ = 1 describes a conical geometry while ξ < 1 describes a parabolic flow),
while a PDS is used as a proxy for the Lorentz factor fluctuations [Drappeau
et al. 2015, Malzac et al. 2018].

B.1.2 Contribution

As introduced in the previous section, the ISHEM model depends on three
fundamental ingredients: (1) a multi-wavelength SED, (2) a X-ray PDS, which
is used as a tracer of the accretion flow variability and (3) a synthetic SED,
which is calculated on the basis of the aforementioned PDS to be compared with
the real SED of the source.

As part of a research residence at the European Space and Astronomy Center
of the European Space Agency (April-May 2019), I worked on the timing analysis
of 4U 0614+091 to provide the ISHEM code with the required PDS, based on
X-ray observations taken during the multi-wavelength campaign of 2006. To
perform the analysis, we used RXTE/PCA data taken on 2006 October 30
(ObsID 92411-01-06-07). Data was in the event mode configuration with a time
resolution of ∼ 125 µs, such that the Nyquist frequency is 4096 Hz. Using
Fast Fourier Transform techniques [van der Klis 1989], we obtained PDS for
continuous 128s-long time intervals covering a total time length of 2048 s. These
PDS were averaged to obtain one single PDS, from which we subtracted the
Poisson noise power, derived in the frequency range between 1536 and 2048 Hz
[Zhang et al. 1995]. No deadtime corrections nor background subtraction were
performed before creating the PDS.

The resulting PDS (in the traditional ν × Pν representation) is shown in
Fig. B.1, where we applied the Leahy normalisation [Leahy et al. 1983] before
converting the PDS to squared fractional root mean square (rms). Following the
arguments given in Chapter 1.3.3, we fitted the PDS with a model consisting
on the sum of two Lorentzians: one broad Lorentzian to fit the low-frequency
noise and one narrow Lorentzian to fit the kHz quasi-periodic oscillation (QPO).
The fitting results are shown in Tab. B.1, where we found χν(dof) = 1.49(126).
As shown in the paper, the output of the ISHEM code is not sensitive to the
high-frequency QPO, obtaining similar results using only one-single Lorentzian
component. This can be explained considering that the origin of the QPO
is related to orbital motion in the accretion flow that will hardly produce a
modulation in the Lorentz factor that could be transmitted to the jet.
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Figure B.1 PDS in the normalised power (Pν) times frequency (ν) representation. Reproduced
with permission from Marino et al. 2020.

B.1.3 Results and conclusions

Figure B.2 shows the source SED, together with the best-fit model for different
jet geometries and disc variability configurations. The optical-to-X-ray data (i.e.,
the accretion disc contribution) is fitted with an irradiated plus Comptonization
plus black-body disc model, while the radio-to-IR data (i.e., the relativistic
jet component) is simulated with the ISHEM code. Regarding the radio-to-IR
component, only two ISHEM configurations resulted in an acceptable fit: (1)
a paraboloidal jet (ξ < 1) together with the X-ray PDS as a tracer of the disc
variability, and (2) a conical geometry (ξ = 1) but with a flicker noise PDS
(P (f) ∝ 1/f), assuming in this case that the observed X-ray variability does not
reproduce the fluctuations in the jet Lorentz factor.

On the one hand, the fact that a paraboloidal jet geometry gives a better
fit than a strictly conical flow is not surprising, since the conical shape is only
an approximation of the real jet geometry. Close to the compact object jets are
expected to have a certain degree of collimation, which can be provided either
by a toroidal magnetic field component [e.g., Begelman 1995] or by the external
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Table B.1 Fit results of the PDS described with a sum of two Lorentzians, each of them
given by P (ν) = r2/π

[
∆2 + (ν − ν0)2

]
, with r the integrated rms over the full range of

frequencies −∞ to +∞, ∆ the Full Width Half Maximum of the Lorentzian and ν0 its central
frequency. Values in round parentheses were kept frozen during the fit. Quoted errors reflect
68% confidence levels. Reproduced with permission from Marino et al. 2020.

Lorentzian
ν0 ∆ rComponent

1 (0) 62.0 ± 5.0 0.106+0.003
−0.006

2 650+30
−24 <250 0.030+0.010

−0.008
χ2

ν(d.o.f .) = 1.49(126)

Figure B.2 Best-fit unabsorbed SED compared with the whole multi-wavelength dataset
available for 4U 0614+091, in both Flux Density (Left) and ν × Fν (Right) representation. The
optical-to-X-ray data set has been analysed with an irradiated disk + black-body model, while
the radio-to-IR data set was modelled with ISHEM. In this plot we show both best-fit ISHEM
models found in this paper: on Top the model built with the X-ray PDS and corresponding to
a non-conical geometry (ζ = 0.6) and on (bottom) the model corresponding to a flicker noise
PDS in conical geometry. Reproduced with permission from Marino et al. 2020.
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medium [e.g., Asada and Nakamura 2012]. However, the fact that BH jets in
XRBs can be properly fitted with a conical geometry does not necessarily imply
that this is the real geometry of the jet, so dedicated simulations of paraboloidal
jets in BH systems are also strongly needed.

On the other hand, it is interesting to pay attention to the second scenario,
in which the source X-ray variability (represented with the X-ray PDS) is not
a good proxy of the Lorentz factor fluctuations in the ejecta. In this case,
the dissipation pattern is not related with the timing properties of the X-ray
emission, but with a flicker noise component. For NS XRBs, it is possible that
the NS surface might play a role, since in this case the variability of the emission
might not be transmitted to the jet, breaking the connection with the X-ray
PDS. Moreover, even the jet launching mechanism can be different in systems
hosting NSs with respect to BHs, but statistics is very limited by the low number
of systems that have been analysed up to now with the ISHEM model. Indeed,
we cannot even assume that the breaking of the variability correlation can be
generalised, for example, to other NS systems in the hard state.

Therefore, the main conclusion of the paper is that the compatibility between
the real and simulated SED depends significantly on the jet geometry. In
particular, a highly paraboloidal geometry together with the X-ray PDS results
in an acceptable fit, while for a conical geometry a good fit can only be found
with a flicker-noise PDS, in contrast to BH XRBs where the conical geometry
worked correctly. This suggests, but only tentatively, that for NS LMXS the
PDS is not a good tracer for the accretion flow variability.
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